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Any l_an_guage teacher who tries to keep abreast with developments in
Desc‘rlpnve and Applied Linguistics faces a very difficult task, for books
and journals in the field have grown in number at a bewildering rate over
thc_: last twenty years. At the same time, with the pressures created by the
drive tow%lrds professionalisation in fields such as ELT, it has become more
and more important that language teachers do keep up-to-date with develop-
ments within, and relevant to, their field. 4
_One r_.uch area is discourse analysis. Arising out of a variety of disci-
p!mes, including linguistics, sociology, psychology, and anthropology
discourse analysis has built a significant foundation for itself in Descriptive’
and latterly, Applied, Linguistics. The various disciplines that feed into
discourse analysis have shared a common interest in language in use, in
how real people use real language, as opposed to studying artificially
created sentences. Discourse analysis is therefore of immediate interest to
=|anguage teachers because we too have long had the question of how people
use language uppermost in our minds when we design teaching materials
or when we engage learners in exercises and activities aimed ar makin :
them proﬁc:lent users of their target language, or when we evaluate a piec%
_l.}f commercially published material before deciding to use it.
_Exp_uenenceé language teachers, in general, have sound instincts as to
what is natural and authentic in language teaching and what is artificial or
B0es counter to all sensible intuition of how language is used. They also
know that an?ﬁf:i_aliry can be useful at times, in order to simplify complex
anguage for initial teaching purposes. But they cannot hope to have an
instinctive pos:session of the vast amount of detailed insight that years of
close observation by numerous investigators has produced: insight into
0w texts are structured beyond sentence-level; how talk follows regular
i ttcrn§ in a wide range of different situations; how such complex areas as
ifitonation operate in communication; and how discourse norms (the
underlying rules that speakers and writers adhere to) and their realisations
{{ t actual language fonns‘which reflect those rules) in language differ from
;-'. ;::j ?SEI:TE. The aim of this book is to supply such insight in a
Mllnc 15 not the first introduction to discourse analysis; Chapter 1
mentions several indispensable readings that anyone wishing t’(} pursue the
subject should tackle. But it is the first to attempt to mediate selectively a



Preface

wide range of research specifically for the practical needs {?f ]anguage
teachers. In this respect it is distinctly different from conventional intro-
ductions. It does not set out to report everything about discourse analysis,
for not everything is of relevance to language teachers. Decisions have
therefore been made along the way to exclude discussion of material that
may be very interesting in itself, but of little practical adflptabi]iry to the
language teaching context. For instance, within pragmatics; the study of
how meaning is created in context (which thus shares defined
frontier with discourse analysis), the conversational maxims of H. P. Gri

(1975) have been very influential. These are a set of four common=sense

normstiat alt speakers adhere to when conversing te:g—be relevant; “be
truthful'T- Tn a decade of English Tanguage teaching since they hirst came to
fully apptied, although in my teaching of Titerary stylistics, they have
tetped—my—sradents understand some of the techniques Writers use to
indermine their readers>expectations—Grice; mere@m
‘this book. But, as with any introduction, the sifting process 1s ultimately
m, and readers may find that things have been included that do not
seem immediately relevant to their needs as teachers; others already well-
tutored in discourse analysis will wish that certain names and areas of
investigation had been included or given more attention. It is my hope,
nonetheless, that most readers will find the selection of topics and names
listed in the index to be a fair and representative range of material. I also
hope that language teachers will find the structure of the book, a two-part
framework based on (a) the familiar levels of conventional language
description, and (b) the skills of speaking and writing, unforbidding and
usable.

The book tries to illustrate everything with real data, spoken and
written, in the true spirit of discourse analysis. In the case of spoken data, I
have tried to mix my own data with that of others so that readers might be
directed towards useful published sources if they have no access to data
themselves. Because a lot of the data is my own, I apologise to non-British
readers if it occasionally seems rather Brito-centric in its subject matter.
The speakers and writers of the non-native speaker data do, hm-i_revcr,
include German, Italian, Hungarian, Turkish, Brazilian, Spanish, Chinese,
Korean and Japanese learners.

The book does not stop at theory and description, but it does not go so
far as telling its readers how to teach. This is because, first anfi foremost,
discourse analysis is not a method for teaching languages; it is a way of
describing and understanding how language is used. But it is also because
there are as many ways of adapting new developments in description to the
everyday business of teaching as there are language teachers. So, although |
occasionally report on my own teaching (especially in Chapters 5 and 6),
and present data gathered from my own EFL classes, it will be for you, the
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reader, ultimately to decide whether and how any of this array of material
can be used in your situation.

In preparing a book of this complexity, many people have inevitably had
a hand. The original inspiration came from eight years of responding to the
insatiable intellectual curiosity of MA students at the University of Bir-
mingham, most of whom were practising language teachers, and almost all
of whom asked for more on discourse analysis whenever they had the
chance. An equal number of undergraduates who studied language as part
of their English degree also helped to shape the book.

In addition, several years of giving in-service courses for teach ers in West
Germany and Finland have suggested new areas and sharpened the reader
activities, which have been tried out on course participants. In particular,
the enthusiasm of the PILC groups of the Language Centres of the Finnish
Universities in the years 1987-9 must be mentioned as one of the unfailing
sources of inspiration to get the book done.

I must also mention my colleagues in the International Certificate
Conference (ICC), whose annual pilgrimage to Chorley, Lancashire in the
last few years has met with the penance of being subjected to the material as
it developed; particular thanks here go to Tony Fitzpatrick of VHS
Frankfurt, for his constant support.

Colleagues at the Universities of Birmingham and Nottingham who have
encouraged and inspired me are almost too numerous to mention, but
particular thanks go to David Brazil (who also checked the intonation in

Chapter 4), Mike Hoey, Tim Johns, Martin Hewings and Malcolm
‘Coulthard for comments at seminars and in informal chats at Birmingham,
“and to my new colleagues (but old friends and associates) at Nottingham,
Ron Carter and Margaret Berry, who have already been subjected to some
of the material and encouraged my work. My new students at Nottingham
‘have also provided feedback on more recent versions of the material.

~ But above all, without the support of John Sinclair of Birmingham and
his infinitely creative ideas and comments, the notion that there was ever
‘anything interesting in language other than sentences would probably never
‘have entered my head.

So much for the university environment that spawned the book. The
‘most important, single influence on its final shape has been my editor,
‘Michael Swan, whose good-humoured scepticism as to whether academics
have anything worth saying to language teachers out there in the real world
has been balanced by an open mind, razor-sharp comments on the text and
an unflagging willingness to enter into intellectual debate, all of which have
been a challenge and a reason to keep going to the bitter end.

Annemarie Young at CUP, who commissioned this book, has never
complained when I have missed deadlines and has always made me feel that
the enterprise was worth it. She too has made invaluable contributions to
the book as it has taken shape. Brigit Viney, who has edited the manuscript,
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has also made many useful suggestions as to how it might be made more
reader-friendly and has purged a number of inconsistencies and infelicities
that lurked therein.

On the home front, my partner, Jeanne McCarten, has offered the
professional expertise of a publisher and the personal support that provides
a stable foundation for such an undertaking; her penance has been an
unfair share of the washing up while I pounded the keys of our computer.

Liz Evans, Juliette Leverington and Enid Perrin have all done their bit of
key-pounding to type up various versions of the manuscript, and 1 thank
them, too.

But finally, I want to thank a primary-school teacher of mine, John
Harrington of Cardiff, who, in the perspective of the receding past, emerges
more and more as the person who started everything for me in educational
terms, and to whom this book is respectfully, and affectionately, dedicared.

Cambridge, March 1990

1 What is discourse analysis?

‘I only said “if''!" poor Alice
pleaded in a piteous tone.

The two Queens looked at
each other, and the Red Queen
remarked, with a little shudder,
‘She says she only said "if"'—'

‘But she said a great deal
more than that!" the White
Queen moaned, wringing her
hands.'Oh, ever so much more

than that!’
Lewis Carroll: Through the Looking
R (144) L,
e £
1.1 A brief historical overview DA Corll> R

Discourse analysis is conicerned with the study of the relationship between
Tanguage and the Tontexts i which it 1s used. It grew out of work in
‘different disciptines i the 1960s and early 1970s, including linguistics,

semiotics, psychology, anthropology and sociology. Discourse analysts

study language in] nsezwritten texts of all kinds, and spoken data, fram

conversation to highly institutionalised forms of talk.

At a time when linguistics was largely concerned with the analysis of
single sentences, Zellig Harris published a paper with the title ‘Discourse
analysis” (Harris 1952). Harris was interested in the distribution of linguis-
tic elements-in extended texts, and the links between the text and its social
situation, though his paper is a far cry from the discourse analysis we are
used to nowadays. Also important in the early years was the emergence of
%ﬂmﬂw to the study of narrative. In

c , DellTHymes provided a sociological perspective with the study of
speech in its social setting (e.g. Hymes 1964). The linguistic philosophe
such as Austin (1962), Searle (1969) were also influential in

y of language as social action, reflected in speech-act theory and
the formulation of conversational maxims, alongside the emergence of

W="_
PWVJ“S’C’ 1 z ’f‘]‘*[b“vcd\
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1 What is discourse analysis?

?NU hich is the study of meaning in context (see Levinson 1983;
ap L 3];

British discourse analysis was greatly influenced by M. A. K. Halliday’s
| functional approach to language (e.g. Halliday 1973), which in turn has
| connexions with the Prague School of linguists. Halliday’s framework
I emphasises the social functions of language and the thematic and infor-
| mational structure of speech and writing. Also important in Britain were

Sinclair and Coulthard (1975) at the University of Birmingham, who
! developed a model for the description oF teacher—pupit talk, based on a

| >2& w3 hierarchy of discourse units. Other simi OTk 1ias with doctor—
el patie criom, Tce-encounters, interviews, debates and business

egotiations, as well as monologues. Novel work in the British tradition
has also been done on intonation in discourse. The Bfitish work has
o« _ principally followed structural-linguistic criteria, on the basis of the iso-
[Se, “Tation of units, and sets of rules defiming well-formed sequences of dis-
‘1: w7 BT
+ ~ American discourse analysis has been dominated by work within the
gpt;-{pr”ethnomerhodolcgical tradition, which emphasises the research method of
close observation of groups of people cdmmunicanng in natural settings. It

examines types of speech event such as storytelling, greeting rituats and

verbal duels in different cultural and social settings (e.g. Gumperz and

Hymes 1972). What is often called conversati isis within the

American tradition can also be included under the general heading of
@@g@i}@[ In conversational analysis, the emphasis is not upon

building structural models but on the close observation of the behaviour of

+  participants in talk and on patterns which recur over a wide range of
natural data. The work of Goffman (1976; 1979). and Sacks. Schegloff and

6¢-- K !efferson (1974) is important in the study of conversational norms, turn-
#Emwmmmﬂﬂ- Alongside the conversation

I analysts, working within the sociolinguistic tradition, Labov’s investi-
gations of oral storytelling have also contributed to a long history of
interest in narrative discourse. The American work has produced a large
number of descriptions of discourse types, as well as insights into the social

. constraints of politeness and face-preserving phenomena in talk, overlap-
ping with British work in pragmatics.

Also relevant to the development of discourse analysis as a whole is the
work of text grammarians, working mostly with written language. Text

- , Brammarians see texts as language elements strung together in relationships
with one another that can be defined. Linguists such as Van Dijk (1972), De
Beaugrande (1980), Halliday and Hasan (1976) have made a significant
impact in this area. The Prague School of linguists, with their interest in the

l structuring of information in discourse, has also been influential. Its most

|| important contribution has been to show the links between grammar and
. discourse. = S

1.2 Form and function

Discourse analysis has grown into a wide-ranging and heterogeneous
discipline which finds its unity in the description of language above the
sentence and an interest in the contexts and cultural influences which affect
language in use. Tt is also now, increasingly, forming a backdrop to research
in Applied Linguistics, and second language learning and teaching in
particular. = e N

1.2 Form and function

The famous British comedy duo, Eric Morecambe and Ernie Wise, started
one of their shows in 1973 with the following dialogue:

{1.1) Ernie: Tell *em about the show.
Eric (to the audience): Have we got a show for you tonight folks!
Have we got a show for you! (aside to Ernie) Have we got a
show for them?

This short dialogue raises a number of problems for anyone wishing to do a
linguistic analysis of it; not least is the question of why it is funny (the
audience laughed at Eric’s question to Ernie). Most people would agree that
it is funny because Eric is playing with a grammatical structure that seems
to be ambiguous: “‘Have we got a show for you!” has an inverted verb and
subject. Inversion of the verb and its subject happens only under restricted
conditions in Fnglish; the most typical circumstances in which this happens
is when gquestions are being asked, but it also happens in exclamations (e.g.
“Wasn't my face red!’). So Eric’s repeated grammatical form clearly under-
goes a change i itis ience between its second
and third occurrence in the dialogue. Eric’s inverted grammatical form in
its first two occurrences clearly has the function of an exclamation, telling
the audience something, not asking them anything, until the humorous
moment when he begins to doubt whether they do have a show to offer, at

which point he uses the same grammatical form to ask Ernie a genuine
question. There seems, then, to be a lack of one-to-one correspondence F
L

between i icative function; the inverted form
in itself does not inherently carry an exclamatory or a questioning function.
By the same token, in other situations, an uninverted declarative form
{subject before verb), typically associated with ‘statements’, might be heard
45 a question requiring an answer:

(1.2) A: You're leaving for London.
B: Yes, immediately.

So how we interpret grammatical forms depends on a number of factors,
some linguistic, some purely situational. One linguistic feature that may
affect our interpretation is the intonation. In the Eric and Ernie sketch,
Eric's intonation was as follows:




1 What is discourse analysis?

(1.3) Eric (to the audience): Have we got a SHOW for you tonight folks!
Have we got a SHOW for you! (aside to Ernie)

t HAYE we got a show for them?

Two variables in Eric’s delivery change. Firstly, the tone contour, i.e. the
direction of his pitch, whether it rises or falls, changes (his last utterance,
‘have we got a show for them' ends in a rising tone). Secondly, his voice
jumps to a higher pitch level (represented here by writing have above the
line). Is it this which makes his utterance a question? Not necessarily. Many
questions have only falling tones, as in the following:

(1.4) A: What was he wearing?
B: An anorak.
A: But was it his?

| So the intonation does not inherently carry the function of question either,
any more than the inversion of auxiliary verb and subject did. Grammatical
forms and phonological forms examined separately are unreliable indica-
. tors of function; when they are taken together, and looked at in context, we
! can come to some decision about function. So decisions about communica-
i tive function cannot solely be the domain of grammar or phonology.
1 Discourse analysis is not entirely separate from the study of grammar and
| | phonology, as we shall see in Chapters 2 and 4, but discourse analysts are
| interested in a lot more than linguistic forms. Their concerns include how it
l is that Eric and Ernie interpret each other’s grammar appropriately (Ernie
commands Eric to tell the audience, Eric asks Ernie a question, etc.), how it
, ‘ is that the dialogue between the two comics is coherent and not gobbledy-
i gook, what Eric and Ernie’s roles are in relation to one another, and what
| sort of ‘rules’ or conventions they are following as they converse with one
another.
| Eric and Ernie’s conversation is only one example {and a rather crazy one
at that) of spoken interaction; most of us in a typical week will observe or
it take part in a wide range of different types of spoken interaction: phone
i calls, buying things in shops, perhaps an interview for a job, or with a
l doctor, or with an employer, talking formally at meetings or in classrooms,
| informally in cafés or on buses, or intimately with our friends and loved
. ones. These situations will have their own formulae and conventions which
||. we follow; they will have different ways of opening and closing the
| encounter, different role relationships, different purposes and different
(it settings. Discourse analysis is interested in all these different La_ctoi_rs_g_nd
Il tries_to account for them in a rigorous fashion with a separate set of
_|, descriptive [abels from those used by conventional grammarians. The first
l Tfundamental distinction we have noted is between language forms and
discourse functions; once we have made this distinction a lot of other

L

1.3 Speech acts and discourse structures

conclusions can follow, and the labels used to describe discourse need not
clash at all with those we are all used to in grammar. They will in fact
complement and enrich each other. Chapters 2, 3 and 4 of this book will
therefore be concerned with examining the relationships between language
forms (grammartical, lexical and phonological ones), and discourse func-
tions, for it is language forms, above all, which are the raw material of
language teaching, while the overall aim is to enable learners to use
language functionally.

Reader activity 1 ==8
Form and function

Can you create a context and suggest an intonation for the forms in the
left-hand column so that they would be heard as performing the functions
in the right-hand column, without changing their grammatical structure?

1. did I make a fool of myself (a) question (b) exclamation
2. youdon't love me (a) question (b) statement
3. youeatit (a) statement (b) command
4. switch the light on (a) command (b) question

1.3 Speech acts and discourse structures

So far we have suggested that form and function have to be separated to

understand what is happening in discourse; this may be necessary to

analyse Eric and Ernie’s zany dialogue, but why discourse analysis? Applied
linguists and language teachers have been familiar with the term function
for years now; are we not simply talking about ‘functions’ when we analyse

Eric and Ernie’s talk? Why complicate matters with a whole new set of
Jargon?

In one sense we are talking about ‘functions’: we are concerned as much
with what Eric and Ernie are doing with language as with what they are

saying. When we say that a particular bit of speech or writing is a request or

an instruction or an exemplification we are concentrating on what that
piece of language is doing, or how the listener/reader is supposed to react;
for this reason, such entities are often also called speech acts (see Austin
1962 and Searle 1969). Each of the stretches of language that are carrying
the force of requesting, instructing, and so on is seen as performing a
particular act; Eric's exclamation was performing the act of informing the
audience that a great show was in store for them. So the approach o

9



1  What is discourse analysis?

communicative language teaching that emphasises the functions or speech
acts that pieces of language perform overlaps in an important sense with the
preoccupations of discourse analysts. We are all familiar with coursebooks
that say things like: ‘Here are some questions which can help people to
remember experiences which they had almost forgotten: “Have you ever
... ?, “Tell me about the time you ...?", “I hear you once ...?",
“Didn’t you once . . . 2, “You've . . ., haven’t you?”'*. Materials such as
these are concerned with speech acts, with what is done with words, not
just the grammatical and lexical forms of what is said.

Bur when we speak or write, we do not just utter a string of linguistic
forms, without beginning, middle or end, and anyway, we have already
demonstrated the difficulty of assigning a function to a particular form of
grammar and/or vocabulary. If we had taken Eric’s words ‘have we got a
show for you’ and treated them as a sentence, written on a page (perhaps to
exemplify a particular structure, or particular vocabulary), it would have
been impossible to attach a functional label to it with absolute certainty
other than to say that in a large number of contexts this would most
typically be heard as a question. Now this is undoubtedly a valuable
generalisation to make for a learner, and many notional-functional lan-
guage coursebooks do just that, offering short phrases or clauses which
characteristically fulfil functions such as ‘apologising’ or ‘making a polite
request’. But the discourse analyst is much more interested in the process by
which, for example, an inverted verb and subject come to be heard as an
informing speech act, and to get at this, we must have our speech acts fully
contextualised both in terms of the surrounding text and of the key features
of the situation. Discourse analysis is thus fundamentally concerned with
the relationship between language and the contexts of its use.

And there is more to the story than merely labelling chains of speech acts.
Firstly, as we have said, discourses have beginnings, middles and ends.
How is it, for example, that we feel that we are coming in in the middle of
this conversation and leaving it before it has ended?

(1.5) A: Well, try this spray, what [ got, this is the biggest they come.
B: Oh...
A: ... little make-up capsule.
B: Oh, right, it’s like these inhalers, isn't it?
A: And I, Ive found that not so bad since I've been using it, and it
doesn’t make you so grumpy.
This is up your nose?
: Mm.
Oh, wow! It looks a bit sort of violent, doesn’t it? It works well,
does it?

B

(Birmingham Collection of English Texz)

* L. Jones: Functions af English, Cambridge University Press, 1981 ed,, p. 21,
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~ Our immediate reaction is that conversations can often begin with well, but
that there is something odd about ‘try this spray ...". Suggesting to
someone ‘try X’ usually only occurs in response to some remark or event or
perceived state of affairs that warrants intervention, and such information
is lacking here. Equally, we interpret B’s final remark, ‘It works well, does
it?" as expecting a response from A. In addition, we might say that we do
not expect people to leave the question of whether something is a fitting
solution to a problem that has been raised dangling in the air; this we shall
return to in section 1.10 when we look at written text.

The difficulty is not only the attaching of speech-act labels to utterances.
The main problem with making a neat analysis of extract (1.5) is thar it is
clearly the ‘middle’ of something, which makes some features difficult to
interpret. For instance, why does A say well at the beginning of his/her
turn? What are ‘these inhalers’? Are they inhalers on the table in front of the
speakers, or ones we all know about in the shops? Why does A change from
talking about ‘this spray’ to that in a short space of the dialogue?

The dialogue is structured in the sense that it can be coherently inter-
preted and seems to be progressing somewhere, but we are in the middle of
 structure rather than witnessing the complete unfolding of the whole. It is
in this respect, the interest in whole discourse structures, that discourse
analysis adds something extra to the traditional concern with functions/
specch acts. Just what these larger structures might typically consist of must
be the concern of the rest of this chapter before we address the detailed
questions of the value of discourse analysis in language teaching.

activity 2 =8

hat clues are there in the following extract which suggest that we are
ing in in the middle of something? What other problems are there in
reting individual words?

: I mean, I don’t like this new emblem at all.
The logo.

: Yeah, the castle on the Trent, it’s horrible.
Did you get a chance to ralk to him?

: Yeah.

: How does he seem?

(Author's data 1989}

oFrOFE>




W&

e
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1.4 The scope of discourse analysis

Discourse analysis is not only concerned with the description and analysis
of spoken interaction. In addition to all our verbal encounters we daily
consume hundreds of written and printed words: newspaper articles,
letters, stories, recipes, instructions, notices, comics, billboards, leaflets
pushed through the door, and so on. We usually expect them to be
coherent, meaningful communications in which the words and/or sentences
are linked to one another in a fashion that corresponds to conventional
formulae, just as we do with speech; therefore discourse analysts are
equally interested in the organisation of written interaction. In this book,
we shall use the term discourse analysis to cover the study of spoken and
written interaction. Qur overall aim is to come to a much better under-
standing of exactly how natural spoken and written discourse looks and
sounds. This may well be different from what textbook writers and teach-
ers have assumed from their own intuition, which is often burdened with
prejudgements deriving from traditional grammar, vocabulary and into-
nation teaching. With a more accurate picture of natural discourse, we are
in a better position to evaluate the descriptions upon which we base our
teaching, the teaching materials, what goes on in the classroom, and the
end products of our teaching, whether in the form of spoken or written
output.

1.5 Spoken discourse: models of analysis

One influential approach to the study of spoken discourse is that developed
at the University of Birmingham, where research initially concerned iself
with_the structure of discourse_in_school classrooms (Sinclair and
Coulthard 1975). The Birmingham model is certainly not the only valid
approach to analysing discourse, but it is a relatively simple and powerful
model which has connexions with the study of speech acts such as were
discussed in section 1.3 but which, at the same time, tries to capture the
larger structures, the ‘wholes’ that we talked about in the same section.
Sinclair and Coulthard found in the language of traditional nativ%kcr
§chool classrooms a rigid pattern, where teachers and pupils spoke accord-
ing to very hxed perceptions of their roles and WE%W een
to conform Yo nighly structured sequences. An extract tromi%ata
illustrates this:

(1.6) (T = teacher, P = any pupil who speaks)
T: Now then . .. I've got some things here, too. Hands up. What’s
that, what is it?
P: Saw.
12
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T: It'sa saw, yes this is a saw. What do we do with a saw?

P: Cur wood.

T: Yes. You're shouting out though. What do we do with a saw?
Marvelette.

P: Cut wood.

T: We cut wood. And, erm, what do we do with a hacksaw, this
hacksaw?

P: Cut trees.

T: Do we cut trees with this?

P: No. No.

T: Hands up. What do we do with this?

P: Cut wood.

T: Do we cut wood with this?

P: No.

T: What do we do with that then?

P: Cut wood.

T: We cut wood with that. What do we do with that?

P: Sir.

T: Cleveland.

P: Metal.

T: We cut metal. Yes we cut metal. And, er, I've got this here.
What’s that? Trevor.

P: An axe.

T: It's an axe yes. What do I cut with the axe?

P: Wood, wood.

T: Yes I cut wood with the axe. Right . . . Now then, I've got some

more things here . . . (etc.)
(Sinclair and Coulthard 1975: 93—4)

This is only a short extract, but nonetheless, a clear pattern seems to emerge
{and one that many will be familiar with from their own schooldays). The
first thing we notice, intuitively, is that, although this is clearly part of a
larger discourse (a ‘lesson’), in itself it seems to have a completeness. A bit
of business seems to commence with the teacher saying ‘Now then. . .", and
that same bit of business ends with the teacher saying ‘Right. . . Now then’.
The teacher (in this case a man) in his planning and execution of the lesson
decides that the lesson shall be marked out in some way; he does not just
run on without a pause from one part of the lesson to another. In fact he
gives his pupils a clear signal of the beginning and end of this mini-phase of
the lesson by using the words now then and right in a particular way (with
falling intonation and a short pause afterwards) that make them into a sort
of ‘frame’ on either side of the sequence of questions and answers. Framing
move is precisely what Sinclair and Coulthard call the functior of such
utterances. 1 he two framing moves, together with the question and answer
sequence that falls between them, can be called a transaction, which again
captures the feeling of what is being done with language here, rather in the

13
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way that we talk of a ‘transaction’ in a shop between a shopkeeper and a
customer, which will similarly be a completed whole, with a recognisable
start and finish. However, framing move and transaction are only labels to
attach to certain structural features, and the analogy with their non-
specialist meanings should not be taken too far.

This classroom extract is very structured and formal, but transactions
with framing moves of this kind are common in a number of othersettings
too: telephone calls are perhaps the most obvious, especially when we wish
to close the call once the necessary business is done; a job interview is
another situation where various phases of the interview are likely to be
marked by the chairperson or main interviewer saying things like ‘right’,
‘well now’ or ‘okay’, rather in the way the teacher does. Notice, too, that
there is a fairly limited number of words available in English for framing
transactions (e.g. right, okay, so, etc.), and notice how some people
habitually use the same ones.

Reader activity 3 =8

1.  How many other situations can you think of where framing moves are
commonly used to divide up the discourse, apart from classrooms,
telephone calls and job interviews?

2. Complete the list of what you think the most common framing words
or phrases are in English and make a list of framing words in any
other language you know. Do framing words translate directly from
language to language?

3. What is your favourite framing word or phrase when you are teach-
ing, or when you talk on the phone?

If we return to our piece of classroom data, the next problem is: does the
question—answer sequence between the teacher and pupils have any inter-
nal structure, or is it just a string of language forms to which we can give
individual function or speech-act labels? Sinclair and Coulthard show
clearly that it does have a structure. Looking at the extract, we can see a
pattern: (1) the teacher asks something (“What's that?), (2) a pupil answers
(*An axe’) and (3) the teacher acknowledges the answer and comments on it
(‘It’s an axe, yes’). The pattern of (1), (2) and (3) is then repeated. So we
could label the pattern in the following way:

1. Ask T
2. Answer P
3. Comment T

14
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“This gives us then a regular sequence of TPT-TPT-TPT-TPT, etc. So we
_can now return to our extract and begin to mark off the boundaries that
create this pattern:

(1.7) (/=TT [/=TPT/TPT//TPT)

T: Nowthen... l’veag_{-;t some things here, too. Hands up. What's
that, what is it? /

P: Saw. f

T: It’s a saw, yes this is a saw. // What do we do with a saw? /

P: Cut wood. /

T: Yes. You're shouting out though. // What do we do with a saw?
Marvelette. /

P: Cut wood. /

T: We cut wood. // And, erm, what do we do with . . . etc.

We can now isolate a typical ent between double slashes (/) and use it

as a basic unit in our description:

(1.8) T: // Whart do we do with a saw? Marvelette. /
P: Cut wood. /
T: We cut wood. //

G~ =X

“Consists of a question, an answer and a comment, and so it is a thre:e—part
exchange. Each of the parts are given the name move by Sinclair and
Coulthard. Here are some other examples of exchanges, each with three

moves:

(1.9) : What time is it?
Six thirty.
Thanks.

Tim's coming tomorrow.
Oh yeah.
: Yes,

- HEe holdthise = S [ Cep ’”""'))

i {takes the IJCIJ(:I — M’Z (W)
+ Thanks. ____ o g

% =L~ 3
Each of these exchanges consists of three moves, but it is only’in (1) that the
first move (“What time is it?’) seems to be functioning as a question. The
first move in (2) is heard as giving information, and the first move in (3) asa
command. Equally, the second moves seem to have the function,
respectively, of (1) an answer, (2) an ack nowledgement and (3) a non-verbal
response (taking the box). The third moves are in all r.hreg exchanges
functioning as feedback on the second move: (1) to be polite and say
thanks, (2) to confirm the information and (3) to say thanks again. In order
to capture the similarity of the pattern in each case, Sinclair and Coulthard

{1.10)

(1.11)

>R FPEpF PEE
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(1975: 26-7) call the first move in each exchange an opening move, the
second an answering move and the third a follow-up move. Sinclair and
Brazil T98Z: 49) prefer to talk of initiation, response arﬂ?ﬂﬁ;w—up. It does
not particularly matter for our purposes which set of labels we use, but for
consistency, in this book the three moves will be called initiation, response
and follow-up. We can now label our example exchanges using these terms:

Move Exchange 1 Exchange 2 Exchange 3
Initiation A: What time A: Tim's coming A: Here, hold

is it? tOMOrrow. this.
Response B: Six-thirty. B: Oh yeah. B: (takes the box)
Follow-up A: Thanks. A: Yes. A: Thanks.

In these exchanges we can observe the importance of each move in the
overall functional unit. Every exchange has to be initiated, whether with a
statement, a question or a command; equally naturally, someone responds,
whether in words or action. The status of the follow-up move is slightly
different: in the classroom it fulfils the vital role of telling the pupils
whether they have done what the teacher wanted them to; in other situ-
ations it may be an act of politeness, and the follow-up elements might even
be extended further, as in this Spanish example:

(1.12) A: OQiga, por favor, ;qué hora es?
B: Las cinco y media.
A: Gracias.
B: De nada.

Here A asks B the time, B replies (‘half past five’), A thanks B (‘gracias’),
and then B says ‘de nada’ (‘not at all’). Many English speakers would feel
that such a lengthy ritual was unnecessary for such a minor favour and
would omit the fourth part, reserving phrases such as ‘not at all’ for
occasions where it is felt a great service has been done, for example where
someone has been helped out of a difficult situation. The patterns of such
exchanges may vary from culture to culture, and language learners may
have to adjust to differences. They also vary from setting to setting: when
we say ‘thank you’ to a ticket collector at a station barrier as our clipped
ticket is handed back to us, we would not (in British society) expect ‘not at
all’ from the ticket collector (see Aston 1988 for examples of how this
operates in Italian service encounters in bookshops).

In other cases, the utterance following a response may be less obviously a

follow-up and may seem to be just getting on with further conversational
business:

{1.13) A: Did you see Malcolm?
B: Yes.
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A: What did he say about Brazil?

B: Oh he said he’s going next month,
A: Did he mention the party?

B: No.

A: Funny . . . (etc.)

Different situations will require different formulae, depending on roles and
settings. The teacher's role as evaluator, for example, makes the follow-up
_move very important in classrooms; where the follow-up move is withheld,
‘the pupils are likely to suspect that something is wrong, that thr?-:.r ha:ﬂ: not
‘given the answer the teacher wants, as in our extract from Sinclair and

Coulthard’s data:

(1.14) T: Whar do we do with a hacksaw, this hacksaw?
P: Cut trees.
T: Do we cut trees with this?
P: No. No.

“The pupils know that ‘cut trees’ is not the right answer; it is only when one
pupil says ‘metal’ that the full follow-up occurs ("We cut metal. Yes we cut
‘metal’); the question ‘Do we cut trees with this?’ is simply recycling the
itiating move, giving the pupils a second chance.

der activity 4 =8

Can you put the moves of this discourse into an order that produces a
coherent conversation? The conversation takes place at a travel
agent’s. What clues do you use to establish the correct-order? Are
there any moves that are easier to place than others; and if so, why?

“You haven’t no, no.’
‘No . . . in Littlewoods is it?’
3 ‘I'm awfully sorry, we haven’t . . . um I don’t know where you can

try for Bath actually.”
{ ‘Can 1 help you? M‘*"‘_‘}
@ ‘Okay thanks.’ L
A “Yeah they're inside there now.
1 *‘Um have you by any chance got anything on Bath?'

5 ‘Um I don’t really know . . . you could try perhaps Pickfords in
Littlewoods, they might be able to help you.’

(Birmingham Collection of English Text)

Think of a typical encounter with a stranger in the street (e.g. asking
the way, asking for change). What is the minimum number of moves
necessary to complete a polite exchange in a language that you know
other than English?

17
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The three-part exchanges we have looked at so far are fascinating in
another sense, too, which relates back to our discussion in section 1.3 on
speech acts, in that, taken out of context and without the third part, it i
often impossible to decide what _the functions of the individual

speech acts in the exchange are in any completely meaningful way.
sider, for example:

(1.15) A: Whart time is it?
B: Five past six.
A:

What could fill the third part here? Here are some possibilities:

1. A: Thanks.

2. A: Good! Clever girl!

3. A: No it isn’t, and you know it isn’t; it’s half past and you're late
again!

‘Thanks’ suggests that A’s question was a genuine request for information.
‘Clever girl!” smacks of the classroom (e.g. a lesson on ‘telling the time’ with
a big demonstration clock), and ‘No it isn’t . . . etc.’ suggests an accusation
or a verbal trap for someone who is to be reproached. Neither of the last
two is a genuine request for information; teachers usually already know the
answers to the questions they ask of their pupils and the reproachful parent
or employer in the last case is not ignorant of the time. These examples
underline the fact that function is arrived at with reference to the partici-
pants, roles and settings in any discourse, and that linguistic forms are
interpreted in light of these. This is not to say that all communication
between teachers and pupils is of the curious kind exemplified in (1.15);
sometimes teachers ask ‘real’ questions (‘How did you spend the
weekend?’), but equally, a lot of language teaching question-and-answer
sessions reflect the ‘unreal’ questions of Sinclair and Coulthard’s data
(“What's the past tense of take?; *What does wash basin mean?’). Nor do we
wish to suggest that ‘unreal’ classroom questions serve no purpose; they are
a useful means for the teacher of checking the state of knowledge of the
students and of providing opportunities for practising language forms. But
in evatuating thespoken output of language classrooms we shall at least
want to decide whether there is a proper equilibrium or an imbalance
between ‘real’ communication and ‘teacher talk’. We would probably not
like to think that our students spent all or most of their time indulging in
the make-believe world of ‘you-tell-me-things-I-already-know’.
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1.6 Conversations outside the classroom

So far we have looked at talk in a rather restricted context: the traditional
classroom, where roles are rigidly defined and the patterns of initiation,
response and follow-up in exchanges are relatively easy to perceive, and
where transactions are heavily marked. The classroom was a convenient

place to start, as Sinclair and Coulthard distovered, but it 1 Tor the—*real—
world of conversation. It is a peculiar place, a place where teachers ask

qiiestions o which they already know the answers, where pupils (at leas k

younger pupils) have very limited rights as speakers, and where evaluation
by the teacher of what the pupils say is a vital mechanism in the discourse
structure. But using the classroom is most beneficial for our purposes since
one of the things a model for the analysis of classroom talk enables us to do

is evaluate our own output as teachers and that of our students. This we

shall return to in Chapter 5. For the moment it is more important to

examine the claim that the exchange model might be useful for the analysis
of talk outside the classroom. If it is, then it could offer a yardstick for the
kind of language aimed at in_communicative language teaching and for all
aspects of the complex chain of materials, methodology . implementation
tion, whatever our order of priority within that chain.?

Conversations outside classroom settings vary in their degree of struc-
turedness, but even so, conversations that seem at first sight to be ‘free’ and
unstructured can often be shown to have a structure; what will differ is the
kinds of speech-act labels needed to describe what is happening, and it is
mainly in this area, the functions of the parts of individual moves, that
discourse analysts have found it necessary to expand and modify the

Sinclair—Coulthard model. Let us begin with a real example:

(1.16) {Jozef (]) is a visiting scholar from Hungary at an English department
in a British university. He has established a fairly informal and
relaxed relationship with Chris (C}), a lecturer in the department. He
pops into Chris’s room one morning.)

C: Hello Jozef.

J: Hello Chris . . . could you do me a great favour.

C: Yeah.

J; I’'m going to book four cinema tickets on the phone and they
need a credit card number . . . could you give me your credit card
number . . . they only accept payment by credit card over the
phone.

C: Ah.

J: 1relephoned there and they said they wouldn't do any
reservanons

C: lwirhnut a card.

J: Yes and I could pay you back in cash.

C: Yes...sure...no problem at all.

J: Yes,

19
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Mm . . . I've got this one, which is an Access card.
And I just [ tell them your number.
[Yuu tell them my number . . . this one here.
And they tell me how much.
: That's right . . . that’s all . . . that’s my name there and that
number.
Yes . ..and I can settle it,
Yes and bring it back when you're done.
Yeah . . . I'll just telephone then.
Right . . . okay.
Thanks Chris.
Cheers.
(Jozef leaves the room.)

akolokole)

It T

(Author’s dara 1988)

This is not like the classroom. Jozef and Chris are more or less equals in
this piece of interaction, therefore each will enjoy The right to initiate,
respond and follow up 1n their exchanges. It is not merely a question-and-
ansWeT Session; somenmes they inform each other and acknowledge infor-
mation. But their talk is not disorganised; there are patterns we can
observe. The sequence begins and ends with ing mechanisms not
entirely unlike the right’ and ‘now then’ of the classroom: after the initial
greeting, Jozef pauses and his voice moves to a higher pitch:

could you do me . . . (etc.)
(1.17) J: Hello Chris. .. 1

We shall return in greater detail to this use of pitch in Chapter 4. For the
moment it is sufficient to record it as a signal of a boundary in the talk, in
this case marking off the opening from the main business of the conver-
sation. Starting the main business, Jozef then begins a long sequence, all of
which is concerned with eliciting a favour from Chris. He does not
immediately ask his question but in his initiating move gives the back-
ground to it first (‘T'm going to book four . . . etc.’). This speech act we shall
call a starter, after which comes the main part of the elicitation (‘could you
give me ... etc.’). Jozef expands his elicitation with several comments
(‘they only accept payment . . . etc.’), during which he is supported by a sort
of grunt from Chris (‘ah’) and an occasion where Chris completes Jozef's
words for him, as if he has predicted what Jozef wanted to say (‘without a
card’). Jozef’s long elicitation ends with ‘and I could pay you back in cash’.
Chris then responds “Yes sure . . . etc.’) and Jozef follows up with ‘yes’.
The fact that Jozef says so much in asking the favour is because he is
potentially inconveniencing Chris, and he thus has to prepare the ground
carefully; this relationship between what is said and factors such as polite-
ness and sensitivity to the other person is taken up in section 5.2.

S0, complex though it is, we have initiation-response-follow-up
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sequences here that form meaningful exchanges just like the classroom
ones. What we have here, which we would not expect in the classroom, are
Chris’s verbal supports; we should be very surprised to hear in a classroom
of young children:
(1.18) T: Now . .. have some things here.

Ps (in chorus): Oh yes. .. ah-ha.

T: Used for cutting things.

Ps: Oh, really?

But we can pare Jozef and Chris’s exchange down to its basics:
(1.19) J: // Could you give me your credit card number and I'll pay you in

cash. / M
C: Yes sure no problem. / e B
J Yes. /! e

t now begins to look a little more manageable, and in it we can see the
difference in complexity between a simple speech act and elaborated ones
of the kind demanded by politeness,ywhich van be difficult for the learner
with limited linguistic resources in/4 {e can also see the difference
berween bare exchanges of the ki ound in coursebooks and the
way, in natural discourse, that Speakers support and complete one
wmother's moves, how they follow up and acknowledge replies, and other
satures that we have not yet discussed. It is in this way, by using descriptive
tegories such as the exchange and its sub-components, that discourse
palysis enables us to describe actual performances, to delimit targets more
ceurately in language teaching and to evaluate input and output in the
aching/learning process.

is extract also serves as a reminder of the form and function problem
ised in section 1.2. Some of Jozef's declarative forms are heard by Chris as
@stions requiring a confirmation (or correction if necessary):

20) J: And I just [ tell them your number.
C: [You tell them my number . . . this one here.

_[:. And they tell me how much.
C: That's right . . . that'sall , . . (etc.)

hey are heard as questions since Chris is the person with the knowledge
it Jozef is secking to have confirmed (at least Jozef assumes that he is).
tis will not suppose that Jozef is telling him something he (Chris) already
ows, and so will assume he is being asked to confirm.

ing in the middle of speaker turns as we did in the classroom data:

J: /1 And they tell me how much. /
C: Thart's right . . . that's all . . . that's my name there and that

number, /
i Yesd/ ... and | can sertle it, /
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C: Yes and bring ir back when you're done. /
J: Yeah // ... I'll just telephone then.

The double slashes in Jozef's turns come after the follow-ups to Chris’s
answers and before new initiating moves. The conversation finally ends
with a framing move similar to the teacher’s (‘right . .. okay’), and an
expression of thanks.

Obviously there are numerous other features in the conversation (into-
nation, gesture, etc.) which make us more confident in our analysis, and we
shall return to the most central of these later, but this short conversation
should at least serve to illustrate that even apparently loosely structured
talk adheres to norms and is regularly patterned. It is this type of patterning
that can be as useful to the language teacher as the regular patterns of
syntax are in clauses and sentences.

So far we have looked only at one model for the analysis of spoken
interaction, the Sinclair—Coulthard ‘Birmingham’ model. We have argued
that it is useful for describing talk in and out of the classroom; it captures

patterns that reflect the basic functions of interaction and offers a hier-

archical ' model where smatterumits can be to Ine to form larger
ones a the [arge units can be seen to consist of these smaller ones.

"The bate bones of tie fierarchy (or rank scale) can be expressed a5 follows:
1. TRANSACTION
/ M U;J !
M”'}l”"\ EXCHANGE

!

MOCVE
!

ACT

The lowest rank is what we have referred to as ‘speech acts’; Sinclair and
Coulthard simply call them acts, but for our general purposes, any fine
distinction the terminology might suggest is unimportant. Sinclair and
Coulthard’s model is very useful for analysing patterns of interaction where
talk is relatively tightly structured, such as between doctors and patients
(see Coulthard and Ashby 1975), but all sorts of complications arise when

we try to apply the model to talk in more informal, casual, and spon-
taneous contexts.

1.7 Talk as a social activity

Because of the rigid conventions of situations such as teacher talk and
doctor—patient taik, it is relatively easy to predict who will speak when,
who will ask and whmm open and
close the talk, and so on. But where talk is more casual, and among equals,
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everyone will have a ntrolling and ]
discourse; and the picture will look considerably more complicated.

Reader activity 5 ==

Consider the problems which arise when we try to analyse the follcwowing
extract from the point of view of exchange and transaction boundarie=ss. Are
there straightforward initiating, responding and follow-up moves? [ ecide
where each move begins and ends and try to label some of the more olb=bvious
speech acts (e.g. elicitations, replies, comments and so on). Themre are
complications here, not least because there are more than two ppeople
talking. Do you feel this extract is more or less tightly structured thzsan the
elassroom talk or the conversation between Jozef and Chris? What : extra
problems does this sort of transcript raise for discourse analysts?

W22) (University lecturer (L) at a student bar where he has just ordersved
| drinks for a group of students (51, S2, etc.). The barman (B) is
attending to the order and the group are standing at the bar.)

L: Well, that should blow a hole in five pounds, shouldn’t it?
51: It’s quite cheap actually.

L: (laughs)
$1: What's the um lecturers’ club like, senior, senior, you know .
JE2 L Ah it’s very coswy and

sedate and, er, you know, nice little armchairs and curtainsss . . .
there are some interesting characters who get there.
S2: Is that the one where they have the toilets marked with er

gentlemen, no, ‘ladies and mcmbers‘?-l

L: Oh, l:.‘rh'{

52: Yeah it wa as one
of the other lecturers who pointed it out, he rthought it wasus quite
amusing.

I: Yeah, I hadn'1t

noticed that, yeah, might well be, yeah.

B: Four sixty-seven please.

L: Is that all, God, 1 thought it would cost more than that (paiays)
... thank you . . . I thought it would cost more than that.

S1: [ It’s quite cheap.

52: t 1 wouldn’t argue with that one.

53: | No, it's quite good.

L: Now, how are we going to carry all these over?

[Author's data 1989)
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exchange structure model (the lecturer’s ‘nOW’ at the end seems to be a
| typical boundary marker, and his laugh at the beginning of the talk could
be seen as a follow-up to the studeny’s remark), but there are many
complications. The student who asksabout the toilets does not get a proper

‘ ' answer from the lecturer, and, if anything, answers her own question; the
‘ | barman comes in and disrupts the continuity ©f the talk, and, at one point,
| three people are talking at once. If this were a classroom, many would
consider that the lecturer had lost al| control over the discourse, and that

|| I people were behaving ‘out of turn’.
| Complications of this kind have led many discourse analysts to devote
' their attention more to observing how people behave and how they
, cooperate in the management of discourse, rather than to a concern with
' building elaborate models of structure (sce Levinson 1983: 286). Observ-

ing conversational behaviour close to has been the preoccupation of a
anatysts roughly grouped undes the name ethnomethodologists,

Sl scho
b - fHonghsociologisTs—amThropologT and psYCNOIOgISts Mave also made
2 g‘signiﬁcant contributions. This approach has been largely, but not exclus-
ively, an American phenomenon, and it has concentrated on areas of
interest such as how pal rances relate to one another (the study of

adjacency pairsT; ATaking 15 managed, Now conversational open-

ings and closings are effected, how fopics_enter and disappear from

conversation, and how speakers engage_IN_SLrategIc acts of politeness,

Il Tace-preservation, and so on. The emphasis is always on real data, and

[ | obServing oW people orient to the demands Of the speech event. We shall

| look more closely at this kind of conversstional analysis in Chapter 5, but

i | the student-lecturer data extract above exemplifies some of the ways in
H which data can be dealt with.

Because the lecturer and his group are not in the classroom, students, as

| ‘ well as lecturer, feel free to raise new topics: S1 asks about the staff club,

but he is hesitant, and stutters somewhag in his question; S"“:hhe_SitE‘EL@ a

significant detail, and is a typical signal of deference. The lecturer feels free

' to overlap with his answer before tmﬂas finished speaking.

Turn-taking rights are exercised, with pcoplc taking turns at talk when they

, feel they have the right to say something. For example, the barman

il considers his right to continue the purchasing transaction to override the

' group’s conversation, and the three students all feel they have an equal

right to comment on the lecturer’s remark about the price of the drinks.

However, we might also observe thar the talk is all directed at the lecturer,

rather than student to student. Is this because the lecturer is seen as

‘dominant speaker’, a hangover from the classroom, which the group have

only recently left? It is to answer such questions that ethnomethodologists

' examine large amounts of data to observe regular patterns of behaviour

that might indicate adherence to underlying norms or ‘rules” of conver-

| There are features which can be handled by the Sinclair-Coulthard
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“sation. In Chapter 5 we shall look at some of their findings concerning the
issues our extract has raised, as well as others of a similar type. This is not
o say that such findings must automatically have any implications for
language teaching, but some of them may.

1.8 Written discourse

With written texts, some of the problems associated with spoken tran-

scripts are absent: we do not have to contend with people all speaking at

_once, the writer has usually had time to think about what to say and how to
say it, and the sentences are usually well formed in a way that the utterances

of natural, spontaneous talk are not. But the overall questions remain the
same: what norms or rules do people adhere to when creating written texts?
Are texts structured according to recurring principles, is there a hierarchy
of units comparable to acts, moves and exchanges, and are there conven-

‘tional ways of opening and closing texts? As with spoken discourse, if we
“do find such regularities, and if they can be shown as elements that have
different realisations in different languages, or that they may present

problems for learners in other ways, then the insights of written discourse
analysis might be applicable, in specifiable ways, to language teaching,

In Chapter 2, we shall consider some grammatical regularities observable
in well-formed written texts, and how the structuring of sentences has
implications for units such as paragraphs, and for the progression of whole
texts. We shall also look at how the grammar of English offers a limited set
of options for creating surface links between the clauses and sentences of a
text, otherwise known as cobesion. Basically, most texts display links from
sentence to sentence in terms of grammatical features such as pronominali-
sation, ellipsis (the omission of otherwise expected elements because they
are retrievable from the previous text or context) and conjunction of
various kinds (see Halliday and Hasan 1976). The resources available for
grammatical cohesion can be listed finitely and compared across languages
for translatability and distribution in real texts. Texts displaying such
cohesive features are easy to find, such as this one on telephones:

(1.23) If you'd like to give someone a phone for Christmas, there are plenty
to choose from. Whichever you go for, if it's to be used on the BT
|British Telecom] network, make sure i’s approved — look for the
label with a green circle to confirm this. Phones labelled with a red
triangle are prohibited.

(Which? December 1989: 599)

The italicised irems are all interpretable in relation to items in previous
sentences. Plenty is assumed to mean ‘plenty of phones’; you in the first and
second sentence are interpreted as the same ‘you’; whichever is interpreted
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as ‘whichever telephone’; it is understood as the telephone, and this as ‘the
fact that it is approved’. These are features of grammatical cohesion, but

there are lexical clues too: go for is a synonym of choose, and there is
lexical repetition of phone, and of label.

Reader activity 6 =8

Pick out the cohesive items between clauses and sentences in this text
extract in the same way as was done for the telephone text:

(1.24) British men are a pretty traditional bunch, when it comes to shaving;
two out of three use a blade and soap, rather than an electric shaver.
Which? readers are more continental in their tastes; around half of
you use an electric shaver, about the same proportion as in the rest of
Europe.

For women, shaving is by far the most popular method of

removing body hair. 85 per cent of the Which? women readers who
removed body hair told us that they used a shaver.

(Which? December 1989: 613)

Notice that, when talking of cohesion in the telephone text, we spoke of
interpreting items and understanding them. This is important because the
cohesive items are clues or signals as to how the text should be read, they
are not absolutes. The pronoun it only gives us the information that a
non-human entity is being referred to; it does not necessarily tell us which
one. It could potentially have referred to Christmas in the phone text, but
that would have produced an incoherent reading of the text. So cohesion is
only a guide to coherence, and coherence is something created by the reader
in the act of reading the text. Coherence is the feeling that a text hangs
together, that it makes sense, and is not just a jumble of sentences (see
Neubauer 1983: 7). The sentences ‘Clare loves potatoes. She was born in
Ireland.” are cohesive (Clare/she), but are only coherent if one already
shares the stereotype ethnic association between being Irish and loving
potatoes, or is prepared to assume a cause—effect relationship between the
two sentences. So cohesion is only part of coherence in reading and writing,
and indeed in spoken language too, for the same processes operate there.

1.9 Text and interpretation

Markers of various kinds, i.e. the linguistic signals of semantic and dis-
course functions (e.g. in English the -ed on the verb is a marker of pastness),
are very much concerned with the surface of the text, Cohesive markers are
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no exception: they create links across sentence boundaries and pair _and
chain together items that are related (e.g. by referring to the same entity).
But reading a text is far more complex than that: we have to interpret the
ties and make sense of them. Making sense of a text is an act of interpreta-
tion that depends as much on what we as readers bring to a text as what the
author puts into it. Interpretation can be seen as a set of procedures ar}d_ r_hf
approach to the analysis of texts that emphasises the mental activities
involved in interpretation can be broadly called procedumf. Procedural
approaches emphasise the role of the reader in actively building the world
of the text, based on his/her experience of the world and how states and
events are characteristically manifested in it. The reader hag to activate sut?h
knowledge, make inferences and constantly assess his/her interpretation in
the light of the situation and the aims and goals of the text as the reader
perceives them. The work of De Beaugrande and Dressler (1981) is czqtml
to this approach. If we take a text which is cohesive in the sense described
above, we can see that a lot more mental work has to go on for the reader to
make it coherent:
{1.25) The parents of a seven-year-old Australian boy
- woke to find a giant python crushing and trying
to swallow him. 3 )
The incident occurred in Cairns, Queensland
and the boy’s mother, Mrs Kathy Dryden said:
‘It was like a horror movie. It was a hot night
and Bartholomew was lying under a mosquito
net. He suddenly started screaming.
‘We rushed to the bedroom to find a huge
snake trying to strangle him. It was coiled
around his arms and neck and was going down
his body.” = -
Mirs Dryden and her husband, Peter, tried to

stab the creature with knives but the python bit
the boy several times before escaping.

(from The Birmingham Post, 12 March 1987, p. 10)

This text requires us to activate our knowledge of pythons as dangerous
creatures which may threaten human life, w_hich strangle their prey ar_ad to
whose presence one must react with a certain urgency. More than this we
make the cognitive link between “a hot night’ and the Enm: of th_c event (this
is implicit rather than explicit in the text). The boy’s screaming must be
taken to be a consequence of the python attacking him (rather than, say,
prior to the arrival of the python). The ‘creature’ must be takcr! to be the
python rather than the boy (which ‘crcature_’ -:m_lld we!l refer to in anotht;r
text), since parents do not normally stab their children in order to save thFit
lives. All this is what the reader must bring to any text. What we are :in%ng
in making these cognitive links in the text is going further than just noting
the semantic links between cohesive items (e.g. creature = general super-
ordinate, snake = genus/superordinate, python = species/hyponym); we are
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creating coherence (see De Beaugrande and Dressler 1981: 6-12, 31-47). The
various procedures that mediate between cohesion and coherence will be
returned to in greater detail in sections 6.4-7, as this area of text analysis is
obviously crucial in any discourse-based approach to reading and writing.

Another level of interpretation which we are involved in as we process
texts is that of recognising textual patterns. Certain patterns in text reoccur
time and time again and become deeply ingrained as part of our cultural
knowledge. These patterns are manifested in regularly occurring functional
relationships between bits of the text. These bits may be phrases, clauses,
sentences or groups of sentences; we shall refer to them as textual segments
to avoid confusion with grammatical elements and syntactic relations
within clauses and sentences. A segment may sometimes be a clause,
sometimes a sentence, sometimes a whole paragraph; what is important is
that segments can be isolated using a set of labels covering a finite set of
functional relations that can occur between any two bits of text. An
example of segments coinciding with sentences are these two sentences
from a report on a photographic exhibition:

(1.26) The stress is on documentary and rightly so. Arty photographs are a
bore.

(The Guardian, 27 October 1988: 24)

The interpretation that makes most sense is that the relationship between
the second sentence and the first is that the second provides a reason for the
first. The two segments are therefore in a phenomenon—reason relationship
with one another. An example of a segment consisting of more than one
sentence can be seen in extract (1.27), where the relationship between the
first segment (sentence 1) and the second segment (sentences 2-5) is one of
phenomenon—example; all of sentences 2-5 have to be read as part of the
act of exemplification for the text to make sense.

(1.27) Naturally, the more people pay for their houses, the more they want
to rename their neighbourhoods. Suppose you've just coughed up
£250,000 for an unspecracular house on the fringe of Highgate — an
area with loads of cachet. The estate agent tells you it’s Highgate.
You've paid a Highgate price. There's no way you're going to admirt
that it’s in Crouch End.

(Simon Hoggart, The Observer Magazine, 11 March 1990; 5)

The interpretation of relations between textual segments is a cognitive act
on the part of the reader, who might be supposed to be asking questions of
the text as it unfolds, such as (for extract 1.26) “The stress is on documen-
tary; why?' In this sense, reading the text is like a dialogue with the author,
and the processing of two segments could be seen as analogous to the
creation of an exchange in spoken discourse. Whether this dialogue with
the author is a reality or an analytical construct is not a question that can be
easily answered here, but a model which suggests this kind of interaction
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between reader and text or author might be able to capture difficulties
readers experience in text processing and offer ways of attacking them.

The approach to text analysis that emphasises the interpretive acts
involved in relating textual segments one to the other through relationships
such as phenomenon—reason, cause—consequence, instrument-achievement
and suchlike is a clause-relational approach, and is best exemplified in the
work of Winter (1977, 1978) and Hoey (1983). The phenomenon—reason
relation which united the two sentences of extract (1.26), along with
cause—consequence and instrument—achievement, can be brought under the
general heading of logical sequence relations. When segments of a text are
compared or contrasted with one another, then we may talk of matching
relations, which are also extremely common. Logical sequencing and
matching are the two basic categories of the clause-relational approach.
This view of text is dynamic; it is not just concerned with labelling what are
sometimes called the illocutionary acts (a bit like speech acts) which
individual clauses, sentences and paragraphs perform in a text, but is
concerned with the relationships the textual segments enter into with one
another.

It would of course be wrong to suggest that all texts are like the two
sentences from the photo exhibition text and that the whole operation of
reading was some sort of perverse guessing-game where authors made life
difficult for readers. Texts often contain strong clues or signals as to how
we should interpret the relations between segments; these are not absolutely
deterministic but are supporting evidence to the cognitive activity of
deducing the relations. For example, we may find in a text a sentence such
as: ‘Feeling ill, he went home’, and here we would note that the sub-
ordination of one element to another by the grammatical choice of joining a
main clause to a subordinate one is a characteristic device of cause—
consequence relations; it is a signal of the likely relation, which would have
to be reinterpreted if the sentence were ‘Going home, he felt ill’. Equally, an
author might help us with a conjunction: ‘Because he felt ill, he went home’,
or else use items of general vocabulary to signal the same relation: ‘The
reason he went home was that he was feeling ill’. Other types of signals
include repetition and syntactic parallelism (using the same syntax in two
or more different clauses to draw attention to a comparison or contrast, for
example). In the sentence “The politicians were in a huff, the industrialists
were in a rage, the workers were in the mood for a fight’, the parallelism of
the ‘subject + be + prepositional phrase’ underlines the comparison
between the three groups of people. The clause-relational approach takes
all this evidence into account in its analyses.
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Reader activity 7 =8

Here are some extracts from real texts. Decide what kind of relation exists
between segments separated by a slash (/) in each case, and note any
supporting evidence such as syntactic parallelism.

1. The BBC has put off a new corporate advertising campaign due to be
aired this month, extolling the virtues and values of both television
and radio. / A BBC spokesman delicately suggests that this may not
be the most appropriate time to be telling the audience how
wonderful the Beeb is.

(The Observer, 16 November 1986: 42)
2. In Britain, the power of the unions added an extra dread, / which
made British politics a special case; / on the Continent, Margaret

Thatcher was regarded as something of a laboratory experiment,
rather like a canary put down a mine-shaft to see if it will sing.

(The Sunday Times Magazine, 30 December 1979: 14)

1.10 Larger patterns in text

The clause-relational approach to text also concerns itself with larger
patterns which regularly occur in texts. If we consider a simple text like the
following, which is concocted for the sake of illustration, we can see a
pattern emerging which is found in hundreds of texts in a wide variety of
subject areas and contexts:

(1.28) Most people like to take a camera with them when they travel
abroad. Bur all airports nowadays have X-ray security screening and
X rays can damage hlm. One solution to this problem is to purchase
a specially designed lead-lined pouch. These are cheap and can
protect film from all but the strongest X rays.

The first sentence presents us with a situation and the second sentence with
some sort of complication or problem. The third sentence describes a
response to the problem and the final sentence gives a positive evaluation of
the response. Such a sequence of relations forms a problem—solution
pattern, and problem—solution patterns are extremely common in texts.
Hoey (1983) analyses such texts in great detail, as well as some other
common text patterns, some of which we shall return to in Chapter 6.
These larger patterns which may be found in texts (and indeed which
may constitute the whole text) are the objects of interpretation by the
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! reader, just as the smaller clause-relation were, and in the same way, are

often signalled by the same sorts of grammatical and lexical devices such as
subordination and parallelism. In our concocted text, for instance, we have
a conjunction (but) indicating an adversative relation, backward lexical
reference to ‘this problem’ (damage caused by X rays) and a forward
reference to the solution (lead-lined pouches). Both readers and writers
need to be aware of these signalling devices and to be able to use them when
necessary to process textual relations that are not immediately obvious and
to compose text that assists the reacer in the act of interpretation. The
larger patterns such as the problem—solution pattern are culturally
ingrained, but they are often realised in a sequence of textual segments
which is not so straightforward as our concocted text suggests. The
sequence situation—problem-response—evaluation may be varied, but we
do normally expect all the elements to be present in a well-formed text;
where the sequence is varied, signalling plays an even more important part
in signposting the text, that is, showing the reader a way round it.

Reader activity 8 =&

Identify the elements of the problem—solution pattern in these extracts from
advertisements and note any signalling devices.

1. DAMP WALLS, FLAKING PAINT,
PEELING WALLPAPER, MUSTY SMELLS

- Rising Damp

Rising damp, if not treated effectively could in time cause extensive damage to the
structure of your home, ruin decoration and furniture. Damp also causes repugnant
mould and mildewy smells and could be a hazard to health.

Doulton Wallguard guarantee
to cure rising damp

Doulton, the international
specialists in ceramic technology have
developed a unigue ceramic tube
that when installed in walls draws
moisture out and ensures it stays
out for good. This tried and tested
process requires no structural work
and is usually installed in just one day.

Guaranteed for 30 Years
>
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In engineering jargon there is a
phenomenon known as N.V.H. It

You can easily tell how badly your
car suffers from N.V.H. by the volume
at which you have 1o play your radio
and the way that you feel after a long
journey. It's very tiring.

Atthe Forddesignand development
centre we have a room which is known
as the anechoic chamber. It’s here, on
the rolling road, that our acoustics
engineers explore new techniques in

The rudimentary cure is to fill the sound proofing.
car with sound deadening material. The result is a car that never feels
l_-:verybodyduﬁ this to some extent, asifit’s trying. Even at Autobahn speeds,
even Ford. with the smooth V6 engine and all

But we believe that prevention is round independent suspension, the
better than cure. After all, with the performance is effortless.

technology that we have at our disposal,
there are more scientific ways of
reducing N.V.H.

(from The Sunday Times Magazine, 30 December 1979, pp. 42, 49)

1.11 Conclusion

We have seen in this chapter that discourse analysis is a vast subject area
within linguistics, encompassing as it does the analysis of spoken and
written language over and above concerns such as the structure of the
clause or sentence. In this brief introduction we have looked at just some
ways of analysing speech and writing and just some aspects of those
particular models we have chosen to highlight. There is of course a lot more
to look at. For example, we have not considered the big question of
discourse in its social setting. In subsequent chapters we shall return to this
and mention the Hallidayan model of language as social action (see
Halliday 1978), looking at types of meaning in discourse and their relation-
ship with the notion of register, the linguistic features of the text that reflect
the social context in which it is produced. This and further discussion of the
approaches outlined here will form the background to a reassessment of the
basics of language teaching as they are conventionally understood: the
levels of language description (grammar, lexis and phonology) and the
skills of language use (reading, writing, listening and speaking). There will
also be suggestions concerning teaching materials and procedures whenever
it seems that discourse analysis has some direct bearing on these matters.
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er reading

ulthard (1985) is an indispensable introduction to discourse analysis, as is Stubbs

- (1983).

own and Yule (1983) is a thorough and detailed survey, but is harder going

because of its less obvious structure.

lan Dijk’s (1985) collection of papers covers a vast range of areas within discourse

“analysis; the introduction sets the scene, and the papers can be dipped into

~according to area of inrerest.

vinson (1983), although concerned with the broader feld of ‘pragmatics’, pro-

vides a balanced criticism of the British, exchange-structure school as against the

 American conversation analysis.

. Cook (1989) is a more recent book at an introductory level.

or the original Birmingham discourse model, Sinclair and Coulthard (1975) is still

unsurpassed, though extensions and modifications as described in Coulthard

and Montgomery (1981) and Sinclair and Brazil (1982) should also be consulted.

Further extensions and modifications are to be found in Carter and Burton (1982},

Francis and Hunston (1987), and, specificaiiy on the follow-up move, Hewings

(1987).

More introducrory reading on acts and communicative functions, as well as on
speech and writing may be found in Riley (1985).

Schenkein (1978) is a seminal collection of American conversational analysis.

On written text, Halliday and Hasan (1976) is essential for the notion of cohesion,

De Beaugrande and Dressler {1981), though difficult in places, expands on the

procedural approach, while Winter (1977 and 1978) and Hoey (1983) are the best

- works for the clause-relational model.

Hewings and McCarthy (1988) offer a summary of the clause-relational approach
with some pedagogical applications.

Halliday (1978) contains much discussion on language in its social setting.

Widdowson (1979), De Beaugrande (1980), Van Dijk (1980), Neubauer (1983) and
Tannen (1984) are all useful sources on cohesion/coherence.

Reddick (1986) argues for the importance of personal interpretation in the analysis

of text structure.
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2 ‘cou.rse analysis and grammar
'

‘All right, so far,’ said the King;
and he went on muttering over
the verses to himself. "“We
know it to be true'” — that's the
jury, of course — “If she should
push the matter on”' — that must
be the Queen — ““What would
become of you?' — What,
indeed?’

Lewis Carroll: Alice’s Adveniures
in Wonderland

?ﬂtlh:]ss :ft&ptrr we shall start on fa_lmi{iar ground. Much of the discussion
g ‘ETmS‘ tflat_art common in language reachin_g: clause, pronoun,
ways. But ﬁ"o”f:"ﬁﬂﬂm and so on, and we shall be using them in familiar
i r}’:e}ﬂ e 5; attempt to relate then:j to a probably less familiar set of
link be’rwese’ roeme, fﬁf-‘»‘f'fﬂ_cey anaphoric a}nd so on, in order to make the
dic o n El’airi:mar and discourse. Nothing we shall say will undermine
ol talém €0 hgrqmrnar in language teaching; on the contrary, this
bl £s.ds54 :}51; premise that without a command of the rich and

= consmfof — F the grammar Uf_fflfed by a language such as English,
RS %cnon 0 nz:ura] and st_mhlsncgtad_ c_hscourse 1s impossible. But
i, &Hﬂfg‘“l}g t Et structuring the individual utterance, clause and
m‘;—u?ﬂng t tj.’[irgcr units of discourse @E[ creating textual
TR ca:{:E]ﬁ Um"’;ﬂ]}' inscparable. We shall be looking at what discourse
g tell ;: about contextualised uses ui.' structures and grammatical
B consi hf:*thcjr grammar teaching needs to broaden or shift
m%\nlg. cgin by looking at grammatical co tern; the

: ¥king of semantic links between clauses and sentences in written
discourse, and between utterances and turns in speech.
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Grammatical cohesion and textuality

poken and written discourses display grammatical connexions between i{j“%

ndividual clauses and utterances. For our purposes, these grammatical 9§
inks can be classified under three broad types: rwqﬁ@&e; o
iee Brown and Yule 1983: 192), elli sis/substitution, and conjunction.

2.1 Reference

Reference items in English include pronouns (e.g. be, she, it, him, they,
tc.), demonstratives (this, that, these, those), the article i, and items like
uch a. A complete list is given in Halliday and m
‘The opening lines of a famous English novel, Jude the Obscure, by
‘homas Hardy, show different types of reference at work:

(2.1) The schoolmaster was leaving the village, and everybody seemed
sorry. The miller at Cresscombe lent him the small white tilted cart
and horse to carry his goods to the city of his destination, about
twenty miles off, such a vehicle proving of quite sufficient size for the

departing teacher’s s.

he italicised ite. For the text to be coherent, we assume that him in

\lent bim the small White tilted cart’ is the schoolmaster introduced earlier;

likewise, bis destination is the schoolmaster’s. REEF&E@%\"MIQ?:::L””{J“
he confirmed by looking back in the text; this is called gnaphoricre £

Siuch a also links back to the cart in the previous sentence. The novel opens

with the schoolmaster leaving the village. Which schoolmaster? Which

village? On the previous page of the novel, the two words At Marygreen

and alone, so we reasonably assume that Marygreen is the name of the

village, and that the character is (or has been) schoolmaster of that village.

‘We are using more than just the text here to establish referents; the author =
_expects us to share a world with him independent of the text, with typical

villages and their populations (everybody), their schoolmasters and millers. ey @'Mu.;
References to assumed, shared worlds outside of the text are @xofiBOIICY 4.4 § wr,
references. Because they are not text-internal, they are not truly cohesive, 4

but because they are an equally important part of the reader/listener’s

active role in creating coherence, they will be included in our general

discussion of factors which contribute to ‘textuality’, that is, the fecli t
something is a text, and not just a random collection of sentences.

Now consider this example of reference with the pronoun they:
{2.2) They pressed round him in ragged fashion to take their money.

Andy, Dave, Phil, Stephen, Bob.
(Graham Swift, The Sweet Shop Ouwner, Penguin Books Limited, 1983: 13)

In this particular text, neither anaphoric nor exophoric reference supplies
the identity of they; we have to read on, and are given their identities i
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second sentence. Where referents are withhesld in this way, we can talk of
- reference. This is a classic deviice for engaging the reader’s
attention; reterents can be withheld for quite long stretches of text.

LOOKING BACKWARD: ANAPHORIC REFERENCE

Exercises which involve looking back in remts to find the referent of, for
example, a pronoun, have long been commo n in first and second language
teaching and testing. Usually items such as bve/she or them can be decoded
without major difficulty; other items such as it and this may be more
troublesome because of their ability to refer 1to longer stretches of text and
diffuse propositions not necessarily paraphraisable by any direct quotation
from the text. Problems can also arise where lower-level learners are so
engaged in decoding the individual utterance, clause or sentence that they
lose sight of the links back to earlier ones. Buit evidence of local difficulties
hindering global processing at given points in the unfolding discourse
should not automatically be read as inherent difficulties with processing at
the discourse level. Only if intervention at the local level fails to solve larger
processing problems might we begin to consider intervention in the form of
training ‘discourse skills’ to build up the sort of pragmatic awareness as to
how references are decoded, which must, after all, be the basis of effective
reading/listening in the learner’s first languagze too. Nonetheless, there will
always be cases where first language skills are lacking or undeveloped, and
teachers may find themselves having to intervene to make up such short-
comings. That, however, is a problem area beyond the purview of this
book.

Grammar teachers have long been aware of recurring interference factors
with pronouns and reference, such as the Japanese tendency to confuse be
and she, the Spanish tendency to confuse his and your, and so on, and there
is not much discourse analysts can say to ease those evergreen problems.
What can be (and often is not) directly taught about a system such as that of
English is the different ways of referring to the discourse itself by use of
items such as i, this and that, which do not seem to translate in a
one-to-one way to other languages, even where these are closely cognate
(cf. German, French, Spanish). Some examples of how reference items refer
to segments of discourse follow in (2.3-5); the first is one given by
Halliday and Hasan (1976: 52):

(2.3) It rained day and nighr for two weeks. The basement flooded and
everything was under water. It spoilt all our calculations.

Here it seems to mean ‘the events of two weeks’, or ‘the fact that it rained
and flooded’, that is, the situation as a whole rather than any one specified
entity in that situation.
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ader activity 1 =8

Mhat does it refer to in these short extracts: a noun phrase in the text, ora
ation?

1. A pioneering ‘school-based management’ program in Miami-Dade
County’s 260 schools has also put some budget, salary and personnel
decisions in the hands of local councils, compos:_ed largely ?f teachers.
‘It’s a recognition that our voices and input are important, says
junior highschool teacher Ann Colman.

{(Newstweek, 17 October 1988: 23}

3 Like the idea of deterring burglars with a big, ferocious ho-pnd — bur
can’t stand dogs? For around £45 you can buy an automatic dog
barking unit — Guard God, or the Boston Bulldog, bmb avanla-blc by
mail order from catalogues like the ones you're sent wnt}? Cl’.tdl'l card
statements. You plug it in near the front door and its built-in

microphone detects sharp noises.
(Which? October 1988: 485)

s become more complicated when we look at this and that in
scourse:
You may prefer to vent your tumble dryer permanently through a

non-opening window. This isn’t quite as neat, since the flexible hose
remains visible, but it does save knocking a hole in the wall.

(Which? October 1988: 502}

Only a handful of satellite orbits are known to be changing. Such
changes are usually subtle and can be detected only }J}’ long-term
observations. One exception is the orbit of Neptune’s large moon
Triton, which is shrinking quite rapidly. That is b-ecau_-;e_ it circles
Neptune in the direction opposite to the planet’s revolution,
generating strong gravitational friction.

(New Scientist, 23 January 1986: 33)

: are written examples, but speech abounds in the same ::hmf:efs of it,
this and that. Surprisingly, conventional grammars do not give salt)ia_c_ti)}rjr
descriptions of such usage Te.g. see Quirk et al. 1985: 863}.9 lsoc;uthgc:
analysts have touched upon the area l[sm:l Tha\rcmus_ 1983: 167-9), an
§ights of different analysts have a certain amount in common.

It is helpful, for a start, to return to the notion of discourse segments, ?Ts:
functional units, rather than concentrating on sentences {or turns
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speech), and to see the writer/speaker as faced with a number of strategic
choices as to how to relate segments to one another and how to present
them to the receiver. A simple example is Linde’s (1979) investigations into
how people reacted when asked to describe their apartments. She observed
that there were significant differences in the distribution of it and that in
people’s descriptions. One room or area was always a current ‘focus of
attention’, i.e. was the entity being talked about, the topic of any particular
moment; pronominal references to the focus of attention were almost
always made with iz, while references across different focuses of attention
used that:

(2.6) And the living room was a very small room with two windows that
wouldn’t open and things like that. And it looked nice. It had a
beautiful brick wall.

(2.7), You entered into a tiny little hallway and the kitchen was off that.

Extract (2.6) is all within one focus of attention (the living room), while
(2.7) refers across from one focus (the kitchen) to another (the hallway).
This is not to say Linde’s conclusions solve the whole of the discourse
reference problem; it is simply to make the point that many unanswered
grammatical questions can be resolved at the discourse level, and that much
good discourse analysis recognises the links between discourse organisation
and grammatical choice. As such, discourse-level investi ations are often

invaluable reading for teachers Tooking for answers to grammatical
problems.

—Anexample of an error in discourse reference from a non-native speaker
may help us to resolve the still unconcluded issue of it, this and that. The
writer is giving a chapter-by-chapter summary of his university disser-
tation, starting with the introduction:

(2.8) Introduction: It traces the developments in dialectology in recent
years.

{Author’s data 1989)

English here demands ‘This traces ...’ or the full noun phrase The
Introduction repeated. Neither it nor that will do. It seems that if can only
be used when an entity has already been marked as the focus of attention,
usually by using a deictic word (such as a, the, or my, or this/that), so that
versions such as (2.9-11) are acceptable:

(2.9) The introduction is lengthy: it covers 56 pages.
(210) This introduction is fine. It is brief and precise.
(2.11) My introduction was too short. It had ro be rewritten.

We can now conclude that it cannot be used to refer back to an entity unless
it is already the focus of attention, but this, as in the corrected version of
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), can make an entity into the focus of attenn'a_:m a_nd Ercatc new fﬂ{.‘l
attention as the discourse progresses. That, as in P:ndes explanation,
san be used to refer across foci of attention, and, as is spgg;stefi l_:y (2.5),
an push a proposition out of central focus and marginalise it in some
} '}rhe discussion of this one question of discourse reference has been
lengthy in order to exemplify the type of approach discourse analy;ts take
‘to grammar, in that they look for patterned recurrences across c;uﬂ;ferent
ta and try to relate the separate levels of apal}!rs;s in a meaningf waj:i
ividual grammatical choices are seen as mgmﬁ::ant in the staging an

sanisation of the discourse as a whole, and not just as local problems to
e resolved within the bounds of the capital letter and the full stop. Aml:’; the
‘same approach is valid not only for questions of reference, as we shall see

‘when we look at word order and tense and aspect choices.

it, thi 1 ference items
Collect some examples of it, this and that usegl as d_lscour_se re _
after the fashion of the examples discussed in this section (any Enghshi
ﬁhguage newspaper should provide plenty of data?. Do they fit the genera
conclusion drawn above as to their usage in discourse? If not, try to
‘rewrite’ the rule.

LOOKING OUTWARD: EXOPHORIC REFERENCE

We have mentioned the possibility of referring ‘outward’ from textt]s to
identify the referents of reference items when b?ckward or anaphoric
reference does not supply the necessary information. Qutward, or exo-
phoric reference often directs us to the immediate context, as when
someone says ‘leave it on the table please’ abouta parcel you l_zave for ;}:iert;l.
Sometimes, the referent is not in the immediate context but is assumed by

the s iter to be part of a shared world, either in terms of know-
5 ledge or experience. Tn English the determiners often act in this way:

(2.12) The government are to blame for unemployment.

(2.13) She was using one of those strimmers to get rid of the weeds.

It would be odd if someone replied to (2.12) with the question “Which
government?’, It is assumed by the speaker that the hearer w1-11 know wh_lch
one, usually ‘our government’ or ‘that of the country we are in [ are talku;g
about’. The same sort of exophoric reference is seen in phrases such as Ibe
Queen, the Pope, the army, and in sentences such as “We always take the
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car since we can just put the kids, the dog and the luggage into it.” A learner
whose L1 has no exact equivalent to English the may need to have this
Ww. On the other hand, speakers of
anguages with extended use of definite articles to cover general nouns in
situations where these would not be marked as definite in English some-
times pr_oduce utterances which, to the English ear, seem to be makin
exophoric reference, such as ‘Do you like the folk music?’ when no music ii
to be heard‘ (cf. ‘Do you like folk music?").
_Exophoric reference (especially in the press) is often to a ‘world of
discourse” connected with the discourse of the moment, but not directly
\Sﬁﬁh popular newspaper headlines sometimes make references as
That dress. Q_ueen scolds Princess Di’. Here the reader is assumed to have
followeq certain stories in the press, and the reference is like a long-range
anaphor{c one, to a text separated in time and space from the present
Native speakers often have difficulties with such references even if theylr
have only bet?n away from the papers and radio or television for a week or
twoj; the foreign learner may experience even greater disorientation.

An example of a text referring to such an assumed shared world is extract
(2.14), which talks of ‘the entire privatisation programme’; readers are
assumed to know that this refers to the British government’s séll-off in 1989
of the entire public water service into private hands:

{2.14) Eighty per cent of Britain’s sewage works are breaking pollution
laws, according to a report to be published this weck.
The cost of fulfilling a government promise to clean them up will
run into billions, and put the entire privatisation programme at risk.

(The Observer, 4 December 1988: 3)

Exophoric references will often be to a world shared by sender and
receiver of the linguistic message, regardless of cultural background, but
equally often, references will be culture-bound and outside the cxperi:mces
of the language learner (e.g. British references to the City, the Chancellor
and so on). .I“ these cases the learner will need to consult some source oi
encyc_inpa\_ed:c information or ask an informant. This aspect of language
learning is a gradual familiarisation with the cultural context of 1.2
Language teachers and materials writers will need to monitor the degree 01.:
cultural_exnphoric references in texts chosen for teaching to ensure that the
referential burden is not too great.

Reader activity 3 w8

FI:nd exophoric references in the following extract and consider whether
they are likely to create cultural difficulties for a leamer of English.
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King trial jury
adjourns with
transcript

Dennis Johnson

@mfm ial of three
“people of conspiring to

murder orthern Ireland
Secretary, Mr Tom King, adj

They spent pie) night within
Wi er buildings,
ial is taking place. Five

or does
be murder?"
(The judge said the) Crown had to
prove an agreement to
that g jury was sure. {DWas not
to prove( as a possibility
or probability, bu t be proved
beyond doubt.

hours after they retired to consider
their verdict, judge recalled

them to answer ion they had
him in a note.

question “Can we

convict if we think tion

{from The Guardian, 27 October 1988, p. 20)

xophoric reference directs the receiver “out of the text and into an
ssumed shared world. This idea of a shared world overlaps with the idea
f a shared world built up by sender and receiver as any discourse unfolds,
and for this reason, some linguists see no real distinction between ana-
phoric and exophoric reference (e.g. Brown and Yule 1983: 201}, since both
nroceed on the basis of an assumption by the sender that the receiver is, at
any point in time, availed of all the knowledge necessary to decode any
reference items. But for practical purposes the distinction may be a useful
one to retain as it enables us to evaluate to what extent any discourse is
self-contained, supplying its referents internally, or to what extent it
depends heavily on external, culture-specific real-world referents.

LOOKING FORWARD: CATAPHORIC REFERENCE
‘Consider these opening lines of a news article:

(2.15) She claims Leo Tolstoy as a distant cousin. Her grandfather was
Alexei Tolstoy — the famous ‘Red Count’ who sided with Lenin’s
revolutionaries. Now, Tatyana Tolstaya has put pen to paper, in her
case to demonstrate that someone from the family can write
compactly. In her stories of ten to twelve typewritten pages, 1
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somehow try to show the whole life of a person from birth to death,’
she says.

(Newswreek, 21 September 1987: 12)

We do not establish who she is until the second sentence. Forward-looking
or cataphoric reference of this kind often involves pronouns but it can
involve other reference items too, such as the definite article:

(2.16) The trip would hardly have been noteworthy, except for the man
who made it. In mid-July a powerful American financier flew to
Mexico City for a series of talks with high-level government officials,
including President Miguel de la Madrid and his finance minister,
Gustave Petricioli.

(Newsiweek, 21 September 1987: 44)

Both examples of cataphoric reference were found in the same issue of
Newsweek, which underlines the most characteristic function of cataphoric
reference: to engage and hold the reader’s attention with a ‘read on and find
out’ message. In news stories and In literature, examples of cataphoric
eference are often found in the opening sentences of the text.

Reader activity 4 =8

Identify the cataphoric reference item and its referent in this extract:

(I has often been compared to New Orleans’s Mardi Gras as an
outdoor celebration. Certainly New York’s Mulberry Street and
surrounding blocks have been as crowded over the last few days as
Royal and Bourbon Streets in the French Quarter are for the Mardi

o I3 M e

_Gras. More than three million people are estimated to have
celebrated the 61st annual Feast of the San Gennaro down in
Greenwich Village since it began on Thursday.

(The Guardian, 15 September 1987 23)

Cataphoric reference is the reverse of anaphoric reference and is relatively

/sn‘_a_igiﬂﬁo,_ivgd,‘hur language learners may lack awareness or confidence to
__put it into use in constructing texts, and may need to have the feature
___explicitly raught or exercised. There is, too, the danger of 1ts overuse or its
use in unnatural contexts. As always, it is a question of training the learner
to observe features of language above sentence level where these might not
necessarily be automatically transferred from L1, especially since, in
English, reference often involves the definite article and demonstratives,
which do not translate easily into many other languages.
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2.2 Ellipsis and substitution

lipsis is the omission of elements m‘:.~rma]llj.r required by the gxamm_aé
the speaker/writer_assumes are obvious from the context anc

erefore need not be raised. This is not to say that_every utterance which hls
J-- y explicit is elliptical; most messages require some input from the
sontext to make sense of them. Ellipsis is distinguished by the strucrg:{e
aving some ‘missing’ element. If two people have to stack a’nd label a p!:: e
of items and one says to the other ‘you label ar_]d ' staFk ,_the fact that
label and stack are usually transitive verbs requiring an object in the surfi-::c
tructure is suspended because the context ‘supplies’ the object. 5i'hdnoth er
way of saying this is, of course, that structures are only fully realised w en
\ey need to be, and that ellipsis is a speaker choice made on a pragmatic
assessment of the situation, not a compulsory feature when two clauses are
ether. e g
Weg :}Ell concentrate here on the type of elli_psis where tht:_ ‘missing
element is retrievable verbatim from the surrounding text, rather in th?i-. way
that anaphoric and cataphoric references are, as opposed to exophoric

eferences. For example: %
[2:17) The children will grry the small boxes, the adults the large ones.

where ‘will carry’ is supplied from the Ers_t clause to the second. This type
of main-verb ellipsis is anaphoric; in EngliskGwe would mot-expect:

(2.18) *The children the small boxes, the adults will carry the large ones.

ough some kind of analogous structure does seem possible in ja]?anesT
:{sc:c Hinds 1982: 19 and 48). Ellipsis as a notion is proh_abl)r a universa
feature of languages, but the grammatical options which reallse_ 1; 1[}
discourse may vary markedly. For instance, English does have the kind o

cataphoric ellipsis suggested by our rejected example (Z.18), but usually
iﬁn!y in front-placed subordinate clauses (see Quirk et al. 1985: 895):
(2.19) If you could, I'd like you to be back here at five thirty.

English has broadly three types of ellipsis: nominal, verbal and clausal.

Nominal ellipsis o nvolves Omission o
(2.20) Nelly liked the green tiles; myself I preferred the blue.
The Romance and Germanic languages have this kind of nominal ellipsis
and it should not present great difficulties to speakers of those languages

learning English.
Ellipsis within the verbal group may cause greater problems. Two ve?'
common types of verbal-group ellipsis are what Thomas (1987) calls

echoin an@. Echoing repeats an element from the

verbal group:
Ao 1T
el

. qper
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(2.21) A: Will anyone be waiting?
B: Jim will, 1 should think.

Contrasting is when the auxiliary changes:

(2.22) A: Has she remarried?
B: No, but she will one day, I'm sure.

Thomas also makes the point that i i i
! SO | point that in English, varying d ipsi
possible within the same verbal group: hpiase i ity

{2.23) A: Should any one have been told?
B: John| should.

should have.
should have been.

These variants are not di
ot directly translatable to other lan i
siles guages and will have
‘C_Efl:l cIausa! ellipsis in English, individual clause elements may be
omittec ;‘hespc-::la‘l]y‘r common are subject-pronoun omissions (‘doesn’t
matter’, "hope so’, ‘sorry, can’t help you’, etc.). Whole stretches of clausal
components may also be omitted:

2.24 i i
( ] l[;[; ‘sard he would take early retirement as soon as he could and he

For this type u_f sentence, many languages will require at the very least some
kind of substitute for the main verb and an object pronoun such as to
prqducc a form roughly equivalent to ‘He said he would take earl
retirement as soon as he could and he has done it.’ ¢
Ell[p51§ not only creates difficulties in learning what structural omissions
are permissible, but also does not seem to be readily used even by proficient

learners in situations wh i
ere native speakers natu i
Scarcella and Brunak 1981). . Syt e it e

Reader activity 5 w8

Identify examples of ellipsis in these extracts:

1. Most studen%s start each term with an award cheque. Bur by the time
accommudam.)n and food are paid for, b ace bought, trips taken
home and a l@:ﬂ&_&]ﬂrgﬁ, it usually looks pretty emaciated.

Adverti wersi i
ggm;r:e;t;scment for Barclays Bank, University of Birmingham Bulletin, 5 December

2. *You like watching children *h
. « .« « 2" her tone see 1 5
like a child yourself.’ e

"Yes. Don't you?' His cheek was full of cheese sandwich. She

2.2 Grammatical cobesion and textuality

didn’t answer; only looked at the swings with anxierty.

‘I sometimes wish,” he said, trying hard to empty his mouth, ‘1
could join in myself.” —

‘But you wouldn’t?

“Why not?'
He saw the sudden challenge in her eyes. And was that a smile
somewhere in that held-aloft face?

*Well, if you feel that way . . . ¥

* — why don't you?’

“Why don’t I7

e,

(Graham Swift, The Sweet Skop Oumer, Penguin Books Limited, 1986: 27)

Dther aspects of ellipsis that are difficult for learners occur in the area
where ellipsis overlaps with what is often treated under the grammar of>
ordination (e.g. ‘goats milk and (goats) cheese’, ‘he fired and (he)
sed the target’, etc.). Once again, specific rules of realisation may not

pverlap between languages.

hominal, verbal or clausal level. The items commonly used for substitution
in English are:

Onels): 1 offered him a seat. He said he didn’t want one.

Do: Did Mary take that letter? She might have done.

So/not: Do you need a life? If so, wait for me; if not, I'll see you there.
Same: She chose the roast duck; I chose the same.

Most learners practise and drill these items in sentence-level grammar

cercises. They are not easily and directly translatable to other languages.
Many common, everyday substitutions tend to be learnt idiomatically (e.g.
responses such as ‘I think/hope so’). While it is easy to formulate basic rules
for substitution, at more advanced levels of usage, subtleties emerge that
‘may be more difficult to explain and present. For example, there are
restrictions on reduced forms which might otherwise cause stress to fall on
the substitute do, which is normally never prominent when it stands alone,
as opposed to auxiliary do in ellipsis, which can be stressed (e.g. ‘Did you
win?’ ‘Yes, | DID!’):

(2.25) A: Will you unlock the gate?
B: 1HAVE done already.

* I've DONE already.

Where the speaker does wish to give prominence to the substitute do, then
so is used as well:

{2.26) I went to lock the gate. When I got there, | found somebody had
already DONE so.

Substitution is similar to ellipsis, in_that, in English, it operates e t Dr—c&sg{r{uﬁ
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Our examples of ellipsis and substitution have included a number of
spoken exchanges. This is because ellipsis and substitution assume a lot
from the context; they proceed on the basis that omitted and substituted
elements are easily recoverable, and are € natural in speech situ-
~arions where a_hi e of contextual support is available. We shall
mﬁm-i‘n we discuss what constitutes
natural speech.

It is sometimes difficult to separate the various types of cohesion, and it
may seem questionable at times why linguists separate such words as the

pronoun it and the substitute one. There are reas r such categori-
sations: for example i :

') and as such are true substitution, while pronouns, unable to
modified in this way, (* “a red it’, * ‘the it in the corner’) co-refer but do not

teally substitute for noun phrases. However, in language teaching, there

may be good reasons to bring different categories together, for instance, to
contrast backward reference to an indefinite antecedent (‘Do you need a

pencil? Yes, I need one.’) with reference to a definite antecedent (‘Do you
need the pencil? Yes, I need it.’).

Reader activity 6 w8

The sentence below occurred in a letter of reference for someone applying
for a job, written by a non-native speaker. What mistake has the writer

made, and what explanation might a language teacher offer to help the
writer avoid the error in future?

If you require further information on the applicant, I would be
pleased to do so.

(Author's data 1989)

2.2.3  Conjunction

We include conjunction here in our discussion of grammatical contri-
butions to textuality even though it is somewhat different from reference,
ellipsis and substitution, A conjunction does not set off a search backward
or forward for i it does presuppose a text nd
signals a relationship between segments of the discourse,

Discourse analysts ask the same sorts of questions about conjunctions as
they do about other grammatical items: what roles do they play in creating
discourse, do the categories and rralww to

e e ——— il
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re they distributed in speech and writing, what restrictions

S § E—H aHected—pur O ST
| - Tr s -

rdequately explicated in con-

hguage, how a
) thelr use am : .
hilysis, and what features of their-use-are

ntional grammars? il :
Th Tact it is not at all easy to list definitively all the items that perform

he iunctive role in English. Single-word conjunctions merge into
h e:{l]:r:ﬂlausal ones, angd ther€ is often Tittle difference between the
king of two clauses by a single-word conjunction, a phrasal one, or a
wical item somewhere else in the clause, a fact Winter (1977) has pointe

ut. For example, (2.27-30) signal the cause-consequence relation in-

weral ways:

2.2 He was insensitive to the group’s needs. Consequently there was a lot
1 of bad feeling. (single word conjunction]

He was insensitive to the group’s needs. As a consequence there was
a lot of bad feeling. (adverbial phrase as conjunction)

As a consequence of his insensitivity to the grm{p’s _nee‘ds, there was a
lot of bad feeling. (adverbial phrase plus nominalisation)

The bad feeling was a consequence of his insensitivity to the group’s
needs. (lexical item within the predicate of the clause)

[here are clearly differences in the way the speaker/writer has decided 1:11.:10
” kage the information here. Note how (2.29) and (2.30) enable hc
nformation to be presented as one sentence, and how {2'..3[_]}1 enal:fies ; ;
front-placing of ‘bad feeling’, a feature we s.hall return to in sec.nortx.‘
helow. A true discourse grammar would examine the options for using }12
' consequence of Y’, as opposed to ‘Y occurred; as a c:mts«:t:gtm;’n_ce:E
sccurred’. We would almost certainly find ourselves in the realm of in ol:-
mation structure and the speaker/writer’s assessment of what needed to be

brought into focus at what point, and so on (see the discussion of theme
and rheme below). w o 2 _

I. H:]l?day (1985 }I 302-9) offers a scheme for the classllﬁcanon of conjunc-
tive relations and includes phrasal types as well as single-word cvcfyda’y
ﬁems such as and, but, or, etc. Here is a simplified list based on Halliday’s
ree category headings of elaboration, extension and enhancement:

Type Sub-types Examples
elaboration apposition in other words
clarification or rather
extension addition and.-"butl
variation a]tcmanvq]y
enhancement spatio-temporal there/previously

consequently/in that case )

causal-conditional
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‘Wind power. Wave power. Sol In fact, it now accounts for
pawe: -{o%muMamund 20% ofBritain’s electricity
( eir use will increase they ~ production. t’s one of the
sté umikely to be able to provide cheapest 30d salest ways to pro-
e amounts of economic elec- duce electricity we know for the
. Generally, the cost of har- future. . [

their power is : world sup

jressing ] a lies of
;a.m a'more practi-  yranjum are estimated to ?ast for
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Thg ful]_ list appears in Halliday (198 306), and contains over forty
conjunctive items; even that is not exhaug;ye, 5:,:, the task fof the language
teacht_:r is not a small one. However, yhen we look ar natural data
especially spok;n, we see that a few conjinctions (and, but, 50> and then;
are overwhelnungl}_' frequent. We can alg observe the wi;je use of and,
where the reader/listener can supply aiditive, adversativé> causal and
temporal meanings, depending on contexy,] information, 38 in (2.31-34):

cal, reliable nomical way of hundreds of years, which will give
iring el _cit}r for the future. us more than enough ﬁmegI:o
fnd Jthat is through nuclear elop a]temaﬁv'ﬁ_if we need to.

e S Y. : 3

~ It's not a new idea, of course. @b‘gﬂ%"_‘“&ﬂmﬁ %ﬁﬁnﬂt
We've been using nuclear electricity €% i i 3 :
for the last 30 years. Wedo.

(2.31) She’s intelligent. And she’s very rgjaple. (additive)

(2.32) I've lived here ten years and I'ver,
. hi
{adversarive: but could substirute}lever sariakdot

(2.33) He fell in the river and caught a ¢y,
(2.34) I got up and made my breakfast.

p;lb.

(causal)

(temporal sequence!

Equaﬂy- the possible choices of conjuncticy wi i '
qually, junctic
with little overall difference: g N

{2.35) A: What about this meering then?
B: I'may go, and I'may not; it all depends.

[Ac isement for British Nuclear Forum from The Guardian, 7 October 1988,
1)

or

b;.t ' \en we look at a lot of natural spoken data, we find the basic conjunc-

:h:ug f “and, but, so and then much in evidence, and used not just to link
n lividual utterances within turns, but often at the beginning of turns,

iking one speaker’s turn with another speaker’s, or linking back to an
lier turn of the current speaker, or else marking a shift in topic or
b-topic (often with but). IW@L
s discourse markers, in that they organise and ‘manage’ quite extended

thes of discourse.
An interesting example of differences in data comes from Hilsdon (1988).
¢ compared spoken discourse of adult native speakers, young native
eakers and Zambian young adult learners of English, and found in her.
imbian subjects almost a complete absence of the use of and and but in
¢ characreristic ways we have just described that native speakers use
em. The reasons for the absence of this otherwise very common feature of
wken discourse in her Zambian data may be culturaﬁm
Bécause is very frequent in spoken English, not just to express the

ffect relationship, but also to express the reason relationship and as
ch-act marker signalling a ‘this is why [ am saying this’ function, as in revlirwa—
emarks such as ‘this one’s better quality, because we’ll have to get one that
will last’, where the quality of the item being discussed is not an effect of the
apeaker’s need to buy durable goods, but is simply a justification for
making the remark. Firth (1988) made a study of the distribution of such
Mreason’ markers in the speech of a mixed native and non-native speaker

group. He found that the non-native speakers exclusively used because to
signal the reason/justification relation, while the native speakers varied the

Reader activity 7 ==

Look at the text on the opposi i inki

pposite page and find conjundtions linkin
sentences to one another. Using the simplifed categﬂriszlt];:}[::beluw, baseg
on Halliday and Hasan (1976), can you say what type of conjunctive
relation is being signalled in each case? ‘

Categories:

1. Additive (e.g. and, in addition)
2. Adversative (e.g. but, however)
3. Causal (e.g. because, consequently)
4.  Temporal (e.g. then, subsequently)
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signal, using because, "cos, like and see, as in this extract from a conver-

sation about smoking in public places:

(2.36)  A: Once you start infringing upon the benefits of the other people, that's

\ufrhen your personal right is lost . . . just like, y’know, you have
nghts but yet y’know you can’t kill anybody . . . because obviously
it s-mfrmgmg upon somebody else’s rights . . . you don’t need a
majority for something to go wrong, you only need a small minority
- - . see, that’s where I mean that’s just not right . . . *cos smoke ‘
fills the room. i

(Firth 1988)

Differences in performance data of these kinds are often the reason why

zven ghl:_]lt? advanced-learner output can seem unnatural. One of the major
r:ntg itions of dl_sco_ursc analysis has been to emphasise the analysis of
al data, and the significance in communicative terms of small words suc

as Co 1
ay markers. In previous linguistic approaches these were

m{ﬂ:rmm;}onam features of ‘performance’ which dis-

tracted from the business of describing underlying ‘competence’.

Reader activity 8 =8
Consider the following conversational extract from the point of view of the

use of common, everyda iuncti :
: > y conjunctions. What roles do they pla 2o
ing and managing the discourse? y play in organis

(A and B have been recounting a series of stori i
et ) g of stories to C abour getting

A: And another time, I forget where the village was, but there was a
sharp turn at the end of this village, and we says to him ‘You turn
left here’, so he turned left, into a school yard.

i:- Up a road into a school yard . . . [ they were all following me.
i it 't 50 bad

all followed behind us you see. il ot el
B: Them that were behind me followed me.
C: Yeah.
i: See I should have gone on another [ twenty yards.

P But it was getting back

into the traffic stream that was the difficulty. e ey
B: Ishould have gone a few yards further on and then turned left
C: Aye, aye. -
B: There's a T-road.
A: Oh.
B: And you see with them saying * :
g ‘turn left’,

C: Yeah (laughs). .

(Author's data 1989)
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. section we have considered devices under a general heading of
atical cohesion and textuality. Other grammatical choices at the
se level have implications for the organisation of the overall discourse,
east the ordering of elements in clauses and sentences, and it is to this

AN W Turmn.

- Theme and rheme

t learners, when learning the grammar of a foreign language, spend-
" assimilating, the structure of clauses in_thattanguage, i.e. where
ects, objects and adverbials are placed in relation fo-the verb, and what
{65 are available for rearranging the most typical sequences. Discourse
Iysts are interested in the implications of these different structural
ons for the creation of text, and, as always, it is from the examination
matural data that patterns of use are seen to emerge. Some of the
ctural options frequently found in natural data are ignored or under-
ved in language teaching (especially those found in spoken data, whic
often dismissed as degraded or bad ‘style’), probably owing to the
tinued dominance of standards taken from the written code. If the
15 to be fait
it structural descriptions, while others already dealt with in sentence-
‘exercises may be adequately covered in traditional teaching and
ply adjusted to discourse-oriented approaches.
nglish is what is often called an ‘SVO’ language, in that the declarative
e requires a verb at its centre, a subject before it and any object after it.

1 declarative realisations in different languages, some of which will be
0" or ‘SOV’ languages. This pattern is often recast in English, not least
\nterrogative structures, where the verbal group is split by the subject
she like cats?"), and in cases where the object is brought forward:

The Guardian, Joyce reads. OSV  Object-fronted

\ere are in English a variety of ways in which the basic clause elements of
bject, verb, complement/object, adverbial can be rearranged by putting
ifferent elements at the beginning of the clause, as illustrated in (2.37) to
142), These ways of bringing different elements to the front are called

ponting devices.

I8} Sometimes Joyce reads The Guardian.
ASVO  Adverbial-fronted

It's The Guardian Joyce reads.
It + be + C/O+ SV lt-theme, or cleft (The Guardian here seems to

operate simultaneously as complement of is and as object of reads)
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(2.40) What Joyce reads is The Guardian.
Wh- + 5V + be + C/O Wh-pseudo-cleft

(2.41) She reads The Guardian, Joyce.
S(pronoun) VOS({noun) Right-displaced subject

(2.42) Joyce, she reads The Guardian.
S(noun} S(pronoun) VO Left-displaced subject

Structures such as (2.41) and (2.42) are far from infrequent in spoken data,
but are often, for no obvious reason, not presented in books claiming to
describe grammatical options for the learner. Other variations of word
order are also present in data, though some types may be rarer (e.g.
complement-fronting: ‘rich they may be, but I don’t think they’re happy’).
If we look again at our examples from the point of view of how the
information in them is presented, we can see how different options enable
us to focus on or highlight certain elements: (2.37) seems to be saying
something ‘about’ The Guardian rather than ‘about’ Joyce; (2.41) and
(2.42) seem to be telling us something ‘about’ Joyce. This ‘aboutness’ is the
sort of notion discourse analysts are concerned with, for it is a speaker/
writer choice made independently of the propositional content of the
message; the speaker/writer decides how to ‘stage’ the information, where
to start, so to speak, in presenting the message.

In English, what we decide to bring to the front of the clause (by
whatever means) is a signal of what is to be understood as the framework
within which what we want to say is to be understood. The rest of the
clause can then be seen as transmitting ‘what we want to say within this
framework’. Items brought to front-place in this way we shall call the
themes (or topics) of their clauses. In what has been called the Prague
School of linguistics, the relationship of the theme to the rest of the sentence
is viewed as part of communicative dynamism, that is the assessment of the
extent to which each element contributes to the development of the com-
munication (see Firbas 1972). Alternatively, the theme can be seen as the
‘point of departure’ of the message (Halliday 1985: 38). For the moment, we
shall take as the theme of a clause the subject noun-phrase, or, if this is not
initial, then we shall include whatever comes before it. It seems that first
position in the clause is important in many of the world’s languages, and
that creating a theme in the clause is a universal feature, though its
realisations may vary from language to language.

Reader activity 9 =8

Check that you are familiar with the devices for varying word order listed
above in examples (2.37-42) by subjecting these two sentences to as many
of them as possible (an example is given):
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- the children out every Saturday. v
E::mﬁ:s B;bf he takes the children out every Saturday. (left dis

- placement) il
The gardener wants to cut down those bushes this spring.

now turn to the relationship between these in-clause srructure}s; andht}:;
nstruction of text. There are clearly restrictions on where and w iﬂj,t e G
vic may be used when they occur in real discourse. Both (2.43) an

L 44) sound odd:

: What time did you leave the building?
3: Wh:t 1 did at five thirty was leave the building.

Dear Joan, '3 i :
Me. I:Im sitting here at my desk writing to you. Whart's outside my

window is a big lawn surrounded by trees and it’s a E!owr:rdbﬂir.hat 5
in the middle of the lawn. When it was full of daffodils and t lpz
was in the spring. Here you'd love it. It's you who must come an

etime; what we've got is plenty of room.
e Love, Sally

b ! 3) is peculiar because ‘leaving the bui}fi;eg’ is alreacg[ “gai;;:'; 1111nl Et:
: i g ne
- it is therefore odd that it shoul_ annou

5V D.D 62.44) contains a string of grammatically well-formed sentcncits bmu:

i highly unlikely that such a welter of low—frequepcy c]a::ise ap:ifcth.:
i 1 Moreover, it sounds

ould occur in one small piece of text. .

Sost :rd writer is answering quesﬁu{:csldl;ob{fzndg l'llas ac_’\:}n‘t:}iy ;:.rsc; ;likwcg;

sch as “Isn’t it a pond that’s in the middle of e lawn? \ it’

htlalsat's A of else implicit contrasts are being sugg‘csted w;lthout ;:rz

Eho arent motivation: ‘here you'd love it’, as opposed to so_mc'.\crl ere w o

you might hate it’. Let us try getting rid of all the fronting devices

ewriting our postcard with subjects initial in every clause:

Dear Joan, ‘
I'm si-t[ting here at my desk writing to you. A big lawn surrounded by

[ i i bed is in the middle of the
s is outside my window and a ﬂo_we;: _ g !
.I:;::n. It was full of daffodils and tulips in the spring. You'd ;ovc it
here. You must come and stay sometime; we've got plenty of room.
Love, Sally

We probably now feel that the text is bland, a sort of flat landscape in

which each bit of information is doled out without any overall sense of

i i L nts of
direction or organisation, and with equal weight given to all the eleme

. e . :
the message. Language teachers might recognise in this jejune vetrsli;r:e :t_nrzr
of the characteristics of low-level learners’ early attempts a
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essay-writing, hampered by impoverished grammatical resources, or the
lack of confidence to transfer features from L1. What is missing focny our
postcard are strategic decisions to ‘stage’ the information and to put it into
a discourse framework with the foregrounding of certain elements, such as

is fcqnd in natural discourse. A third version, with discriminating use of
fronting, seems more naryral:

(2.46) Dear Joan,

I'm sitting here at my desk writin i i i
: g to you. Qurside my window

;ﬂg lawn surrounded by trees, and in the middle of the lawn is a15 ;
ower bed. It was full of daffodils and tulips in the spring. You'd

IOVE it h’Ele- Y WE Vi
ou must come and Sl‘aj' SGmCtirE}E' e’ :j'
- 3 ve gﬂt Plen Df

Love, Sally

. In any spatial description of this kind, spatial orientation of the reader/
hstenf:r 1s important, and writers/speakers naturally give prominence to this
fun-:t:op. The second sentence in (2.46) does this by front-placing location
adv-mrblals. jl"hc IeMaining sentences are neutral, with subjects in initial
position. Linde and Labov's (1975) data of people describing their
apartments also contain frequent front-placings of spatial adverbials
revealing the speakers® staging strategies. ’

In sp{?ken narratives and anecdotes, speakers will often front-place ke
orientational fea‘rures for their listeners. These are most obviously time am}i?
place Ene::kers (‘once upon a time’, ‘one day’, ‘then, suddenly’, ‘at the
corner’, ‘not far ﬁ_‘orﬂ here’, etc.), but may also be forcgmundin’ of ke
participants and information about them felt to be importamgfor thz
listener. This is particularly noticeable in left-displaced structures, which
are c:frremcly common when a participant is being made the f-‘:ucus of
attention as a main actor in the subsequent discourse, as in these extracts:

tThE extracts are &'U i i
m anefdo[es ab@ut Cﬂ]nc]dﬂnce
5 : S and ffﬂm ghﬂs[

(2.47) And the fellow who rang up from Spain that night, he's
coincidence-prone . . . ‘

2.48 Tha i A
(2.48) monl;;:ﬂf':z tE}:l.L::tr:r.e-lfnow in Portsmouth, I don’t hear of her for

{Author’s data 1939)

But another version of left-displacement is also common: when one partici-
pant is mentioned in the theme-slot, but only to provide a link withpa new
participant who will take the stage in the story (see (2.49) and (2.50)). The
s;_!eaker can thus create a new topic or sub-topic framework, by activatin

d.lfftFel‘l[ elcn;ents of the context, and using the theme-slot ’is one wa o%
making a subject what we have called the ‘focus of attention’. the articzlar
topic being addressed at any one time. Here are some f:xamg;les f]:nm data:
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One of the men, his wife was a swimming instructor, and she said to
me. .,

This friend of mine, her son was in hospital, and he’d had a serious
accident, and he . . .

{Author’s dara 1989)

Concentrating on the themes (or topics) of clauses does not tell us much
out the rest of the clause, which may be called the rheme or comment of
e clause. In fact, when we look at themes and rhemes together in
pnnected text, we see further patterns emerging. We can divide our
pstcard text into themes and rhemes:

theme (topic) rheme (comment)
1 | 'm sitting here . . .

2. Outside my window is a big lawn . . .

3. In the middle of the lawn is a flower bed.

‘4, This bed was full of daffodils . . .
5. You ’d love it here.

6. You must come and stay;

7. We 've got plenty of room.

'wo different options can be seen to be realised herc: (a) the rbeme of
entence 3 contains an element (the flower bed) which becomes the theme of
entence 4; (b) the theme of sentence 5 is the same as the theme of sentence
b, These two textual options may be expressed thus:

Option (a): theme' ——— rheme’
theme? < rheme?
theme? £— etc.

Option (b): theme' —— rheme'
theme! — rheme?

theme! — etc.

A

‘We can see these options at work in real texts:

(2.51) As you will no doubt have been told, we have our own photographic
club and darkroom. The club is called ‘Monomanor’ and there is an
annual fee of £5. The money goes towards replacing any equipment
worn out by use, or purchasing new equipment. Monomanor runs an
annual competition with prizes, judging being done and prizes
awarded at the garden party in the summer term. Besides the
competition, we also have talks and/or film shows during the other
terms.

{Advertisement for student camera club; author's data)
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Extract (2.51) reflects option {a) quite strongly, where elements of rhemes
become themes of subsequent sentences (relevant items are in italics). The
next extract chooses predominantly option (b):

(2.52) lam | hate

Claudia Cassaigne Being badly dressed
| live Being broke

rue Martel, Paris My perfume is
| work Feminine

in the centre of Paris Light
| like Very chic

- Classical ballet For the evenings

English humour Cavale. Clest Moi

Cooking Chinese food

Drinking Champagne &

Keep fit exercises 8 m M4 I_E

Tall men with green eyes
Dressing up in the evening

{from Cosmopolitan, Seprember 1985, p. 5)

Looking back at the camera club text, we see that sentences 2, 3 and 4 are
slightly more complex than was suggested. The rheme of (2) contains two
elements (Monomanor and £5) which are taken up as themes in the two
separate subsequent sentences, giving us the pattern:

theme!——— > rheme?

theme*¢<—— >rheme?® theme*—>rheme*

This third option is a hierarchical pattern. For further examples and
discussions of theme—rheme patterns see Dane$ (1974).

But are these patterns not simply questions of ‘style’ or ‘rhetoric’? In a
way, they are, insomuch as they are not truly structural, since no combi-
nations are specifically forbidden by rule, and indeed, some of what was
traditionally relegated to rag-bag categories such as ‘style” has been taken
over as the province of discourse analysis. It is hoped that the discussion so
far has indicated the importance of thematisation as a means of creating
topic frameworks and as an example of audience orientation. Further
investigation would probably also discover links between certain patterns
of theme and rheme and particular registers (e.g. many advertising texts use
the option of returning to the same theme, usually the product name).
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activity 10 =8

Cost of acid cleanup doubles

Fred Pearce

{ RITAIN'S  privatised  electricity
A Dindustry will face a bill for cleaning
‘up acid pollution from its power stations
:al is more than double that so far admit-
“ted. The cost of meeting an EEC directive
1o combat acid rain, approved by minis-
“ters in June, will approach £3 billion,
“according to consultants who recently
 presented a study on strategies to reduce
“acid pollution to the Department of the
~ Environment (DoE).
The study forms part of a broad review

£ The brain is our most precious organ —
the one above all which allows us to be
human. .

The brain contains 10 billion nerve
cells, making thousands of billions of
connections with each other. It is the
most powerful data processor we
know, but at the same time itis incredi-
bily delicate. As soft as a ripe avocado,
the brain has to be encased in the
tough bones of the skull, and floats in
its own waterbed of fiuid. An aduilt
brain weighs over 3lb and fills the

of technologies to combat acid rain, pre-
pared at the request of the DoE by the
Fellowship of Engineering.

The author of the study 1s Philip Comer
of Technica, a consultancy. He told a
meeting of the Brinsh Consultants
Bureau in London last week that “with
only a modest increase in electrical energy
consumption, the DoE targets for pollu-
tion abatement will not be met . . . There
is a divergence between stated policy and
achievable objectives.”

{from Neuw Scientist, 22 October 1988, p. 29)

skull. it receives one-fifth of the blood
pumped out by the heart at each beat.
The brain looks not unlike a huge
walnut kernel: it is dome-shaped with
awrinkled surface, and is in two halves
joined in the middle. Coming out from
the base of the brain like a stalk is the
brain stem. This is the swollen top of
the spinal cord, which runs on down
to our ‘tail'. Parts of the brain stem
control our most basic functions:
breathing, heart beat, waking and
sleeping.

{from The Observer, 16 October 1988, p. 2)

Which pattern(s) of theme and rheme sequencing are predominant in these
pxtracts? Consider too the author’s choice in terms of topic frameworks,
ind the purpose and register of the texts.
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Patterns of sequencing of theme and rheme are tendencies rather than
absolutes. Very few texts (except perhaps highly ritualised ones such as
religious litanies) repeat the same thematising patterns endlessly. We have
suggested that low-level learners might be trapped in unnatural patterns
owing to limited grammatical resources or lack of confidence in a new |3
but most advanced learners are likely to have a good feel for creating topic
frameworks and orienting their audience. The grammatical structures that
are underplayed in grammar books (e.g. left displacements, object-fronting)
may be produced unconsciously by learners, but awareness and monitoring
on the part of teachers is necessary to ensure that natural production using
the wide resources of the grammar is indeed taking place.

So far, we have concentrated on thematising in clauses, but it should not
be forgotten that sequencing choices of clauses within sentences, and
sentencés within paragraphs are of the same, discourse-related type. For
instance, it has been observed that first sentences often tell us what the
whole paragraph is about, a macro-level front-placing of an element
signalling the framework of the message. Such sentences are often called
topic sentences, and are considered important for skills such as skim-
reading. It is often possible, just by reading the first sentence, to state what a
paragraph is about (the paragraph theme), though it is not possible to state
what the text is saying about its theme (the paragraph rheme). However,
this does seem to be an oversimplification, and many paragraphs have
initial sentences that do not tell us what the paragraph is about. Jones and
Jones’s (1985) study of cleft and pseudo-cleft sentences in discourse shows
that the presence of a cleft structure, even if not paragraph-initial, is often a
more reliable signal of paragraph topic, and anyway, relatively little is
known about why writers make paragraph divisions where they do.

Finally, ideally, we should also consider sentences that contain more
than one element other than the subject brought to front place, such as this
very sentence you are reading. The first fronted element (finally) organises
the text sequentially and tells you that the section is coming to a close (a
textual function); ideally signals my artitude towards what I have to say,
and has an interpersonal function. The next element, we, 1s part of the
content or ideational meaning of the message, or, as Halliday (1985: 56)
calls it, the topical theme. The unmarked (most frequent) order for complex
themes can thus be stated as textual + interpersonal + ideational:

Themes Textual Interpersonal Ideational

Examples moreover frankly Joe Smith . . .
likewise obviously burglars . . .
for instance personally | I

(Adapred from Halliday 1985: 53-4)
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atural example of this ordering is seen in this sentence from a student
y on language and gender:

Conversely, possibly, females felt more at ease responding to a
non-specific female address.

(Author's data 1989}

"he notion of theme and how it is realised in English is an area where

ourse analysis is to have an influence on how !anguage is raught, then
of presenting variations in clause structure in rclat;o:) to d_lscourse
nctions may be a good place to start. In the past, em?ha:r.}s on 11}vcntcd
ntences and on writing (in both theoretical and applied ]_mgmsncs} has
| to the relegation to the fringes of some structures found in natural talk.
ut natural data show that variations of standard SVOA order are much
wore frequent than might be thought. Furthermore, ianguages: vary in how
hey deal with thematisation: Japanese has a particle wa, widely used to
ypicalise elements in clauses (Hinds 1986: 157), and Tagalog (the language
e Philippines) apparently topicalises at the enff of clauses (Creider
). Other languages are similar to English; Durannland Oichs (1979) give
xamples of left-displacement in Italian speech and discuss its functions in
liscourse management. Mixed nationality groups c:mf_ln:arm*.rs-ﬂm*yr therefo_nt

esent a variety of problems at various levels, just as is the case in

gonventional grammar teaching.

Tense and aspect

A great deal of attention has recently been paid to the r_elationshm bEt“:\’f-:En
se-aspect choices and overall discourse constraints. By examining
‘natural data, discourse analysts are able to observe r*_:gular correlations
between discourse types and the predominance of certain tense and aspect
choices in the clause. Equally, the emphasis in dit_scourse analysis on
Cinteractive features of discourse such as sgeakerfwnt;r perspective and
standpoint, and the focusing or foregrounding of certain elements u{m the
“message, has led to reinterpretations of conventional statements about
2 and aspect rules.

!Cﬂ;; exam;ﬁ:;f the first type of approach is Zydatiss (1986), whq loqked
“at a number of text types in English where present Perfect is either
dominant or in regular contrast with past simple. Zydatiss obscrvec! that
three basic functions of the present perfect, all under the general heading of
current relevance, frequently recur over a wide range uf_ text types. He
names these functions: (1) conveying ‘hot news’, (2) expressing experiences,
and (3) relating to present effects of changes and accomPllshments.

‘Hot news’ texts are mostly found in broadcast and written news reports,
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but are also cownmon in everyday speech. An example (taken from British
television news) is: ‘The government has announced a multi-million pound
schemf: to retrain the unemployed, but union chiefs have pledged all-out
opposition toit.” This choice of tense and aspect will occur time and time
again, and cian be tapped as a rich source of illustrative material for
!anguage teaching (see for example, Swan and Walter 1990: 50, who use
just such news events to illustrate present perfect usage). Letters-to-the-
editor and agoryy-column letters, Zydatiss claims, contain frequent present
perfects performing the ‘experiences’ and ‘changes and accomplishments’
f:_mcrions. Inhout news texcts, present perfect regularly contrasts with past
simple in the samnetext, where the topicalising sentence uses present perfect,
while the detail; of the narrative are in past simple, for example: ‘A British
firm has landed ahuge shipping contract in Brazil. The deal was signed at a
meeting today i n London.’ Biographical sketches and obituaries are also a
source of thisshift of tense. Zydatiss lists many text types which seem to
have such corrglations. The usefulness of such investigations is not that
they necessarily- tell language teachers anything they did not already know
or might concliyde from intuition, but that they offer a short-cut to useful
data sources an.d statistical back-up to intuition.

In specialistand academic texts such as scientific articles, correlations are
often observable between discourse segments and tense and aspect choices.
Medical research articles in journals such as the British Medical Journal,
for instance, regularly use past simple in the abstract section, and shift to
predominantly present perfect in the introduction section, at the end of
which there is 3. shift back to past simple where the discourse begins its
‘narrative’ of the: particular research experiment reported. Also in academic
texts, one finds anteresting correlations between the tenses used to cite other
a }:thors and the current author’s standpoint: one might compare alternative
citations such s ‘Johnson (1975) suggests’has suggested/suggested/had

L]

suggested that. .

Reader actiwity 11 =8

Consider this szntence taken from the end of an essay by a learner of
English. In whaw way is her use of tense and aspect inappropriate? How
would you correct it and what rule or guideline could you give her
regarding tens¢ and aspect in different sections of academic essays?

Conclusion

In thijs essay, I try to discuss the different types of information which
the myatrices give about words. Also some other information which
matri zes can con vey are suggested in the last section.

{Authey's data 1989)
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fticular day-to-day context worth noting is the telling of stories, jokes
cdotes. Schiffrin’s (1981) data shows regular correlations between’
e segments and tense and aspect choices. Schiffrin considers prin-
the shifts from ‘historic’ present (i.e. using the present tense to
mbe actions and events in the past) to past simple in English oral
dotes. She takes a model of narrative based on Labov (1972), in which
pain elements are orientation (establishing time, place and characters),
plicating actions (the main events that make the story), resolution (how
story reaches its end), and evaluation (comments on the events).
pric present tense verbs cluster in the complicating action segments,
‘within those segments, particularly in the middle of the segment, and
fypically in the initial or final clause. Historic present is also sometimes
ympanied by changes from simple to progressive aspect where the time
ence seems to be broken and a particularly strong focus is given to
ons. In the following extract, the speaker is recounting a ghost story;
¢ the shifts in tense and aspect at crucial junctures:

A: Not all that long since, perhaps ten years ago, this friend of mine,
her son was in hospital, and he’d had a serious accident and he
was unconscious for a long time . . . anyway, she went to see him
one day and she said ‘Has anybody been to see you?', and he says
‘No, but a right nice young lady came to see me,’ he said, ‘she
was lovely, she stood ar the foot of me bed, you know, she . . .
had a little word with me.’ Well eventually he came home, and
they'd a lot of the family in the house, and Emma, this friend of
mine, brought these photographs out, of the family through the
years, and, passing them round, and he’s looking at them and he
said *Oh! that’s that young lady that came to see me when I was
in bed.’ She'd died when he was born . . . so.

B: Good Geod.

A: He’d never seen her.

B: No ... heavens.

{Author’s data 1989)

ote how ‘he says® prefaces the significant event of the appearance of the
lady’. Historic present occurs again, accompanied by progressive aspect
he's looking) at the highest moment of suspense in the tale.

" In Schiffrin’s data, historic present often occurs in segments where the
pisodes are understood by the listener as occurring in sequence and in the
time-world of the story; therefore, to some extent, the grammatical
‘marking of pastness may be considered redundant. Schiffrin compares these
segments of narratives with sports commentaries, recipe commentaries (the
speaker describing the process as it happens) and magicians’ commentaries
on their tricks. The historic present in anecdotes is really an ‘internal
evaluation device’, focusing on the events that really *make’ the story.
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The data for tense and aspect we have looked at can all be interpreted in
the light of the speaker/writer’s perspective and as projections of shifting
perspectives. The tenses and aspects do not seem so much strictly bound to
time as to issues such as the sender’s purpose, the focus on different
elements of the message, and the projection of a shared framework within
which the receiver will understand the message.

Tense and aspect vary notoriously from language to language and are
traditional stumbling-blocks for learners. The classic ‘aspect’ languages
such as the Slavic tongues make choices of perfective and imperfective
aspects which are quite at odds with the English notion of describing past
events in terms of ‘now-relevance’ (present perfect) and ‘break with the
present’ (past simple). However, some features, for example the use of
historic present in anecdotes, seem widely distributed across languages (in
Europe the Nordic and the Romance languages share this feature). Whether
or not such features are transferred by learners without difficulty is another
matter, and one worthy of close observation. Certainly in the genre-specific
occurrences such as the medical articles discussed above, learners some-
times experience difficulties or show unawareness of the conventions of the
genre.

2.5 Conclusion

This chapter has taken a selection of grammatical concepts and has
attempted to show how discourse analysis has contributed to our under-
standing of the relationship between local choices within the clause and
sentence and the organisation of the discourse as a whole. When speakers
and writers are producing discourse, they are, at the same time as they are
busy constructing clauses, monitoring the development of the larger dis-
course, and their choices at the local level can be seen simultaneously to
reflect the concerns of the discourse as an unfolding production, with an
audience, whether present or projected. A discourse-oriented approach to
grammar would suggest not only a greater emphasis on contexts larger than
the sentence, but also a reassessment of priorities in terms of what is taught
about such things as word order, articles, ellipsis, tense and aspect, and
some of the other categories discussed here.

If grammar is seen to have a direct role in welding clauses, turns and
sentences into discourse, what of words themselves? What role does

vocabulary choice play in the discourse process? It is to this question that
we turn next.
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her reading

 most detailed work on grammar above clause level is Halliday (1985), but

yme prefer to treat this as a reference work rather than as rcadmgl.

r aghan (1987) is an interesting, though sometimes difficult, collection of papers

on different aspects of grammar and discourse. ‘

ddetailed deicciiptioﬁr of cohesion in English, Halliday an_d Hasan (1976) is

nsurpassed, though Hasan's (1984) revision of lexical cohesion should also be

into account. _

¢ room descriptions in Dutch in Ehrich and Koster (1983) contain further

sxamples comparable to Linde’s.

other interesting study of substitution is Jordan (1986).

insis in conversation is examined in detail in Ricento (1987).

dre on expressing cause in conversation may be four}d in Schiffrinl (1985a). !

| the question of the significance of front position in the clause in the world’s

Janguages, see Fuller and Gunde! (1987). bl

it word-order phenomena in various selected languages, see Givon (1984).

j front-placing in Spanish see Rivero (1980), and for French, see _Earnes_{i?ﬂ.‘i}l.

les (1988) contains a good discussion on variations of word ofdcr in E:ngllsh data.

iscussion of the different theme-rheme patterns can be found in Danes (1974), and

further discussion of theme in P. H. Fries (1983). .

bt the distribution of theme—rheme patterns in written texts, see Eiler (1986) and

" Francis (1989).

Wpic sentences in paragraphs are discussed by Grcl!ct (1981: 9'6—8}‘. ; _

‘good general survey of different treatments of ‘given’ and ‘new’ in relation to

' theme and rheme may be found in Allerton (1978). ) =

| combined investigation of present progressive, del-:nc_t.‘:at' and pronominali-

sation in spoken technical discourse can be found in Reichman-Adar (1984).

or more on tense in learned citations, see Riddle (1986). :

s in the Slavic languages is exemplified in Hopper (1979 and 1982) with
ce to Russian discourse.

A !E:nd discourse in French is dealt with by Monville-Burston and Waugh

) (1985) and Waugh and Monville-Burston (1986). ; :

At the more advanced level, the papers in Schopf (1989) on tense in English are

worth pursuing.

63




3 Discourse analysis and vocabulary

‘When / use a word,” Humpty
Dumpty said, in rather a scorn-
ful tone, ‘it means just what |
choose it to mean — neither
more nor less.’

‘The guestion is,’ said Alice,
‘whether you can make words
mean so many different things.’

Lewis Carroll: Through the Looking
Glass

3.1 Introduction

Bringing a discourse dimension into language teaching does not by any
means imply an abandonment of teaching vocabulary. Vocabulary will still
be the largest single element in tackling a new language for the learner and
it would be irresponsible to suggest that it will take care-of itself in some
ideal world where language teaching and learning are discourse-driven.
The vocabulary lesson (or part of a lesson) will still have a place in a
ci_lsco_urse-oriemcd syllabus; the challenge is to bring the discourse dimen-
sion into vocabulary teaching alongside traditional and recent, more com-
municative approaches (e.g. Gairns and Redman 1986). Therefore, in this
chapter we shall look at research into vocabulary in extended texts in
sgcech a}'jd writing and consider if anything can be usefully exploited to
give a discourse dimension to vocabulary teaching and vocabulary activi-
ties in the classroom. Most are already in agreement that vocabulary

shm‘ﬂ&, wherever possible; W but context is a rather
catch-all term and what we need to do at this point is to Took at some of the
specific refationships between vmbulaﬂ(ﬂ@rﬁof
the situation in which the discourse is produced) and ¢o the actual text
surrounding any given lexical item). The suggestions we shall make will be
offered as a supplement to conventional vocabulary teaching rather than as
a replacement for it.
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Lexical cohesion

e recent attempt at studying vocabulary parterns above sentence ltf? is
3 lated)

d across act, move and turn boundaries in speech and are a major
Cienistic of coherent discourse. The relations between vocabulary
texts described by the Halliday—Hasan model are of two principal
iorrand collocation
It 15 debatable whet oitocation properly belongs to the notion of
xical cohesion, since collocation only refers to the probability that lexical
s will co-occur, and 1s Ti0 ic—el between words. Here,
ore, we shall consider the terqulca] cohesion’ to mean only exact
ed by certain basic semantic relations

-- setition of words and the role-play:

hetween words in creating {extuality] that property of text which distin-

wishes it from a random sequence of tmconnected sentences. [We sha
Jonsequently TgIoTe

con stiocational associations across sentence boundari
is lying outside of these semantic relations. ,
If lexical reiteration can be shown to be a significant feature of textuality,
hen there may be something for the language teacher to exploit. We shall
suggest that it be exploited simply because it 1s there, but only if, by
ng so, we can give learners meaningful, controlled practice and the hope
of improving their text-creating and decoding abilities, and providing them
wi }mzev\aricd contexts for using and practising vocabulary.
Reiteratio

means either restating an item in a later part of the discourse

\by_direct repetition or else reasserting its meaning by exploiting lexica
‘relations. Lexical relations are the stable semantic relatmnshu;ﬂﬁt?x?st

between words and which are the basis of descriptions given in dictionaries
‘and thesauri: for example, rose and flower are related by hyponymy; rose is
‘a byponym of flower. Eggplant and aubergine are related by synony

' (regardless of the geographical dimension of usage that distinguishes them)
In the following two sentences, lexical cohesi onymy OCcurs:

(3.1) The meeting \TIE@A( six thirty. But from the momentt
t allwas not well.

it was clear
Here, commence and begin co-refer to the same entity in the real world.
They need not always do so:

{(3.2) The meeting commenced at six thirty; the storm began at eight.

In (3.2) commence and begin refer to separate events, but we would still
wish to see a stylistic relationship between them (perhaps to create dry
humour/irony). Decoding the co-referring relationship in (3.1) is an inter-

pretive act of the rea st as occurs wﬁl?pronounsfee section 2.2).
.3), coh&sion by/hy urs:
- | -

"‘-,k'
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3 Discourse analysis and vocabulary

(3.3) There was a fine old rocking-chair that his father used to sit in, a
desk where he wrote letters, a nest of small tables and a dark,
impogsing bookcase. Now all this furniture was to be sold, and with it
his own past.

The need not be an immediate superordinate in the family
tree of a particular word; it can be a general word (see Halliday and Hasan
1976: Ch. 6). Instead of furniture we could have had all these items/objects/
things, which are examples of general superordinates. Other general super-
ordinates, covering human and abstract areas, include people, creature,
idea and fact. Reiteration of this kind is extremely common in English
discourse; we do not always find direct repetition of words, and very often
find considerable variation from sentence to sentence in writing and from
turn to turn in speech. Syc_h_vﬂ__m,aid_m\ml@_\:mmmces
to meaning, and serves to build up an increasingly complex context, since
every new word, even if it is essentially repeating or paraphrasing the
semantics of an earlier word, ﬁngﬂﬁh@m‘jnd
history of occurrence. In the case of teiteration by a superordinate, we can
often see a summarising or encapsulating function in the choice of words,
bringing vamm;ﬂﬁr one, more general
term. Reiteration is not a chance event; writers and speakers make
conscious choices whether to repeat, or find a synonym, or a superordinate.
~ Discourse analysts have not yer given us any convincing rules or guide-
lines as to when or why a writer or speaker might choose a synonym for
reiteration rather than repetition, though some research suggests a link
between reiteration using synonyms and the idea of ‘re-entering’ important
topic words into the discourse at a later stage, that is to say bringing them
back into focus, or foregrounding them again (see Jordan 1985). Other
research claims correlations between boundaries of discourse segments (as
opposed to sentences or paragraphs) and re-entering of full noun phrases
instead of pronouns (see B. Fox 1987). We may also be dealing with a
lexical parallel to the grammatical topicalisation discussed in section 2.3. In
(3.4), we can observe the importance of the words route and way in the

foregrounding of the topic in this short extract, which is how to or ways of
getting a contract, as indicated by the headline:

(3.4)

THE NORMAL route is to
build up a following through
live shows, send in tapes to
record companies and then wait
until someone “discovers” you.
But there are other ways ...

HOW
togeta
contract

(from News on Sunday, 14 June 1987, p. 22)
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Such usage as this is very common in English discourse. However, in
jactice, since our knowledge is inadequate, language teachers must
sntent themselves with observing each case as it-arises and, for the
loment, work on raising an awareness of such ph_e,qomena where
vareness is lacking, and, most important of all, providing the lexical
guipment in L2 and practice of the skills to enable learners to create texts
hat resemble naturally occurring ones themselves. It means that it
wportant to make learners aware that synonyms are not just ways of
erstanding new words when they Crop Up il class, nor are they some
act notion for the organisationm of fexicons and thesaurl, but they are
to be used, just as any other Tinguistic dewcc,mﬁ?)b
MITiral dISCoUrse - :

" Another implication for language pedagogy is that material writers who
reate their own texts or who simplify naturally occurring ones should
remember that disturbing the lexical patterns of texts may l-;ad to unnatu-
tilness and inau:henticiw@w_@; SW
n unnatural amount of repetition, for example, compared with the vari-
Mtion berween exact repetition and reiteration by other means found in
patural texts. _ )

" An analysis of the following newspaper extract according to Halliday
nd Hasan’s principles, shows lexical cohesion at work:

1.5) RITAIN'S green and Anti-hunt campaigners estimate

pleasant meadows yes-

terday became “killing
fields" with the start of the fox
cub hunting season.

More than 6,000 young foxes
enjoying their first flush of life will
be hunted down in the next three
months to give inexperienced
young hounds a blood lust.

that 7,500 young hounds will be
destroyed because they fail to
make the grade.

And many experienced hounds
will be killed because they are too
old to hunt.

The cub hunting season is just a
curtain-raiser to the traditional
pastime of killing adult foxes.

But the dogs will also suffer.
(from News on Sunday, 2 August 1987, p. 10)

Fox cub is reiterated as the near-synonymous young foxes; young f?ounds is
repeated, bur also covered by the superordinate d:?gs in the third para-
graph. Destroyed and killed are also synonymous in this context (para-
graphs 3 and 4).

ll'1!,3‘t::all-11ing to }obscrve lexical links in a text according to Halliday and
‘Hasan’s model could be useful for language learners in various ways. Efor
one thing, it encourages learners to group lexical items tggether a_lcco:dmg
to particular contexts by looking at the lexical relations in any given text.
Oie 6f the recurring problems for learners is that words presented by t]:u:
teacher or coursebook as synonyms will probably only be synonymous in
certain contexts and the learner has to learn to observe just when and where
individual pairs of words may be used interchangeably.
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3 Discourse analysis and vocabulary

Little is known about the transferability of these lexical 5
freym one language to another. Some langlagcs may have afi)a:;:;zr?cfer?;r
reyoetition rqther than linking by synonymy (such as is often said of litera F
and academic styles in Spanish, for example); sometimes learners ma ﬁn?i
thy transfer of these skills to be easy and automatic. In either cas};: the
legy rner may need to use a range of vocabulary that is perhaps wider th
the coursebook or materials have allowed for. Additionally, an awaren: ;
of the usefulness of learning synonyms and hyponyms fﬂ; ICXE-CfcatiHSS
pu pOses may not always be psychologically present among learners: thln:rg
is ffen a tendency for such areas of vocabulary learning to be seen as w 3
sty dy dworced_from actual use, or at best only concerned with rece :::,
sk lls. '_Convelnnonal treatments of vocabulary in published materials sftee
un detline this word-out-of-context approach. Redman and Ellis’s (193;
any 190) vocabulary materials are exceptional in this respect.

Reyoder activity 1 =~

Triace alisubsequept lexical reiterations of the underlined words in the text
be][pw._ re the reiterations in the form of near-synonyms, antonyms or
hywonzrmsfsuperordmates?

Cruise guards ‘were asleep’

%—E“_-E!HG ards al- Greenham C¢mmon

p Eventuall
oWy a group of campaigner Sarah  airmen "woyk} 01::;’? J "hf,
tampaigners to an

peayce Graham said : “For the Spoifed th
bre.ach a missile se- sake of making things  had been ;M;'nf;} Wtﬁ:

b more realistic, the copse
cur-ity cordon yester- was protected by soldiers ?}ol::gnm fm%ommtge
n

dax/. dug into fox-holes.

& Women protesters base in Berkshire since

c]gj‘-ma& to have walked
righ4t 4Up to cruise
laug chers.

AS sentries slept, the
tip-4goed past sentries a);;
Jamy and inspected a
cruijse convoy in a woody
cop:seonSalisbury Plain.

“And there were dogs Tuesday

rather than the usual
reels of barbed wire."
But, she r:-la.im#d. the

%mm_mpm were

ozing by the Taunchers.
One was kipping ben-

eath one of the

vehicles,” she added.

(frorgn News on Sunday, 2 August 1987, p. 15)

The Ministry of De-
fence confirmed there
had been an incident.

Ten women had been
arrested, charged with
trespassing and released
on bail.

3.3 Lexis in talk

Thegreisno reason why the model of lexical relations i i
: : 15 in text outlined ab
showpld ot also be applied to spoken data (see Stubbs 1983; 22-3). thnot::
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this, we find that interesting obsegytions can be made concerning how
akers reiterate their own and takeip one another’s vocabulary selec-
Th one Torm or another from tun to turn and develop and expand
ics in doing so. We refer tio is phenomenon as relexicalisation,

us look at a piece of data from \Crstal and Davy (1975) and analyse it
cording to the general principles of fe Halliday-Hasan model:

6) (Two women are talking albos ‘Bonfire Night', the night when many
people in Britain have large bafires and fireworks in their gardens.)

A: No, I don’t think we cajn @nage a large bonfire but the fireworks
themselves er we have x lile store of . . .

Oh yes, they're quite fuyn, es.

: Mm yes, the children li ke 3em very much so I think as long as
one is careful, very carefy/B: Oh yes) it’s all right.
Mm.

: But erm 1 ban bangers, wdon't have any bangers (B: Yes) I can’t
stand those (B: Yes) juist (¢ pretty ones.

: Sparklers are my favouyrir-

. Mm Catherine Wheels army favourites actually but er you
know we have anythinyg ¢it’s pretty and sparkly and we have a
couple of rockets you Kené, to satisfy Jonathan who's all rockets
and spacecrafts and thiinglike this.

=2 @

=

(Crystal and Davy 1975: 28)

A’s first turn, she concludes a fewy pevious exchanges about bonfires and

en shifts the topic to the closely zassciated fireworks. B accepts the topic
nd just says that fireworks are fu. A takes up B’s use of fun, and
telexicalises it as like them and thesadds that one should be careful. B
simply replies ‘mm’. A (who seem to work hardest at this point in
developing topics) returns to the firvorks themselves and talks of par-
ticular fireworks: bangers and pretyrynes. B continues this with sparklers.
A comes back with Catherine Wheeel then repeats pretty and sparkly and
expands to rockets. At the same tirmehe exploits the double association of
rocket to bring in its near-synonynm sacecraft, thus expanding the topic to
talk about her child, Jonathan.

Meanwhile, other relexicalisaticynare discernible: fun in B's turn, which
becomes like in A’s, is taken up :asan’t stand in A’s next turn, then as
favourites by B, and finally as fégurites again by A, representing, by
moving from near-synonym to amtcym and vice versa, the sub-topic of
‘likes and preferences” with regarrd » fireworks. Another relexicalisation
chain can be seen in the sub-topic of>recautions and restrictions’: careful,
ban, don’t have carry this stranced cer the turn boundaries. This small
number of lexical chains accountys fr almost all the content items in the
extract. The intimate bond betwyeg topic development and the modifi-
cation and reworking of lexical iteewalready used makes the conversation
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develop coherently, seeming to move from sub-topic to sub-topic as a
seamless whole. In this way the scope of the topics is worked our berween
the participants, with neither side necessarily dominating. This accords
with the ethnomethodological approach to discourse analysis, which sees
conversation as a joint activity that has tmad
interactively, rather than ‘existing” as static entities; Wardaugh (1985:
13940) refers to topic as a ‘consensual outcome’. This is quite clearly so
here. Speakers can throw topics into the ring, but whether they are taken up
or die depends on the other speaker(s); if one speaker insists an pursuing
his/her topics, ignoring the wishes of others, this is precisely when we
recognise deviance into monologue or complain later to our friends that ‘X
was hogging the conversation’. Utterances by one speaker are an invitation
to a response by another (see Goffman 1976]; the initiating utterance puts
aWW& to make his/her turn both relevant
to the previous turn and a positive contribution to the forward moving of
the discourse (see Vuchinich T977]. Relexicalisation of somie elements of the
‘previous turn_provides just such a contribution to relevance and provides
other important ‘Tam with you’ signals to the initiator.

Topics unfold, and the vocabulary used by the speakers offers openings
for possible development, which may or may not be exploited. The ‘con-
versation’ class where topics are pre-set may be a straitjackert to this natural
kind of development; a safer course of action might be to see pre-set tofics

merely as ‘starters’ and not to worry if the discourse develops its own
momentum and goes off in unpredictable directions.

Reader activity 2 ==t

Look at this extract from Svartvik and Quirk’s data and trace the reve-
titions and relexicalisations of the italicised items, in the way thar was dene
for the fireworks text (the transcription is simplified here):

A: You're knitting . . . what are you knitting, that’s not a tiny
garment.

No (A: laughs) no it’s for me, but it’s very plain.

: It's a lovely colour.

It's nice.

: Yeah, I never could take to knitting except on these double-O
needles with string you know, that’s my sort of knitting,
Yeah.

: It grows quickly.

Yeah I get very fed up.

: It’s just the process though . . . do you sew? | used to sew a lot
when . . .

No I don't,

> 5 o

P>

o
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In the days when 1 was a2 human being. "
I have aspirations to make marvellous garments you know.

. Well it's so cheap you know, this is the thing.

Yes. )
. Particularly, I think you probably like the sort of clothes I like

anyway, which is fairly simple, things like summer dresse;k which
are just straight up and down you know, with a scoop n !
B: Particularly with those shifts, I mean you're well away aren 't you.
A: Yes, oh yes, terribly cheap.

(Svartvik and Quirk 1980: 83—4)

i

they have been interested in

ecourse features such as agreement/disagreement patterns and cvery]:lay
scussion, also show regularly recurring vocabulary ;»::.ft;:-:rnsﬂ;.:r-]I ;1:
peakers use synonyms, hyponyms and antonyms to pertorm A
ational functions (see Pomerantz 1984 and Pearson 1986, ft:}r; eiams]_:'; s':n,EH
bearson’s data, people did not typically agree or disagree with p r:;. S suc

s ‘1 agree’ or T disagree” (beloved of El}ghSh c“‘;““book WIIEES f‘ —éi‘lexical
here seemed to be a preference for simply using some sort ©

dther linguists’ data, in analyses where

i

“The way in which we can observe speakers moving from f,u?csord;nnal:cz
0 hyponyms and from synonyms to antonyms ana.fl back again 15; cokill 5
feature of conversation and learners can be e-::]mpped to use tkzs s':1 nc};
regular practii:e. As with written texts, in English at least, speakers n{:i e
jus repeat the same items endlessly. This may be so in all ]anguafies_aterest;
haviour itself may be easily transferab_le (but see‘l-_hnd.s 1979, for lgomer_
ing observations on the preference for direct repetition 1n :]ap?nese 7l
sation). However, to behave in this natural way in a foreign anguaﬁis,fher
learner needs to have a fairly rich vocabulary, and to have a‘tin 1
fingertips the synonyms, antonyms, etc. of the wqrds tha;l are 1101:[ [}l; ;
Once again, the issue is how to relate abstract notions suc i:jls sy:he 1:: a};
and hyponymy to discourse skills, rather than just teaching

disembodied properties of word ists.

- 2 o n
~Encouraging recognition of the commun _ i
relations can start at quite an early stage in language learning, asds;?ﬁ-s g
the necessary vocabulary is encountered. S_unple cue apd_rcspunse i
pairwork can train the learner in immediately assocnam&g s_yno:::: o
antonyms, or a superordinate with its hyponyms, and vice

Redman and Ellis 1989 for examples).

icative value of these lexical

7
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3.4 Textual aspects of lexical compelence

A somewhat different type of lexical relation in discourse is when a writer
or speaker rearranges the conventional and well-established lexical rela-
tions and asks us, as it were, to adjust our usual conceptualisations of how
words relate to one another for the particular purposes of the text in
question. In one way or another, our expectations as to how words are
conventionally used are disturbed. A simple example is the following
extract from a review of a book on American military planning:

(3.7) The depressing feature of Allen’s documents is the picture which

emerges ilitar'_ir planners, the equivalent of
America’s madder fundamentalists, happily playing the fool with the
_ furure of the planet.

(The Guardian, 13 November 1987: 15)

Here, two words, smart and stupid, frequently occurring in the language as
antonyms, and therefore incompatible, are to be interpreted as compatible
descriptions of the military experts. To do this we have to adjust our typical
expectations of how the two words operate as a related pair. One reason-
able interpretation would be that the experts are clever (‘smart’) (But>
morally reckless (‘stupid’); to interpret them as meaning ‘intelligent but
unintelligent” would clearly be a nonsense.

Similarly, groups of informants faced with the following advertisement
text react with mild surprise if the last two words are first covered up and
then revealed:

(3.8)

Just brush one generous
coat of Hammerite di-
rectly on to metal. Within
15 minutes it's dried to
a smooth, hammered-
enamel finish that shru

off dirt and water just like
a non-stick pan. You get
all of this in a choice of

ten attractive colours.

Plus black. (from Weekend, 23-29 May 1984, p. 19)

In many situations black is an unexceptionable member of the ‘colour’ set
of adjectives (such that the remark ‘he/she wears really attractive colours,
blacks and reds, you know . .." would be quite normal), Here we are
expected to place black outside of the range of ‘attractive colours’ and to
consider it as a separate entity. Such an adjustment probably has no great
permanent implications for the place of black in our mental lexicon
(though we might be unconsciously on our guard and less surprised if we
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untered the relationship of exclusion again, especially 21 the co::::s; c;yf
w8, perhaps) and, as in the case of smart and stuﬂ: , No N
ications that such relations have language-wide ?a_;lalltjf. ol
o gside these eye-catching disru:banl_ccs of our lexic expe]ctaical e
. less obvious kinds of lexical readjustments. T%Y
that are valid in particular texts only, and whose interpreta it
fofrespond o dictionary definitions.” The good teader/ listener

\ (o oused 3 oreml-_sﬁmmrmr-ﬁfﬂmmt
Jes _".1 -' '.'."":T"!'."m" ,_.:=, orsely; en 0'..56
war being used in a way that Tocuses on the d:%ereuce in
:'Ii'l-.-.l-.': a'.c lexical relations can be called tantial relations,
If- the term from is (1966) (see also Hasan 1984). Ti'l_c}r are |
.‘ wﬁu&ntiy in spoken and written texts;and are waali’_—a-‘iﬁ;l:“
fire in all languages. The problems Jearners tend to encounter 1.;: i
. ually more psythologica]ly-generated;_:t is not that they

e usun'a::j;r figements of predictable lexical usage, hul:
b ::[Othcf come to texts (especially reading c-:_}mpn_:hens‘m; te:t:f:-:o\:f}l; :
expectation that words have rather fixed rglatmnshlpsr with on e
ause they have correspondingly fixed meanings, and wce_velrs:'.x _al;fry
the teacher is mainly to_raise an awareness that tyfpma abutary
I' d d in individual texts, .:-md3 of course, t e
i re necessaryn interpreting such reorderings. Instantial rela
;S ::1 represent important stylistic features in texts, either in the ;?E{s;ef
e IEW%WJ—M%JM“ -
rticular focus (e.g. the smart/stupi relation); by definition, ea
e interpreted individually.

oader activity 3 =k
nstantial relations e e
1 sly (e.g- €
; d economic are very often used synonymously :
m‘:l{:;tnhas closed down the unit for ﬁnanmalfef:ono.rmc reasons };
How are they used in the following text? What possible mterpr;t_a;:lona
]d be put on the writer’s choice of the words? (The writer is Criticising
Stoposal to close a railway line in the north of England.)

¢ MThe accountants can produce as many figures as they like to prove
i “"L “hat there are Anancial reasons for closing it. But there are no

onomic reasons. Already the campaign to keep the line has i;::r[lnred
'm;my new initiatives along its length. It is an asset only now being

i lly appreciated in every sense.

(Country Living, May 1988: 19)
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3.5 Vocaby
lary ang the organising of text

A distinction j :
content words, or s Ction 3]so appears sometimes as function words versus
oEier AP EﬂaIBIES - :@rﬂrds versus full words. The distinction is a useful
systems in the 1angy separate off those words which belong to closed
hat Btlongt e age and which carry grammatical meaning, from those
LIS o dice: :.‘!‘s!em; and which _belung to the major word classes of
belong to a doseq e and adverb. This, that, these and those in English
& grammatical o Stem (as do the pronouns and pre Jand carry
and zoenail belog tamng of ‘demonstratives’. Monkey, sculpture, noise
Croatind citdont lagn 0 opep-ended sets, which are often thought of as the
socabialRy thac hasguage' In berween t_hese two extremes is another type of
seems to share q ]‘ffr:enrly been studied by discourse analysts, a type that
alities of hoth the open and the closed-set words. Let us

consider a par.
agr L
8raph takep, from an article in a learned journal:

(3.9} Here |
Want to ypend some time examining this issue. First I propose

t lo :
som:tlzrsszﬁyl at the .i-uismry of interest in the problem, then spend
i ﬂr:( ity origins aqd me_lgmtude before rurning to an
inally, 1 the present situation and approaches to its solution.
+ 1 Want 1 have a short peek at possible future prospects.

(W. J.K
Ve, Annal, of the GGAS, University of Hong Kong, 1984, no. 12: 54-66)

What is this ;
it ?;:liin aboyy? Controlling pests on fruit trees? Designing
we are lacking hy ndary schools? The possibilities are countless. What
discourse. Theoe « I is the vocabulary that would identify the field of
nothing abou th ENtenceg pell us a lot about the structure of the article, but
selarvs b ol T_tapthu,'s 5[1!3]6(:[ matter. They tell us that the tenor is
wallyitn s fl‘iendl 1; hardly likely that this is someone explaining infor-
clement of inform ‘i" y ‘he,fshe has never liked boiled eggs), but with an
possible Sﬂlutionsa lFl}f (a short peek’). They tell us that a problem and its
with e piket. ann‘:l-tl be examined, and that one part of the text will deal
quite  bit o lexiy lﬂr with the future. So the words in our example do
dlien sailtes be) ba Work (they are not as ‘empty’ as grammar words are
Ertlicis Cﬂhrent, U]:, in apgther %nsem elsewhere in the text
The thiz of "this i’s ::; 2t we shall call their lexicalisation. In our mystery text,
b Wt b issuee' tell us thfit we can look to the preceding text to find
something problen, 15; the 16}(!(_.‘3] meaning of issue tells us to look for
“The problem” v, 1;tu.:? somt?th]ﬂg that is a matter of public debate, etc.
Mot ok i tfx?wlsl in 4 5;m11gr way. Assessment will identify with a
will be mat ter whit ere something is being judged or evaluated; solution
ey StandlL' can be counterposed to the ‘problem’, and so on. So
segment may be I place of segments of text (just as pronouns can); a
A sentepce, several sentences or o whole paragraph, or
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¢, We, the reader, (or listener if our example had been, say, a lecture)
¢h the words with the segments, and, if we have decoded the text
tectly, can render an account of what ‘the problem’ is, or what ‘the

pects’ are, according to the author. We shall call words such as issue,

blem and assessment discourse-organising words, since it s their job to
or its.content or

anise and structure the argument, rather than answer
; ey arc examples of the general phenomenon o Sgnalling discussed
‘hapter 1. Further examples may be seen in this exfract:

0} Week by week the amount of car traffic on
our roads grows, 13 per cent in the last
year alone.

Each day as I walk to work, I see the
ludicrous spectacle of hundreds of com-
muters sitting alone in four or five-seater
cars and barely moving as fast as I can
walk.

Our traffic crisis now presents us with
the classic conservation dilemma — too
many people making too much demand on

inadequate resources.
There are four possible solutions: One,

provide more resources, in this case build
more roads and car parks; two, restrict
the availability of motorised transport by
artificially raising the price of vehicles and
fuel: three, license only those with a good
reason for needing motorised transport
and prohibit unnecessary use; four, reduce
the average size of motor vehicles, espec-
ially those used for commuting purposes.

(from Cambridge Weekly News, 22 September 1988, p. 11)

reader may be curious to know what extract (3.9) was about: in fact
s a study of the pollution of Hong Kong's streams, coastal waters and
ashore. Pollution as a subject could be presented to the reader in a variety
b ways; the author might have presented a series of claims and counter-
Haims about pollution, or perhaps a general statement about types of
pollution and then derails of these types. Our author chooses to present itas
i problem, with responses (approaches’) to the problem and an evaluation
{‘assessment’) of responses, in other words as a problem—solution text (see
section 1.10). Thisis clearly signalled to the reader in our quoted extract. So,
s well as representing text-segments, some of the discourse-organising
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words we are examining additionally give us indications of the larger
text-patterns the author has chosen, and build up expectations concerning
the shape of the whole discourse.

From this account of the work of certain words in organising discourses
it will be apparent that the language learner who has trouble with such
words may be disadvantaged in the struggle to decode the whole text as
efficiently as possible and as closely as possible to the author’s designs. If
the discourse-organising words are seen as signals of the author’s intent,
then inability to understand them or misinterpretation of them could cause
problems.

But just how many such words are there in a language like English? What
is the size of the task facing the teacher and learner in this particular lexical
area? Some linguists have attempted to provide answers, but probably no
one has compiled a complete list. Winter (1977 and 1978) has provided
checklists, which teachers and material writers may find useful, of what he
calls vocabulary 3, a precisely delimited sub-set of this more general set of

discourse-organising words. Here is a selection of the list from Winter
(1978):

(3.11) achieve, addition, alike, artribute, basis, case, cause, change,
compare, conclude, confirm, consequence, contrast, deny, depend,
differ, distinction, effect, equal, exemplify, explanation, fact, feature,
follow, form, general, grounds, happen, hypothetical, instance,
instrumental, justification, kind, lead to, manner, matter, means,
method, opposite, point, problem, real, reason, replace, respect,
result, same, similar, situation, state, thing, time, truth, way, etc.

Francis (1986) focuses on what she calls @nd gives
extensive examples of nouns that frequently otcur er back to chunks

of text in the way that ‘this issue’ did in our first example. Here is one of her
lists:

(3.12) abstraction analysis approach assessment
assumption attitude belief classification
comparison concept concoction confusion
consideration deduction diagnosis distinction
distortion doctrine dogma doubt
evaluation evidence examination fabrication
falsification fantasy finding formulation
hypothesis idea ideology identification
illusion inference insight interpretation
investigation misinterpretation misjudgement misreading
notion opinion perspective picture
pipedream position rationalisation  reading
realisation reasoning recognition reflection
scenario speculation supposition surmisal
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tenet theory thinking view
e

viewpoint vision

{Francis, 1986: 15)

i ich brings together a large
\noth | source is Jordan (1984), which
B SE :;‘ill anzohas a \rajcabuiary index. These workls) are goodtsms;cefr:z
i iters i ed in this area, but many tea
wachers and material writers Interest Coiny
: i i les of such words from the press,
| find it as easy simply to collect examp _ e P
, i here the author is presenting
e non-narrative texts, of the type w _ sl e
d argum d where such vocabulary is most readily |
i InT::‘sca:;ananspecialist courses, the best sources are learners’ own

terial. e . ,
' mi:ﬁ at this point, be wor reminding ourseives that d1sco_urs;
nising. ictivelyin text as well as retrospectively:
Janisi s operate n text as_ s retrospect
3 u::rﬂrgaxp:ser does not already have 1its lexlcahsauol in tfhc
- i or
il te:t we expect it to come later in the text and are on the lookout

i 1 d solutions
ient reader is. In (3.10) al?mrc, Id:iemma an T
jin 1?:‘:;335?!;1 rext and are lexicalised in the subsequent dis

Brei i ised i ding skills materials
icti re often emphasised in current rea
k ':2;;;3;{}35 Ercena]l and Swan 1986); the study of vucrzgulary a::i
bo urse urganis;tion offers the possibility of a more structured appro
this kind of teaching and practice activity.

leader activity 4 Sl ;

i i ither preceding or
italici rds in the following texts represent €l 2
lﬁ]glﬁ;n;ts of the discourse. Identify those segments by underlin
ng the appropriate words: -«
2 i ition that the British

being asked to agree with the proposition t
1. ::;r:;iwma::t anti-gimeﬂacmal peop?t in Eumpe‘. ‘Wh::z thr %L;;i-_ggggn
language contains that withering little phrase ‘too clever by half’?

Where else do thinkers squirm 2
e clse do thinkers squirm when they are called mte lectuals?

Where else is public support for the institutions of intellectual culture
—mmm
v Bekind i etiong ? deep-fmetati::t;:lforéﬂal philistinism
i i iti iddle-classes abou
post-imperial British mi
of their culture, . . .
(Michael Ignatieff, The Observer, 15 February 1990: 17)

2. The issues which emerge have beset the personal social services for

ili i i i ies,
generations — accountability, relationships with lvczll#n&tarytbod A
what their role is, for example; but the context is ditterent.

(New Society, 28 -.'mgu-\l 1987 i)
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3 Discourse analysis and vocabulary

Winter’s work, and its extension in that of Hoey (1983), Jordan (1984) and

Francis (1986), raises some interesting questions. First there is the question |
of whether it is possible to delimit a procedural vocabulary of such words

that would be useful for readers/writers over a wide range of academi
disciplines involving varied textual subject matters and genres. The notion
of a procedural vocabulary is currently under debate in applied linguistics
(see Widdowson 1983: 92—4; Robinson 1988). The procedural vocabulary i

basically words that enable us to do things withthe content-bearing words
nmmi@e& question is what happens il
Hrt—mvst—to'nfn“ﬁz_ﬁgalﬁng words are not known by the learner? Iy
coherent text-decoding seriously impaired or are such words the icing on
the cake, especially in the case of production? Thirdly, if all languages have
such text-organising vocabulary, can the teaching/learning process capital-
ise on transfer in some way? Are there direct and reliable translations for
words like point, argument, issue and fact to and from other languages? Do
languages with cognate words (e.g. French probleme, Swedish faktum,
Spanish cuestion) have an advantage here, or do they harbour false friends?

These questions cannot all be addressed in a book of this limited scope,
but the vocabulary teacher and the learner can embark on their own
research within their own situation as part of the ‘learning-to-learn’
process. ;

Reader activity 5 =8

Look back over the last few pages of text and note how many times I have
used discourse-organising words to structure my text. Were you conscious
of my use of them at the time of first reading? If so/not, what implications
might this have for how language learners approach reading texts?

3.6 Signalling larger textual patterns

So far, the discourse-organising words we have looked at in greatest detail
have been illustrated in their role of representing segments of text, parcel-
ling up phrases and whole sentences. But we also noted in section 3.5 that

they often have a broader textual function too, and that is to signal to the
reader what(larger'textual patterns are being realised. We shall now look
mer s

enomenon. In section 1.10, we saw an illustration of a
problem-solution pattern. Discourse organisers often contribute to our
awareness that a problem-solution pattern is being realised, In the follow-
ing texts, items have been picked out in bold o exemplify this point. In
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'\ kewise, other items characteristically cluste

3.6 Signalling larger textual patterns

st example, only the headline, the first paragraph and the last para-
« Iru rather long newspaper article are given to show hc_nw organising
have been used to ‘wrap round’ a long problem-solution text:

Headline TV Violence: No Simple Solution

There is no doubt that one of the major concerns
of both viewers and broadcasters is t_he amount
and nature of violence on our television screens.

Opening sentence

(main text)
The chief *lesson’ of all our viewing, rf:ac.’!mg and
discussion is that there is no simple solution to
i n television.
the problem of violence o

[The Observer, lﬁfyovc’m’b;:r 1986: 42) S

ards in bold préﬁ/ict (solution in the headline, concern) and reinforce
on, problem) the problem—solution pattern of the longer btlcxt
i\ere for space reasons), in which various rcspon?o the problem

discussed and evaluated.
M his col

leagues got round this problem
two factors. First, planets are by using high-resolution spectro-
stars: for instance, the sun, a variations in a star's light. Slight
typical star, is 300,000 times ﬁermsinastal’sﬁght
more massive than the Earth. showedﬂmtmarwwerebem;
Second, planets do not shine but pl.ﬁhedandpulledmﬂofﬂw
only reflect light dimly from stars. paths by unseen planets.

Closing sentence

{from The Observer, 5 July 1987, p. 4)

both problem and hampered cgntribute to .acnva:mlg tl'lt'::i [:Z(:bl::;
tion pattern, while got round indicates a positively evaluate hafactﬂ.
e can now begin to see that a number of vocabulary "emi‘ﬂfo;ds A
ally c-hlsnt{mund the elements of larger patterns in texls:i R
| pccur in tl[:c environments of the elements of problem-s

itns include the following:

concern, difficulty, dilemma, drawback, hamper,
hind(er/ance), obstacle, problem,_ snag o
change, combat (vb), come up with, develop, fiind,
measure(s), respon(d/se)
Mition/result answer, consequence, effect,

ponse

outcome, result, solution,

/(re)solve
Waluation / (in)effective, manage, overcome, succeed, (un)successful,
7 viable, work (vb)

r round the elements of claim—
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counterclaim (or ‘hypothetical-real®

the following text:
(3.15)

(Jﬂﬂin
0

w_particular vacabyla

gl

—

(1984) is’a

reference lists far
and has a coding system f,

individualism,
mﬂmﬂmﬂw.é&mmﬁ
pack 10 the middle ages, others link it 1
3 Capitalism. But the consensus
is that the com

Mﬂf&aﬁmmim.nmmm
m"”‘“" reedom, seif-reliance, indi-
e .a""ﬂ“‘-emm and crucially, the
wm,sm' of family duty to look after
s | IN time of need are central to
uum Within strict limits and

fegulation, helping those
less fortunate than gneself has been seen
as part of the indiividual's obligation to

But, although most would accept that

state, truth, false, i - real’) patterns, items such as claim, asse
) , false, in fact, in reality, etc. Such words have been picke::l out ::;

these values have been dominant, they
would aiso acknowledge that the devel
opment of capitalist society saw the
parallel growth of another ideology
Against individualism with its emphasis
on individual freedom has been ooun
terposed collectivism with its egalitarian
values, and stress on the view that one
individual's freedom cannot be paid for
by the denial of freedom to others. The
19th century growth of trades unions,
the cooperative movement and organised
socialist political movements are al
gvidence of this opposition to dominani
ideology. Because of this recognition
of collective rights and  responsibil-
ities, feminists have always seen the
granting and safeguarding of women's
rights as lying within this socialist
tradition.

(from New Society, 28 August 1987, p. 10)

useful work for teachers/material writers wishing to look

different segment of torr. items have a tendency to cluster in each
patterns such as the problem—solution pattern. He

€ many textual examples he presents in his book

: or whe: i : .
“problem’ section or whe ther particular words typically occur in the

1 . Part of hi d li i
climor Fype b, rever s word list for th
m {or Ypﬁth@panﬂn is listed be]o':i g 2“@11

needs to indicate doubt or uncertainty he uses a

cou
(3.16) Whenever a wrier
signal of h
signalling word s i the examples.
according tq estimated
pf}::::dy evidently
expected
a!gjlﬂblf forl:::‘:st
believes imagin
/ claimed ]ikclgI ;
_-f considered lo IcY
could m:y
l\. Uordan 1984: 14g)
$0

theticality to indicate this. Here are examples of such

might seems

old wives’ tale  should
perhaps signs
potential so-called
prnbafbiy speculation
promises to be  suggests
reported thought
says

thulary of problem—solution patterns. Such
10 build up a rich, textually-based lexicon. I is yet another alternative
he random vocabulary list and the decontextualised, semantically-

3.6 Signallimg larger textual patterns

recurrent features of textual patterning may be exploited in

bulary teaching/learning as a top—down phenomenon: once conscious

ser text-pattern, the learner can be brought to an awareness of the
of vocabulary that regularly realises it. As a bottom—up phenom-

\, learners can bring together in their vocabulary records items that

e.g. the typical ‘response’
lists can be added to over

' our words in the following texts which are strongly associated with
et the problem-solution pattern or the claim—counterclaim pattern:

L. All western countries face/a crisis in cfpingith ()
the demands rnad;]n@u;elfare provision ir pm

‘growing elderly populations, The problem of

resource scarcity is a real one. But perhaps not -
all countries have adopted so rigorously Tas 4 e
Britain] the view that care m based on the
e So‘m J

family model.
Scandinavia, for example, residential
facilities for elderly people not wishing to remain
“af hiome or to live with their families, and those
faciliies are often available for use Dy local
pensioners on a dally basis. Elderly people in the
United States have developed communities of —
their own, su er and running
them by themselves, as their answer to increas- -
ing dependency.CSOME o —arg .:.=_J agains> '
these ‘age-dense’ solufions, fhem. i
' research syggests a high degree of
consumer satisfaction. —
Examples ,from other countriés_ demonsrate
that Ahere are alternative ways of tackling
issu ng and dependency. The family ™
Trodel of care with the high demands made on
women and lack of choice and frequent loneli-
ness for the dependents is not the only solution.

Z ok &

Goaludo 3

{from New Society, 28 August 1987, p. 11) >
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2. Local authorities @ '
: trongly in the involve-
ment of the public sector anddfie need for public

planning. think that it is more important to
protect WmEI%re already in their area than
o attract more from outside. And since Aey hiold
that production is the key to economic Tevival
thmk_ is more important fo sustain manu—'
uring industry than to switch to alternatives
such as the service industry.
Central government, on the other hand, gl’\

(;IﬁTaj in the private sector for its schemes,
ratlcw'er onsiders) that public planning hinders
- TR ps redevelopment. It usually/dis>
isses_planning as ‘red tape'. Govemnment is

S0 more interested in attracting new jobs than
protecting old ones. Above all atme
market decides what sort of jobs should and

should not be done.

A

Cpnn

(from New Society, 28 August 1987, p. 20)

37 R and signalling vocabulary

In claiming t i i
g that particular vocabulary items tend to cluster round 'c{n‘:ggt\ain

elemen i i

- Patgse 03f2 ]te_xt Eattt:rns we are ignoring the important fact that fegister

o e s closely tied to lexical selection.-Among the signafs:\afThu
ment we proposed probler, drawback and snag (see page 79)

Clearly we mi

; N (.o

sdm[ijﬁc repg%-rht ::{t;t expecrh to find snag occurring in this way in a formal
, nor perhaps come up with as a signpost for response

d ¢
::;]1 :v::ﬁi'i woilfi tl:;e a mo::p}it@le choice). Therefore, as in all matters
onship between vocabulary and register needs to be brought EF:[.

when studyi T
Tisters w}{{;fp;ﬁ:tgzlmhgﬁﬁﬁ@? Lexical choice within the identified
the author’s assumptio eﬁm b I[tcxt_ AT M A EAE, NEWS 1LPOTT, etc.),
the popular tabioidp ns about the audience (cultured/educated/readers of
‘spoken’, and so an;:iss, Etcf ) whether the style is to be read as ‘written’ or
toward the “writt .,-'l-' Bt olithe rexfs we have looked at so far have been
more, this time wic:lll ; rma];‘?u::turcd end, of t.hc spectrum. Here are two
s iliartas it more in orm;l, colloguial tone, They are presented
e fact that discourse-signalling words need not necessarily be

Cad(‘.'l'l‘llc wﬂ':d‘l I]kl n 'l ¢ | L} tin vog ahl]l H}
E . L . om Ih {l acco la I .
O [-Ilgllﬁ-!i. | hL I{.!E\':ll!l wuldh are |||'l\|i. Il"“ l.':

82

3.7 Register and signalling vocabulary

Put ordinary exterior varnish on your doors and window frames and in no
time at all you'll wish you hadn’t.

Wood shrinks and stretches when the temperature and humidity changes.
Ordinary varnish, doesn't, so it cracks.

1f you don’t strip it off and start again you'lLbe in real trouble, your wood
will be open to attack from fungus and rot, and quite frankly, it will look
awful.

(Advertisement for Cuprinol from The Observer, 12 July 1987, p. 5)

pside more neutral items like develop and reduce the risk are informal,
it addresses to the reader: you'll wish you hadn’t and guite frankly, it
bok awful which create a pseudo-conversational register in which the

ent of problem is realised.
i Decide to tackle that troublesome moss You're

enmlzwnmdyouomﬁfmdms&ﬂ Ardhﬁwithﬂ;echniceufgem
i and around in circles. Or at dmmymnhandsmﬁlmeestaweed

going round and around in LELRS.

Jeast backwards and forwards to your itmiuru'a'q;sillgn{ftamesmpsiut

local garden centre some more moss treatment.
Conventional moss treatments simply Suiiyoumltusavemln'__stifhm-b

wm’tkeeprmssawayfo{auylenglhuf ache, backache and a
me. applyitands}mtl}'after- amount of shoe-leather, insist on
sznsmaﬂMossln'ﬂe:fmmlCl. You'll
bemmamuss-ﬁeeiawnfm
from it. The little so and so's will turm up the rest of the season.

i proverbial bad Mbclhesachetwiﬂiwatﬂ,sﬁr,md
sprinkle over your lawn. It's that simple.

(from The Observer Magazine, 6 April 1986, p. 12)

¢ idiomatic phrases are used as signals of the response and its occur-
ge after a previous negatively evahﬂcg__resﬁn_sg (‘conventional
tments’). Idioms are often a problem for the teacher insomuch as it is
 always easy to find natural contexts in which to present them. Resea rch
Moo 1987] Suggests thar WEIters and Speakers use 1G0T phrases to

anise their discourse and 10 signa evaluation, far more IT an
evious tinguistic studies of idiomaticity have suggested. Idioms are good
rnstiorsfor the kinds of textual segments we have been looking at
roblem/response, etc.). Consider how some of the following could be

ed in informal discourses to suggest the problem—solution pattern:

(to be) in a fix to be up against a brick wall

to come up trumps (sth) does the trick
1o have a crack at (doing something) to have a brainwave

(to be) up a gum tree

Speakers and writers use these in informal situations to perform the same
kind of organising and signalling functions that the more formal vocabu-

lary does in written argumentation.
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We can now begin to see just how important certain vocabulary items are
in organising discourses. Admittedly, we have concentrated on reporting,
expository and argumentative texts, but learners frequently have to rackle

1 “ . P . or similar meanis

e modat verbsFor this reason, modality is dealt with here in our

e rather than in Chapter 2. :
B e sadic unts of discourse, Holmes

quite daunting and lengthy examples of these in their textbooks, and

syllabus specifications often demmm y are pre-

cisely the types of text that come festooned with comprehension questions
W@mem/‘fﬂm@wmm
“boring"and “demotivating’ for students by teachers. They are the texts that
are hardest to unpack. Significantly, the kind of discou
vocabula::lrat has occurred in most of our example text

-0rganising
the Graeco-

the kind

.Y

Latin words|found in argumentation and exposition, is
of vocab that research has claimed produces a ‘Ixical bar’, a'serious
obstacle to progress in education, for children lcaming\ﬂﬁfﬁiﬁ/]a;nguagr
(see Corson 1985). We should not underestimate the difficulties second
language learners may experience with these words, particularly those who
do not come from a Romance- or Germanic-language background.

Discourse-organising words are best presented and practised in their
natural contexts. Simply looking them up in a monolingual dictionary can
lead to a circularity of abstract definitions. Note how even a good, modern
learner’s dictionary like the Collins COBUILD (1987) dictionary defines
problem in terms of difficulty, and difficulty in terms of problem:

(3.19) problem /problom/, problems. difficulty /difika'lti/, difficul-

1 A problem is 1.1 a situation
or a state of affairs that causes
difficulties for people, so that
they try to think of a way to
deal with it. EG. ...how fami-
lies can try to solve these prob-
lems... ...the social problems
in modern society... I think we
may have a problem here...
She has a weight problem...
The problem is that she can’t
cook.

ties. 1 A difficulty is some-
thing that is a problem for
you. EG. There are lots of dif-
ficulties that have to be over-
come... The main difficulty is a
shortage of time.

2 If something causes diffi-
culty, it causes problems
because it is not easy to do or
understand. EG. This can
cause difficulty... ... questions
of varying difficulty.

(from Collins COBUILD English Language Dictionary, pp. 1143, 391)

3.8 Modality

Qne contribution that the study of vocabulary in naturally occurring
discourses has made is to point-up the all-pervasiveness of modality in

le studies of modality in large amo o
3) a?aﬁtﬁfe;_ﬂrﬁ;,ﬂﬂﬂ, show a wide range of uses of the t.radlnordza}

of modal verbs and of a vocabulary of lexical items carrying moda
nings, from the classi epistemic modality (concerned with degree

0 ibili alities (volition, Permissi

) and possibility fool Mo ﬁ’w

t}'i_ ﬂi B tp olmes 4 and Hermerén’s data show that, put tog:t_f;_c;::,

erword classes express modality more frequently than modal ver d. 5 :
verbs such as appear, assume, doubl,

r ity includes
B adverbs such as actually, certainly,

s look as if, suggest, think,
- p b : —and nouns and adjectives related to them

eFims of frequency, the verds and
gt than the nouns and adjectives.
these words carry important information aboutdthtf ﬁtanceﬂ?;nd
tude of the sender to the message; they are concerr_icl wit as(;s; ingeri
Mativeness, commitment, detachman and other crucial aspects o
sonal meaning (as opposed to ideational, or content, mcfatt:ng; A
lid ayan model of register they form a part of the terior of the disc :

¢ take a later part of one of our earlier texts, extract‘(_":.l[]}, \l\re can see
W modal vocabulary represents another aspect of discoursa mi:ﬁl:g
er and above the organisational and more general signalling vocabulary

dy analysed. Modal items are picked out in bold:

[ Tl S See relmes Jan).
Yerbs are considerably more freque

Inevitably, objections will be raised to the promotion of the motor

i ironment.
cle as the saviour of our environ .
c:FIt is dangerous: it can be but three-fifths of all serious motot

cycling accidents are caused by cars. Sc&_, by tre?nsferring r:gmiéirwers
from cars to motor cycles, the risk can immediately be reduced.

rem isti shown that a car driver is
nt of Transport statistics have ywn that ‘
et i se with him in an accident

ine ti i one el
nine times more likely to take some ; i
than a motor cyclist, so riding a motor cycle is actually making

contribution to road safety.
(Cambridge Weekly News, 22 September 1988: 11)

O o
Biscourse analysts have demonstrated that modality is fundamental in t

‘reation of discourse; all messages
it is only to make a
mat’, as compared
at just may have sat on t

ention to the modal verbs but,
for larger vocabulary of

modal lexical items

€

choose some degree of modality, even if
nemrral choice of bald assertion (e.g. "1 he cat sat on t::e
with the heavily modalised ‘I suppose 1t's possible th 5
he mat’). Language teachers have always pal

Holmes (1988) shows, in her survey of

is

spoken and written language(Modaliry_i_s often thought of as the province four ESL textbooks, that the fiiaterials, and there does seem to be a
of the closed class of modal verbs (must, can, will, may, e1¢.) and treated as ":"&“'“__‘;‘_“_‘_ifr'EF?‘."W‘M%W;mml data shows.
part of the grammar of English, but a large number of ‘lexical’ words need to redress the balance in light
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Reader activity 7 =8

Underline words conveying modality in this text:

HFOOD AND HEALTH
(Can citrus

peel harm?

international adwvi ies
forthaamount%?%
consumed daily wi any
significant effect.

(from Which? January 1989, p. 4)

3.9 Conclusion

The study of vocabulary in discourse is concerned with patterns in text
generated by the vocabulary relations that are found over clause and
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3.9 Conclusion

nee boundaries, the role of certain words in organising discourses and
g their structure, and the relationship between these features of
ality and the register of the end product. Such an approach also offers
iernative motivation for the construction of word lists to supplement
traditional semantic-field orientation. Students themselves can be
wraged to collect items along discourse-functional lines, something
I becomes more and more important as they embark on composition
g and argumentation in general, and something which can offer an
wsed backdrop in learning areas normally left to organise themselves.
: more, though, the whole enterprise depends on adapting what is
il in discourse analysis to current practices, and on teachers and
tial writers paying greater attention to the insights offered by naturally
rring data.

reading

stundard work on lexical cohesion is Halliday and Hasan (1976); Hasan has
jee revised their model (see especially 1984).

il not much research has been done on vocabulary and discourse, but further
jeussion of instantial relations may be found in McCarthy (1987 and 1988),
il in Carter and McCarthy (1988: Ch. 3).

¢'s (1975 and 1977) papers on hyponymy are innovative in that they look at
jguage in use, while P. H. Fries (1986) and Ellis (1987) look at instantial
nonymy.

the use of superordinates in discourse, Wisniewski and Murphy (1989) is
feresting.

arthy (1990) looks at further vocabulary features that cluster around text-
ganising words, and Lindeberg (1986) links lexical relations with thematic
velopment in text.

irther paper that considers the re-entering of full noun phrases as opposed to
fonouns is Hinds (1979).

jon and Greaves (1973: 54-68) offer practical suggestions for the analysis of
wical relations in texts, based on the idea of lexical sets, and their paper on
eld of discourse” (1981) ties up the Hallidayan idea of collocation with the
ypics and institutional focuses of texts.

id Brown and Yule (1983: 89).

by (forthcoming) contains a thorough analysis and a novel view of the function-
ing of lexical cohesion.

g (1989) takes further the discussion of discourse-organising vocabulary.

ubbs (1986) is a good, general paper on modality in discourse.

¢ more on modality see Perkins (1983) and Westney (1986)
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4 Discourse analysis and phonology

Alice felt even more indignant at
this suggestion. ‘I mean,’ she
said, ‘that one can't help
growing older.’

‘One can't, perhaps,’ said
Humpty Dumpty, ‘but ftwo can.’

Lewis Carroll: Through the Looking
Glass

4.1 Introduction

Under the heading of phonology in this chapter we shall take a brief look at
what has traditionally been thought of as ‘pronunciation’, but devote most
of our attention to intonation. This is partly because the most exciting
developments in the analysis of discourse have been in intonation studies
rather than at the segmental level (the study of phonemes and their
articulation) and partly because intonation teaching, where it has taken
place, has proceeded on the basis of assumptions that are open to challenge
from a discourse analyst’s viewpoint.

4.2 Pronunciation

Traditional pronunciation teaching has found its strength in the ability of
linguists to segment the sounds of language into discrete items called
phonemes which, when used in the construction of words, produce
‘meamingful contrasts with otherwords—te-g-the phonemes /p/ and /b7 in
Enghsh give us contrasts such as pump and bump, pat and bat, etc.). The
position and manner of articulation of phonemes in a language like English
are well described and can be presented and practised in language classes
either as isolated sounds, in words, in contrasting pairs of words or in
minimal contexts. Such features will probably long remain the stock-in-

trade of pronunciafion teaching and, if well done, can-undoubtedly help

[earners with difhculties,

88 — —E‘xa]-u “’71!‘\-"‘-1

4.2  Pronunciation

een from the viewpoint of connected stretches of naturally occurring
course, the problem becomes more complex. When words follmf.' one
other in speech, phonemes may undergo considerable changes. A simple
ample is the diff fiormal spoken rendition of ‘good
ening’ [gadizvnip], and that of ‘good morning’ [gabmo:nig]. The /d/ of
¢ citation form of good (the way the word is said when isolated, out of
ntext) becomes more like a /b/ when it precedes the bilabial /m/ of
0 .#S;W ) puts it: ‘every consonant and every vowel
Il be affected by its neighbouring consonants and vowels and by the
WTiTic Structure in which it occurs.’ Brown lists many examples of such
Similations, and of elisions (where sounds from the citation form are
issed out’ in connected speech: ‘most men’ will be said without a /t/ in
ural, conversational speech).

leader activity 1 =8
\ssimilations and elisions
‘onsider how the following would be articulated in informal conversation
i Standard British English (or, if you speak another variety, in that

ariety). What changes would take place to the way the pronunciation of
he individual words in isolation are represented in dictionaries?

ten or eleven months ago

| asked him what went on

. not her! not Mary!

, considering my age, I ran miles

the citation-form phonemes of English words in casual, connected speech.
i communication but is undoubtedly

‘mon y occurring assimilations and elisions by practising pronunciation in
(at least mimimal) contexts. Alternatively, the answer may be to tackle the

problem simultaneously from a ‘top-down’ and ‘huttom—up’_ approach, on
the premise that articulation, rhythmicality (see below) and int

ori articulation in terms of reduced and altered articulations of individual
phonemes, alongsi & specihc teaching of phonemes and the most
b Tommon altered and reduced forms.
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Good advanced learners of English use assimilations and elisions nat.uralky, i,...b‘
Put a surprising number of quite advanced learners continue to articulate M

and there may be a case for explicit Levcls
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4 Discourse analysis and phonology

In some respects the most neglected aspect of the teaching of pro-
nunciation has been the relationship between phoneme articulation and
other, broader features of connected speechePennington and Richards
(1986] argue that pronunciation /s important as an aspect of discourse-
oriented language teacRing and that three areas, or components, shonld be
addressed—Segmental features, voice-setting features, and prosodic
(intomational) features. The segmental, or phoneme-based, view of teach-
ing, they argue, needs to be supplemented by concern with ‘general articu-
latory characteristics of stretcpﬁesﬁf speech’. These include voice-setting
features, such as, for example, the general tendency towards retroflex
articulation in Indian speakers of English, which can cause persistent
difficulties for the non-Indian listener. The prosodic component consists of
stress and intonation. Pennington andmm;a

constellation of features manifested not just in the articulation of particular
|| phonemes but in the stream of connected speech that is natural discourse.

Things such as voice-setting features are difficult to tackle, and are
| largely ignored in present-day teaching materials, but advice ro learners on
| the typical settings of the speech organs that give each language its unique
character when heard can help to improve the overall sound of the learner’s
performance. In fact, Honikman (1964) advocates establishing the voice-
setting first, and then the details of articulation, thus taking a top—down

aEEEEE]J‘— dM;;-(ﬁﬁ‘]J—st_ ,!.M%M“
= F,_.ﬂ,{
; 4.3 Rhythm q/ygfy:h,;ﬁﬁ.—-u—;ﬂ

When we listen to a stretch of spoken English discourse, we often feel that
_ there is a rhythm or regularity to it, which gives it a characteristic sound,
'| different from other Tanguages and not always well-imitated by foreign
l learners. impression of rhythm may arise out of a feeling of alternation
between strong and weak ‘beats’ in various patterned recurrences:

fF - - - |—
(4.1) Most of the people were visitors.
-/ - - f - f
(4.2) A friend of mine has bought a boat.
- —= = - ==
(4.3) A week at the seaside is just what I need.

Brown (1977) found such recurring patterns in her recordings of broadcast
talk. But other natural speech is often not as regular as this, nor will the
atterns necessarily recur in the same way at different times. If we dip at
random into natural data, we find stretches such as;

- - ! - = = ! !
and the speed limit was five miles an hour

(4.4)
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o
¥

there was a sharp turn at the end of this village

o o =

(Author's data 1989)

Sometimes, in order to capture a felt rhythmicality, we can mark silent
4ls to maintain the rhythm:

LT ——
6) there’s a house over there,

wother way of looking at this is to say that utterances can be divided up
10 groups of syllables that have more or less thie same duration, called fee
fool as a_unit must contaiy stressed syllable). Wlthm_ each foot,
Ilables will be “stretched out’ or ‘squeezed together’, depen

1! ere are. to maintain the rhythmic time span, as in:

it

isn’t there

! bought |

g e
i one that

!

| This s the ¥ Prank

here the first foot has two weak beats, the second has one, and the third
1 fourth have none, but where all the feet are perceived to be of more or
s the same duration.

sader activity 2 =8

magine contexts for these utterances and then mark them with / for
tressed beats and — for unstressed beats:

. What’s the matter with Mary?

) 1 knew she would come in"the end.

§. Put salt on those chips if you want to.
He works on a farm, doesn’t he?

fa

strumental analysig may reveal that the ‘beats’ are anything I:!ut

chyHhnictt

7CC‘ES€i reguid in real time and as We sha e |'|_‘.‘| oDlems A
§iich an account of rhythm, Nonetheless, the overall experience of rhyth
\{§ often still present. This general feeling we shall refer to as@

Couper-Kuhlen T 39 | _ ;
raditionally, thythm has been considered an important element in the

teaching of spoken English. This is pltoba_'b]y_ due to two main ?acmrs.
Firstly, there does seem to W
stretches of speech, especially carefully considered deliveries such as broad-
cast talks, fluent reading aloud, speeches and monologues, as well as some

ordinary conversation, Secondly, the concept ot English as a stress-timed
| B

-

e
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4  Discourse analysis and phonology

language, deeply rooted in theoretical and applied linguistics, has domi-
nated approaches to the teaching of rhythm.
“To take the second factor first, the notion that the languages of the world

| Aaledic, can be classified according to rhythmic criteria has persisted throughout
[ entury. [he priperpal disiicos 1s made between €. 2 and
& i Broadly speaking, languages such as Englishand Arabic

are said to have more or less equal time spans (or interstresses) between
stressed syllables; S0 that any intervening syllables, the number of which
may vary, are made to fit ifto the available space between stresses. Stressed
smmﬂsed ones. Languages such as
French and Spanish, on the other hand, have regular syllable length for
both stressed and unstressed syllables, and are thus timed according to their
syllables, or syllable-timed. While this distinction may correspond to some
strongly felt perception of the different characteristic rhythms of languages,
there is little hard instrumental evidence for i .I{l,__f:i_cyin recent years, quite
a_lot of convincing counter-evidence has been presented. Dauer (1983)
examined data in English, Thai, Spanish, Italian and Greek, and @ncluded
that interstress intervals were no more regular in English than in Spanish, a
so-called syllable-timed language, and several other investigations similarly
challenge the stress-timed/syllable-timed distinction (e.g. Borzone de
- We are forced to conclude, therefore, that
the notion that English is stress-time@nd that perceptions of
hythmicality may have their origins in_other phenomena of connected
speech.” The lack of evidence anyway undermines those teaching

pproaches that advocate training in reproducing utterances according to
carefully timed beats on stressed syllables, using metronomes, table-tapping

or hand-clappi .g. Greenwood 1981).
@Iinger 51986: 3745 lattempts to simplify the timing of interstresses and
to account for rhythmicality with a few basic rules, and his account has

been advocated as a basis for the teaching of rhythm bS'\Faber (1986).
Bolinger’s description is based on the idea that English has two kinds of
vowels, full and reduced. The reduced vowels are schwa /a/, /+/ as in
‘silliness’, /e/ as in ‘soloist, and ‘syllabic’ consonants (e.g. ‘rabble’). Other
vowels are full vowels. Full (F) and reduced (R) correspond to syllable types
which can be called long (L) and short (S). For example:

(4.8) an unforgettable person
RF RFRRFR (vowels)
2 ERLLSR ] B (syllables)

Bolinger’s rule is simple: if an F is a pause, then

if an F is followed hy anather F or by a pause, the
the first F becomes ‘extra’-long (LL); compare the syllable rhythms of seller
and sell-by:
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the seller’s advice
FR
LS

the sell-by advice
F F
ErSE:

. must be noted that @r is talking about the timing of the whole
al:lhe extending or drawling of the vowel. Another way of
iticulating the rule is that TLis the norm for ful]-\rowellcd sy_]lables, but
then followed by any S, the S ‘borrows’ time from LL, making it only L, as
A hat-box and hatter:
4.11) hat-box
L L

hatter
LS

Keade activity 3 8

Analyse the following utterances according to Bolinger’s principles, label-
ling them with F and R for vowel-types and LL, L and § for syllable-types.
Then try a loud reading of the phrases. Does Bolinger’s system produce a
patural rendition?

. Which hat shall Jo wear to the drinks party?
2. | met Bill Smith in town at lunchtime.
A bottle of mineral water.

[T §
Doy [ frivesn
*Borrowing’, as illustrated in (4.11), means that rhythmic groups of
approximately the same duration are produced in connected speech, The
theory is appealing in its relative simplicity, but it sufters from a worrying
Mircutarity in that reduced vowels are only reduced because they are
linstressed, whereas Bolinger's rule tends to take the question of stress out
“of the equation. The traditional stress-timing view, despite its short-
Comings, recognises that vowel length and quality are dependent on stress.
It is also difficult to see how such rules could be transferred into the
language class except in the form of practice in repeating small chunks of
ready-made language of phrase- or clause-length in the ho th:at some
underlying competence will develop that can be transferred to fEe situation
of natural speech production. Faber's optimism on the classmitg_zgp]l-f
cability of Bolinger’s theory

may be somewhat misplaced.
It seems then that there is some basis in the notion of rhythmicality, if

only as an as yet ill-described characteristic of English, bur it is di
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4 Discourse analysis and phonology

see how the stress-timing notion can be of much direct use in the language
class where the emphasis is on natural discourse.

Not enough is yet known about rhythmicality in talk, or what its
functions, if any, might be, and speculation abounds. Some phonologists
feel that, in spoken interaction, the rhythm a ‘speaker establishes and
conforms to represents an underlying tempo (basically the pace or speed of
speech, just like the relationship between rhythm and tempo in music),
which governs interaction and which gives important clues to participants
concerning things such as turn-taking fScollon 1983). Others see a different
organising function in rhythm. in the dividing of information into coherent

chunks Tor the listener ( yand yet others have argued for the
iMportance of the tole of th

part of the Tistener (Gamperz 1982: 109> But none of these accounts is
entirely convincing. *

The idea of stress-timing has @g@h&wfﬂﬁgiﬁl_@dition
coricerned with analysing fiterary texts, careful readings, broadcast talks
and e tike, Natural conversation certainly does not lend itself to regular
rhythm-tapping, €ven though the flow of talk is -punctuated (often reg-
ularly] with perceived s s, and the business ol spontaneous speech
production hardty gives time for careful rhythmic pre-planning and
‘keeping the beat’ (even more so for the non-native speaker struggling with

1l the other encoding difficulties). Rhythm training in the classroom can
only work with textual products ratherThan the process of creating rhyth-

ic talk, and, indeed, forcing learners to indulge in artificially ‘cramming’
stressed and unstressed syllables into a regular rhythm may take their
attention away from the genuinely interactive dspects of stress, not least the
speaker’s choice as to what is to be stressed and what not. It is to the
in where and when stress is placed that we next turn,

4.4 Word stress and prominence

At this point, it is useful to change our terminology slightly and introduce

_ # the term prominence. Syllables which stand out in the flow of talk, because

the speaker has uttered them with ¢ ater intensity, or duration,

or pitch variation compared with surrounding syllables (and our per-

ceptior—of this ' phenomenon will usually be due to a variety of such
features), will be teferredvto as prominent syllables @Bﬁm_bl-
It is helpful to have this special term, prominence, so a5 not to confuse word

stress, which words bear in their citation forms (sometimes called their
isolate pronunciations), with what concerns us most here: the choice of the
speaker to make certain words salient by giving prominence to syllables.
This is therefore a more precise use of the term prominence than is found in
some sources (e.g. Cruttenden 1986: 7).
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A word such as Japanese in citation form would have a word-stress
wonie of:
2 1
12) JApaNESE

here 1 represents so-called primary stress, and 2 secondary stress. But it is

that prominence can occur differently on these two syllables, or
deed not at all, depending on the speaker’s choice as to where the main
5 (the ‘sentence stress’, n@ is placed in the utterance; the main
ses are underlined.

§.13) ACtually, she’s japaNESE
4.14) a JApanese SHIP-owner’s been KIDnapped
A.15) i thought SHE was japanese, NOT HIM

.’ o word stress, as it is traditionally understood, and prominence, as we
hall use it here, are two distinct levels. Where they overlap, of course, is in
the fact that prominences may not be distributed just anywhere in the word,
ut may only fall on certain syllables. Where two prominences can occur in
the same word, as is often the case with a whole class of words such as
ApanESE, UNiVERsal, conGR AtuL Ations, etc., the second will always be
he stronger. Thus Japanese may commonly receive prominence on JA or
NESE or both, but will rarely if ever be realised as jaPAnese. Many other
solysyllabic words may only have one prominence but may still have primary

T 1 2 1 2
nd secondary word stress (e.g. CAtalyst, CONfiscate, WHEREabouts).
5, when describing a word in a dictionary entry we can state which
wllables are prone to prominence and which are not:

4.16) UNemPLOYED she's UNemPLOYED
an UNemployed WORker
not: * she’s unEMployed
CONADENTial this is VEry confiDENtial
a CONfdential MEmo
not: * a conFldential memo
For the le ish, information about which syllables may be

‘prominent is useful; it is a@atural paty of the lexical competence of native
speakers, In this regard, the traditional distinction between primary stress
“and secondary stress (see above) may be misleading, and it may be more
helpful simply to indicate to the learner which syllables are prominence-
prone (as Brazil's system of annotation in the Collins COBUILD (1987)
dictionary does, for example). Otherwise, the learner may be misled into
thinking that primary and secondary stress must be maintained at all costs.
Thus Swan and Walter’s (1984: 9) citation-form stress patterns for nation-
ality words such as japaNESE are all right when the word is spoken in
isolation, or in a context such as (4.13), burt not for (4.14) (see above).
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Reader activity 4 =8

For the following list of words, do as in the example: first mark primary
and secondary word stress, and then indicate, by underlining, which

syllable or syllableslmay be 1mac;if: prominent in discourse. For example:

confrontational CONfronTAtional

1.~ disghed

. complicited
. applichtion
. dihosalir

—

£ L2

4.5 The placing of prominence

When and why do speakers attach prominence to syllables %ﬂ:h,l(}

the words That contain those syllables in their uterances? Consider the

ollowing:

{4.17) a CUP of TEA

(4.18) the THIRD of APril

(4.19) WHERE’S the BREADknife?

The non-prominent words (a, of, the) are, as it were, taken for granted;
they do not represent any choice from a list of alternatives: ‘a cup of tea’ is
not an alternative to ‘a cup by/from tea’ in most conceivable circumstances.
But, equally, ‘the breadknife’ is not in any real sense a selection from
myl/your/a/Mrs Jones's breadknife in most situations, since the speaker
assumes, or projects the assumption that the missing knife is the one in
normal use in the household and that it does not need to be specially
identified more than by the. There will, of course, be circumstances in
which speakers deem it necessary to make prominent items which in most
other circumstances can be taken as understood, as in (4.20) and (4.21):

4.20
(4.21)

NO, it’s part OF the course, NOT just an optional EXtra

i can TAKE you right TO the door if you WISH

In these two examples, words that are otherwise usually taken for granted
are signalled as significant selections by the speaker. (4.21) could equally

well have been rendered as ‘RIGHT to the DOOR’, but the speaker has
chosen to highlight the preposition to. It is this that is meant by interactive
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_ as realised in prominence, as opposed to the relatively stable
tterns of word stress. So when we consider prominence in discourse we
¢ considering the extent to which speakers’ and listeners’ worlds con-
tge, and what is signalled as prominent (i.e. selected by the speaker from
ist of possible alternatives and projected as a significant element of the
sssage), as against that which can be assumed as part of the taken-for-
unted elements of the message.

nd picture the contexts of the following utterances and decide which
lables the speakers will be most likely to make prominent. Here is an
ple:

ssenger to bus-driver)
this bus go to Parkside?
OES this bus go to PARKside?
it: does THIS bus go to PARKside?

. (customer to waiter in restaurant)
Does the soup contain meat?

. (you telephone a friend at 11.30 p.m.)
Sorry to ring you so late.

L (at a car-hire office)
‘Will you accept a cheque?

n doing the reader activity, you may have noticed that it was not only
mall, function-words that were being made non-prominent. The tradi-
ynal statement that lexical words are stressed and grammar/function
ords are not is only a general statistical tendency, not a rule, even though
consider it a useful fact to impart to learners (e.g. Currie and Yule
1982). It is quite likely that contain (1), ring (2) and accept (3) will receive
prominence, as they are part of the taken-for-granted elements of the
discourse. By the same token, grammar/function words may well be made
‘prominent for a variety of reasons:

we WERE hoping to get there beFORE tea
she SAID to leave it HERE, but there’s NOwhere TO leave it

Pupil: i aRRIVED to the AIRport at SIX
Teacher: aRRIVED AT
Pupil: AH, i aRRIVED AT the airport at six
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4  Discourse analysis and phonology

This last example is a very typical one in the language classroom. For the
purposes of the interaction (to signal to the pupil that a mistake has been

#~ made), the teacher makes prominent a word that would normally be a
X non-selected, taken-for-granted item. The teacher is reacting naturally o

the situation, but there is a danger that, in correcting wit prominence on
at, the pupil might judge the teachersrendition to be the normal one.
‘ords Tike surprised, accept and contain, when they are non-prominent,
may still be heard to retain traces of word stress (so that even non-
prominent surprised may be heard as surPRISED rather than SURprised),

or they may lose their word-stress pattern altogether; phonologists call this
_‘_li-]e intermediate accent ru nowles 1987: 124-6).
If a speaker makes a word prominent which would not normally be made

prominent, listeners seek motivation for the prominence as part of the
general desire of participants to find coherence in discourse. The listener
may decide, for instance, that some contrast is being suggested; if someone
says:

(4.25)

i STUdied IN London FIVE YEARS ago

they may be heard as suggesting some significance for the word in (chosen
as opposed to near, or outside of, for example), which may be
unintentional. Sometimes it is even more difficult to make a coherent

interpretation of prominence, as in these attested non-native speaker
examples:

(4.26)
(4.27)

my SISter HATES flying JUST as much as i DO
can i PAY by credit CARD?

Reader activity 6 =8

Listen carefully to any non-native speaker that you know when he/she is
speaking English naturally. Are any words made prominent at

inappropriate or incomprehensible places? Is there any pattern in the
misplacing of prominence?

Speakers of some languages have a tendency when speaking English to
make the last element of an utterance prominent, regardless of whether it
would normally be prominent in English. Other problems with prominence
can sometimes be traced back to misunderstandings about word stress,
especially in compound words, so that a ‘marked’ version of the item is
produced in contexts where there is no reason to do so:

(4.28) i've BROken a coffee CUP
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00 i HAVE to REgister at the police STAtion to STAY in ENGland

chers have first and foremost to train themselves to observe learners,
: ght be consistently related to

§ifg carefully for any problems that my _ ;
placed prominence. Many available Wmﬁe
seacticeimrdeciding which words to make prominent in sentences
dialogues, though such exercises are gcnera_li_l)r conflated under th?
ding of stress with exercises aimed at practising the word stress 1([}

tion forms. Bradford’s Intonation in Co:frtext (1988) specifica ly
lfesses prominence in the sense we are using it here I{sce_ thr.: Te?cher ds
3-4), though in the Student’s Book the term highlighting is use

e d-

i Intonational units

liny phonologists believe that it is possible to divide speech up into si'rn}z:u
jts in which eachumiriTas at least one main, Or nuclear prosnence. 1 s
ominence will be marked by some variation in pitch, either predomi-
ntly rising or falling [see 4.7 i s dehined may then have other,
Sh-nuclear, promimencesusually just one), n(_i_rty:her,_nnn-promxrlg%
lables. The nuclear prominence is the ast prominence in the unit, an
ch units are usua S \Typical tone groups
suld be (from now on we shall ¢ nuciear syllable in bold to
inguish it from prominent, non-nuclear syllables):

.30 [ she WORKS for the GOvernment /
.31) /i KNOW the FACE / but i CAN't put a NAME to it /
32} | WHERE’s that FRIEND of yours /

Hw&r—mjﬁ@wﬁﬂﬁ and are claimed to
| imatical clanse:
orrespond_most frequently in natural data with grammatic us.ais1
Flalliday T967)as do our examples above. In acru:al fac_t, it i§ Ot at a :
sy o solate tone groups in natural data, especially in rapid, casua
peech, and some linguists have abandoned the attempt altng.ethe_r, as we
shall see below. But the tone group is central to the school of linguists who
Ll ((m_rl';ﬁn as being concerned with the

1afiOH Ericiedre O
i — —

UTTErances Hratiid 5 5 . Fof Ha

(ay, tone ‘:?
i Its; i t the
groups are informational units; the speaker decides how to segmen 2

ormation to be transmitted and encodes each segment as a separate tone
group. The nuclear prominence, or tonicas we ?hall now ca]l it, Ehro]ec:s z
what the speaker decides is new (in the sense of ‘newsworthy’) in the tone
group. So in example (4.30], the ncwsworth_y focus was on government, in
{4.31), on face and name, and in (4.32) on friend. The ri:st of the tone g:ioup
may be said to be given, but only in the sense of ‘the background or
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lysis and phonology 4.6 Intonational units
ssertit-as-a-topic in the conversation or to contrast it with another entity;
fhe other hand) an entity may be treated as given because It is ObVIoUs M ¢
‘Context, even though it has not been mentioned at all. Because all such ' '
f8ions are in the hands of the speaker, it zmay be argued that the notion
'n unmarked or neutral information strcture (i.e. one that uses the jorme
gle tone-unit clause in which the inEormationLis distributed as given +
v and the tonic is on the last lexical item) # irrelevant, and that, in

\guage teaching, to teach such a structure as if it were an automatic refl
on which *special’ or marked decisions are overlaid iymiz
: decision-making and assessment of the state of the interaction on the
1t of the speaker are constant.
The tone group is a powerful, basic structure for the analysis of talk.
ter all, we do not speak in sentences, and often not even in regular
juse-length chunks, and so if we can isolate a unit whose basis is the tonic
ominence and relate this to informativeness in talk, we can begin to
srmulate rules for a grammar of speech, in which the tone group is the
inimal useful contribution to any discourse. Research on such grammars
And the many cases of marked themes discussed i Ema speech, operating in tandem with, but not subordinate in any way to, the
nucleus on to those themes: ussed in Chapter 2 will bring the : 'tional grammar of clauses and sentences, is in its infancy.
‘However, not all linguists are agreed that it is a straightforward matter to
(4.36) :ﬂt]:;EC:L:OR[; ; \;’e GROW ourSELVES / but the poTAtoes / we BUY slate tone groups. Evidence shows that even trained native speakers ﬁnd_it
1 jery difficult to break talk up into such units and to _identify tonics in
(4.37) [ in the afterNOON / we went SWImming / becchT[Brown and Yule 1983; 1587 Brown and her colleagues have
Jdned the tone group-and instead prefer to work with longer ‘pause-

fined’ units. Long and extended pauses may be seen as ‘gstit\u'ugg
nits’ (ibid.: 164). They abandon the tonic as i £
fformation and instead mark all prominences equally, thus doing away
with the complexities of deciding exactly what is meant by given and new.
beominence then simply acquires a ‘watch this!” function, and may be used

6 draw the listener’s attention to a wide variety Ol PICIOMETE iri the
discourse, including marking the beginning 0T a SPes €1's turn, a new topic,

frame i : y
meanijofkj = ;hl':h Fhe newsworthy items operate’ rather than ‘given’
{ ( it bg already mentioned or understood’; the terms used by linguists can
,.}‘i k en be confusing because of their non-specialist meanings.
|
L

J

| r-he CIause wi [he tonic on IIIWEZ‘I[IEHL [ S i

£l 2 1n the clause

o see ( .

N the rheme (the portion of the clause from the verb on ardiiaplt;r 2), wlheir-.
aly contains the HEWSWGITEY information: L ii e dorloy

. f.‘:eme rheme
| & (4.33) i 've PUT it in the FRIDGE

(4.34) you PUSH that little BUtton
ﬂ- Many utterances will not follow this neutral, unmarked pattern, and the

f/{:
d}‘\m nucleus may be located in a number of different places; for example, the
5

=i
|
§;  theme may occupy its
| ‘ M} cOhttase: py its own tone group for purposes of foregrounding or
n' \ (4.35) / the WINE / was AWful / but the FISH / was suPERB /

Y
o

! Reader activity 7 =8

]

L. el : ygarkgs.ﬁ

i = T

2. /Suddenlya cdtfu Special Emphasts or contrast, of new information.

| 3. /If's Mo ‘:ij { hz;ep;d oElt,/ Brown and her associate oncerned with how speakers manage large

4. ,avitﬁno A T 1 1 tretches of interaaio,@m(ﬁrtﬁtakin and topic-signalling and
/D quute well his sistey' don’t know at all. fiow speakers use pitch Ievel to interact A0 NS here seems to be a

fAning of a new fopic in speech
and a s Enn an yce ; Cruttenden
m@rﬁﬁﬁrﬂ?ﬁcm is a tendency for the speaker to drop
Jow in his or Rer pitch rangk™at the end of a topic or sub-topic. These
pmmmmm one speaker has a long turn
or series of long turns, and is likely to be less noticeable where there is
multi-party talk where no speaker dominates, and where there are
sequences of short turms (see Schaffer 1984). The evidence certainly seems

It is 1 i
i th:ﬂipeaker who decides how the information is to be distributed in
5 h
assessgm cnfg = € theTonic)s placed, and the decisions rest on an
e ighted for the lis
istener. New and gi
as stated : - i f e
¥ L;:t:d ibt:.rt.,;re not simply a matter of what has already hcengmcn:
and what has not; an entity already mentioned may be highlighted to

—
—
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4 Discourse analysis and phonology

convincing that this is a basic function of raised pitch in English, and one
that can be directly taught if it is seen to be lacking in the learner’s spoken
production.

Brown and her associates work with a unit they call the - defined
as ‘a short sequence of units beginning with a stressed 33 figh in the

speaker’s voice range’; the unit then shows a descending order of pitch
height on subsequent prominent syllableﬁuyﬁc final prominence, which is
a fall Trom highto Tow pitch]Daratones are related to topic) rather than 1o
informa Te. A typical transcription of speech using this approach
is reproduced here; Brown and her colleagues use three lines, rather like a
simplified musical stave, on which changes in the speaker’s pitch level and
the direction of pitch movements can be plotted. The three lines represent
the low, mid and high average bands of the speaker’s pitch range. It should
be noted.that this is a transcript of Scortish (Edinburgh) English, which
does not have the large pitch movements associated with Received
Pronunciation.

(4.38) I found my drink was a great problem with them because

(el

-~
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or scotch and seven up + you know + I eventually
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% onology
- you would n
Onha!ly have if you had ice in your drink
] —

(from Brown and Yule .
Discourse Analysis 1983, pp. 102-3)
L

Reader activity 8 =8

Consider the advantages
e disadvantages of Brown’s system of tran-

scription compared with th
* Hallidayan one of tone units and tonic

syllftblcs;not so much in termy Fots
of intonatiotial St b o which one accounts best for all the details

in terms of their pedagogical usefulness.

Which system would learn
there other, more user. £l ¢ Most likely to find usable and helpful? Arc
¥ ways of transcribing intonation?

TR .

Turn-taking is another impq
intonation, The speaker can sj 20L-aspect of pitch level in this view of

using non-low pitch, even at a' &nal a desire to continue a speaking turn by
a syntactic unit, such as a r__]mlimunt where there is a pause, or at the end of

good turn-yielding cue. The i 5¢- Equally, a down-step in Eitf}' is often a
such as syntax, lexis, nnn-verbhmmﬂo“al cues interact with other factors
are typical of how the differﬁ] communication and the context itself, and
operating in harmony inadiscEm levels of encoding have to be seen as

1983). burse-oriented view of language (see Schaffer

Thf: approach to intonation h .
associates need not necessaril. aracterised by the work
¥ contradict the Hallhid

view. In terms of pedagogical
groups cou]d bepa llSEfugirl ﬁa:?tfufness, a Hallhd aydarr 3 proach l.iSil'lg tone
Tevels of Tanguage proficiency, ework for practising prominenc er

both—atone and c«:n:n?.::(inai‘;“—lL or practising ditterent toneS.(see 4.7},

undoubtedly has advantages fr, on. The Brown approach to intonation

m our point of view in its concern with the

management of [onger stre
tc :
hes of discourse and with turn-taking and

topic-traming, and doin

3 aw o
ana‘fyti_ta'l‘difﬁculty. Tﬁgggy—s“*w],lﬂ with tone_groups certainly avoids an
user-friendly, and lan guage tea of transcription, though; 1s not particularly

indicating pitch level and pro Chers may want to adopt their own ways of

sentation. What is more, the ir "¢NCes, using other types of visual repre-
, the iny : YP pre
could be taken as a global set teractive approach outlined in 4.7.4 below

ena such as yielding the turn Oy EE :::;::E:“:} '-\'1[111.‘]1 subsume local phenom-
ang, Ve topic,

6f Brown*and her
ormational
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logists disagree as to the number o

‘delivery may extend the domain o

4.7 Tones and their meanings

Tones and their meanings

Types of tones

¢ prominent syllables in an utterance are the carriers of any significant

lation in pitch that the speaker might use. At recognisable points in the

erance, the pitch level may rise, fall, or be carefully kept level. Pho-
f discrete types of significant falling,

ing and level tones that are used in English; some distinguish between as
ny as eight, others work with four or five. For our practical purposes five

Il be a useful number to consider. These are:

J y JM{MM

_j'iailsi_ﬁsc :;?‘ /_/—\ : /_)’_» 3 ‘L_.\’___P

b compdec

It is worth noting that the rone contour can often spread itself out over

e than one syllable or word (especially tones 2 and 3). Indeed, it will
ten be difficult to separate consecutive OCCUITENCES of a fall and a rise
om a single fall-rise that spreads over several words, though speakers

smetimes clearly indicate by running words together (often into the same

- in a broad ‘sweep’ of the voice that the tone is a complex one
read over word boundaries. In the following piece of natural data,
saker A utters the last part of his question in one sweep, and speaker B

vs the words seen one in a single sweep in her reply. But then B clearly and
serately separates seen and one in her next utterance by making one the

nic (to emphasise that it was only one) and by placing the rise—fall on one
ily, making seen a non-tonic, level-toned prominence:

Y
A: / are there MANY good REcord shops in mw?:ﬁ /
\_.—‘__-/
b
B: /i DON'T know about MANY / but i've gEQl/o‘ge /

A: | MM/

N

b ™
B: / WELL / i've SEEN ONE’
(Author’s data 1989)
h our example utterances, it will be sufficient to mark the tone on our
hold-face tonic syllable, with the understanding that other features of the
f the tone over more than that syllable.

Though opinions vary widely as to the functions of the different tones,

most phonologists are agreed on a broad distinction between tones that end
with a falling contour (fall and rise—fall), and tones which end with a rising
contour (fall-rise and rise). What is more, the distinction seems to be a
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linguistic universal and to have some universally common functional con-
trasts attached to it (see Cruttenden 1986: 168-9). But such is the confusion

amongst descriptive and applied phonologists as to just what particular
tones mean that it is worth taking a close look at different views to sce

where they seem to be pointing, if indeed there is sufficient common ground
to merit any general conclusions.

4.7.2  Grammatical approaches

{One widely held viewjis that intonation has a grammatical function, that is
to say, that there are ‘correct’ intonations for things such as questions,
sentence-tags, subordinate clauses, and so on. Most common among these

views is that ‘yes—no’ type interrogatives end in a rising tone, as in:
n o
(4.40) - /1 it INeeFesting? /

(4.41) / d'you feel &Nﬁry?:"
Conversely, wh- interrogatives are held to be uttered with a fall:
(442)  / WHAT'S the PROBlem? /

In fact, there seems to be little hard evidence that this is so, and much
evidence to suggest that there is no one-to-one relationship berween
sentenice-type and tone. C._C. Fries's (1964ydata had 61 per cent of
questions with a falling tone, and he concluded that ‘there seem to be no
intonation sequences on questions that are not also found on other types of
utterances, and no intonation sequences on other types of utterances that
are not found on questions’. Other researchers have come to just the same
conclusion. Our opening example of the comedy sketch in Chapter 1 also
underlined this lack of correspondence between grammatical form and
discourse function, and it would seem open to question whether any direct
intonational and grammatical correlates exi st, whether for interrogatives or
other grammatical structures. Tags, for instance, display that speaker-
controlled variability that is the hallmark of interaction:

/wjasﬁz"r it? /
\w}sgr ie2 )

Both are interrogative structures (i.e. inverted verb and subject), but the
choice of fall or rise seems to depend entirely on the speaker’s assessment of

the mutual state of knowl i r.
e more we look at intonation and grammar, the more we are forced to

conclude that they are separate systems which work independently, but in
harmony, to contribute to discourse meaning,

i
(4.43) /it was BOB SMI'I;I-I f
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Attitudinal approaches

far the most common view of intonation is that it is ‘relat‘ed to ;mruzji
f emotion, that some intonations express ‘surprise’, or ‘detac m;nt-,
U 50 on. This scems particularly so when we look at utterances such as:

\.‘ 4 - -
/ ]O\i-lNI { HOW nice to SEEJ,‘I you! / (high fall: surprise)
¥

{ic ! 50 i 1I: excitement)
! he’s COming uf/FRIdag fISn’t tha},GOOg! ! (rise—fall: exci 4
bty often, though, it is simply the lexis that rm.s]callds us: rjhe se :l]me
onation Ipalw.srns can be used without any emotive implications, or else
h completely different ones:

b
A: / CAN i invite my S@t‘é? /

B: / YES! / BRING her aLétgcr / (high fall: enthusiasm? friendly
acceptanice?)

\ . "
/ the CHILD is BRTLLiant / BEST in the CLASS / (rise—fall: purely
informative? efithusiastic? sarcastic?)

try t
=ls o tones out of eentext, for it seems almo-_st any emotion can
V= accompanied by any tone, and that wit_hout lexical or cont;:;u:i
formation or other vocal clues we cannot reliably label a tone con Phis
ying a particular artitude or emotion. The most we c:anhszymmsm
notional intensification tends to be accompanied by wider pitch co }

: : . ! ;
ut that is far from attributing particular emotions and attitudes to pa
cular tone contours.

saying the utterances on the following pa%{e a; thg}r ;re labcll;;l;t::;i
t the same P

s to any other words that t
then try to change the wo - e
but retaining the same tone contours, as in the example. How &oc}s; i .
interpretation of the attitudinal or emotive aspect of the utterances change:

Noro . \
fixample: / MA\I}K ! WHP.I s the MA:!T:::? /
/ YES') MAYbe FRIday /

Wy g
{ P\O\S\Js{ibly /i DON'T KNEIWJ"
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1. /he’sa STUpid ngu /

2. /if you Opened your }:’\'5]{5' / you'd Sl% it! /
3. /Jik© /i DON'T beLIEVE it! /

The attitudi i i
i, lat:}d:;l:]iemon;e ap to intonation is deeply entrenched in
e ign tg teaching. Boyle (1987)says that ‘stress and intonation are
il ang ich aealsl with_attitudes, moods,
ol dully n uggqfits stt;]p-b]r-stcp intonational analysis of
dial considers the attitudi i
aSseen 1m the INSTructions to teachers: S i g
SEEN I the 11 :

(4.48 : Thi i

) fﬁzpaft}t'l'zls‘step must not be omitted. Pick a line or lines in which

: ude is very clear and where stress and intonation patterns are
casily recognised; e.g. “what a beautiful day!”.

(Roberts 1983)

- L e

‘c](:ir ;sta,c?;; thhm Ext]tr:rs th’ls with level pitch which the students must

b lg_h [E: ling pltl;:h, because the speaker is ‘happy’, not ‘sad’
L ption is that level pitch would convey an attitude of sadness, and

yet itis clear that level tone can be used by someone who is perfectly p-:;li?e

happy and interested i ;
; , as in this attested
switchboard operator speaking thca?le:-:;SI example of a telephone

(4.49) {fand YOUARE MR . ..?/

] h ne igse v cOon

The point abou i
t attitude can _be furthe PR .
Eom teacki ; erlined with two examples
o hing matgnal Ef? fhompson 1981)>identical tone patterns inl:;he
ponses realise quite different attitudinal contexts:

(4.50) (a) Alan: Sc}‘rry about the noise last night, jé;'

Jo: Ishould think so ;MDO

(b) David: .. . Sgrry to ring so Ia‘i/twe

Jo: Not at\‘gll = l"""'"f “"’E (”“"{J""{'(Q

We must con it i i
clude thac it is y a_fruitless enterprise to teach

£ 1 .

verbal behavi . ;
aviour and contextual factors. Such matters may well be cultural
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siversals: there is certainly not enough evidence to suggest major differ-
ges that warrant direct pedagogical intervention. When attitudinal cues

¢ misunderstood, as in judgements such as ‘speakers of language X
sound arrogant in English’, the reason is likely to be traceable to
isleading signals concerning what assumptions the speaker has encode

y tone choice with regard to such things as the state of the hearer’s
fowledge, what is recoverable from context and what is ‘newsworthy’ or

N centre of focus, that is to say, the interactive level of signalling that
stonation can be shown to convey. terference may also play a part:ii
eneaker has as L1 a langnage with a narrower pitch range than English 7.
.. Danish), then he/she may well sound ‘Aat’ and monotonous in English, 1
yoIf L1 is a language with a tendency o ‘jump’ arly in pitch (e.g.
terich), then the speaker may sound “excitable { By the remedies here
vould seem to be training in typical English pitch range and tone contours
an_anything to do with rteaching learners how to express

INOTIONS.

I.7.4 eractive approaches
[he interpretation of tone choice that seems most reliable and which seems

to make most sense, given what we have said about the fundamentally

nteractive nature of the other parts of the intonation system (prominence,

tonic placement) is to see tones as fulfilling an interactive role in the

signalling of the ‘state of play’ in discourse. The speaker has to judge ho

to deliver the tone group. Should it be delivered as open-ended, as incomg”__
lete in some way, as non-conducive with regard to 3 possible response (i.e!

not restricting the possible held of response), a%___g.r_p’_bad(umﬂto what is the
main message, as referring to common ground? Or on the other hand;

should it be delivered as possessing a finality or completeness, as ‘telling’
rather than simply referring to background, as conducive towards the

response of the hearer, or ist_l-u:_m;.\itu:gggf_ﬂmmssa ice in
[English seems to fulfil these opposing functions, andCruttenden (1981} /has
referred to a major distinction between open and closed meanings; while

Brazil (19852 and bytalks of referring and proclaiming functions. In British p®

Received Pr ration, the open or referring functions are carried by =
“tones ending in rises; the closed or proclaiming functions by those endingin .y,
falls. When there is no orientation on the part of the speaker to either of

these functions, the tone is neutral or oblique, and is realised by a level

pitch. Let us consider some examples:

A %
(4.51) / IF you LIKE / we can GO via %Nchester /

N, 2
(4.52) A: [ are YOU mr BL&J(E?.-’
oo
B: /YES/
"
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\
(453)  A: /NOW/YOU must be mBLA;'(Ee /
/YES /

N\
A/ IU(&HT [ room TWENt}f—glia( i

=

(4.54) : / are YOU mr BLAKE? /
\

A
B: / /
A: h?g / the S ike a W

it I_‘-'l the Egrcrary { would like a W(&RD with you /
B: / QH i

In (4.51), “if you like’ is treated as back i
, ground or subordinate informari
to]the main message. But subordinate here is not intended in the gramma?i[?
:::]a sense;ﬁlie E;.ipcalwzler might have considered the grammatically subordinate
];. ause to be-the main message and the (grammatically) main clause ro be the
ackground or ‘common ground’ information:

{4.55 ! i i A
) we COULD go via h‘l.&]%chester / but ONLY if you WAMNT to /

In {4.52}_, ‘Are you ‘Mr Blake?" is an open-ended utterance: it calls for some
comp_]cnon‘or closing, in this case an answer that establishes the unknown
polant_}' (a ‘yes—no’ question). Mr Blake’s answer provides the finality that
was missing. Spcak?z A in (4.53) is sure that this is Mr Blake, and so uses a
tcl!uqsed and conducive tone. But in (4.54), Mr Blake is nor’ satisfied that
: ]111g;s’ are final and closed, and his rising-tone answer has an implicit
why?’ or ‘who wants to know?’ in it, and an incompleteness that is only

closed by A’ ;
s ‘gh,os utterance, followed by a confirmation of the closure by Mr

Reader activity 10 =8

‘I!.iathbel tf]: I—t«:jnics (the main prominences in bold) in these utterances with
. er . se {'\/':l‘ or falling ( ™\ ) tones, according to whether you
Judge them to be ‘open/referring’ meanings or “closed/proclaiming’

teractive tefminology to its limits, and may not sound convincing in class
)¢ in teaching materials. Howevep) until we have more satistactory te
br interactive functions, the| interactive

48 Key

this interactive view of tone choice, the speaker is constantly making
mptions as to what should be treated as background or common
und, what may be uttered with a conducive tone, what is open-ended,
| what should be delivered as world-changing in the perception of the

leazil (19852 and b) attaches a_further interactive significance to the
irnal choice represented by fse-fallas opposed to fall,and rise as
posed to fall-rise. Kise—tall and ris¢ are seen to be dominani-speare
jces; at any given point in a conversation, one speaker will typically

¥

ercise dominance, though dominance may change frequently in casual

yersation among equals. Dominant speakers have the option of using
dominant tones or the non-dominant ones; non-dominant speakers will
ly use non-dominant tones. In a situation such as a classroom, it is most
¢ly that the teacher will exercise the dominant-speaker option; pupils who
40 may be misheard as insolent. The following is most likely to I:%hﬁ&
ving the class information rather than a pupil answering a teacher question:

Z
¢ lit's Té;\Oiu T@){‘U is the past tense of TAKE /
i / e

e interactive approach to tone choice seems to be the most convincing of

¢ explanations we have looked at in 4.7.2-4. Nonetheless, there are
fresolved difficulties for pedagogical application. For instance, it is diffi-
It to conceptualise why wh- questions are very often uttered with a falling

\nie, wierrthey seem every bit as ‘incomplete’ and open-ended’ as yes—no —
Westions. One has to remind oneself that the choice of tone is independent

the choice of grammatical form, and that it is the speaker’s assessment of

e conducive (and theretord non-oéen) character of the question that is

pportant. “WHAT’S the TIME?, uttered with falling tone, invites the
garer to choose from a catalogue of possible alternatives, and can be seen
5 be conducive, but such explanations often seem to be pushing the

[] d |

meanings:

1. /IF you see / CAN you ask him to thgme? y offers just such an adaptation.

2. A:/imet Qs an/in T !
B: / JOsie C an? /
A: [ /

3. A:/ISit five o’'C 3/ The relative level of pitch between one part of an utterance and another can
B: /FI / : often be heard to change, to jump upwards, or to drop and trail off. We are
A: all familiar with utterances where the speaker’s pitch level suddenly rises, as

in B's reply in (4.57), where we can show the jump by moving to the line
above in our transcription:

/ A\EJ GOQD! / JUST in W! /
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A: /15 that COUsin of yours stll héve? /
\

S[grer NOT my
B: /she’s my /

(4.57)

Cb,ysin! /

B seems to be expressing something contrary to A’s expectations; there is 4
contrast between cousin and sister. Sometimes, though, the pitch level
drops:

N,
(4.58) / WELL / THAT'S IT then / /
" v mr’s\gnisi.ed

Here the speaker is indicating that ‘that’s finished’ does not add anything
new to the discourse, but rather that it is to be heard as functionally
equivalent to ‘that’s it then’, as saying more or | € same thing. s¢
two choices Brazil (1985a and b) refers to as?%%?b» and lox key,
respectively. When speakers are speaking in the middle of their average
pitch range, they are speaking in mjd-k 4 and the utterance simpl
more to the ongoing discourse. These three functions,
iyeniess, dd’tor addition, and @ for reiteration, are the &
English; they represent a further layer of speaker choice in intonation.

The jump to high key and the drop to low have also been seen as
important cues in topic management, with high key marking the initiation
of a topical segment, and low key its ending (see the remarks on paratones
in 4.6). Bradford (1988) again provides useful pedagogical applications of
Brazil’s account of key choices.

Reader activity 11 w8

Consider points where the speakers would be likely to jump to high key or
to drop to low key in these utterances: :

N A
1. A: /7l ASK CARlos /HE'S brazilian /
A\
B: [/ os? [ he’s Cléllean / DIDn’t you i(@(fWH

by Y \
2. A: / WELL / THANKS / you've been VERY HELPful /
3 A X
B: / WHO?/ ME? / NOT at ALY/ it's my JE{B; /

4.9 Pitch across speakers

Pitch across speakers

observation needs to be made concerning how pitch-level choices
. Matching or concord in pi een

i s speaker turn
te acros e

lers is a phenomenon noted byd@Brown,

4], ’and dealt with by Br%ﬂ 6%, under the heading of

linations Brown’s team show Wi Eir data hnw s.pea‘kers somet;tm?z
Hew topic by asking a qpe;tiun zﬁbbﬁzshtﬁzri it;e hsi;;;ap;zh

d how this high pitch is echoed by the _ _
h I:::ii:na;t:lg of the answer. A typical topic-opening sequence might be:

v A
TyRher?

A: / HAVE you ever been to

1'31() B}E\rﬂ:

A X
A: / it'sa GREAT COUNtry / REAlly /

ENWO.

/

48 kind of ‘termination’ choice exercises constraints on the li:;:]mer askt;
rt of key will be used in er. In ex:jtmple (4.59), the spea
tml:hw: hearer to produce a high-key) contrastive answer {a true yes—no
lig q-:'l::ey concord is used not only at the beginning of topirés; in {J:g(:]:;
er A responds in high key to agree with B’s assessment of a situ

hich is contrary to normal expectations:

‘7 (A and B have been discussing a photocopier which is always
breaking down) 2

A: FSﬁllCKing things / hR.ES‘N’T they /

\
a NEW one
\ VT G
B: /they ARE/ \ /and THY
\ YES
\
YES
A S N /
(Author’s data 1989)

i i n the
1fa speaker uses low termination, as B does in (4.61), WE""
' r to continue are minimal:

A
A: / so THAT'S IT then /

\
B: / YEAH/ A\

¥ THAT'SIT/
Aud N /
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4 Discourse analysis and phonology

rast with each other in the same utterance or c:_cchangc, asd in ezamilitlas
1-55). The key system is also relatively _stralghtforwar ;:Ljn _ t:;[ ty
nable, and contextualised dialogues and situations can l_:-eb ev;sd ri_c(;
t different keys. Pitch rise and drops at topic amﬁ suh-t{;ﬁlz' 0u1t1 e{ﬂd
b practised in prepared talks and anccdote-tel_hng. Su o isc]:c : vl
gtice is probably more manageable than trying to elicit the

\plex system of choices in one go.

410 Summary

The picture we have painted of intonation may suggest a complexity that
will never lend itself to straightforward pedagogy. However, the distinct
advantage of an interactive description such as Brazil’s, with discrete layers
of choice, or, for that matter, any description that adequately separates the
functions of prominence, tone and pitch level, is that separate parts of the
system can be dealt with individually, while not losing sight of either the
overall discourse significance of the different levels of choice or the unified
sense of the importance of speaker choice and adjustment to the constantly
hanging state of play between participants in the talk. Interactive

i tion, as well as being intuitively more satisfying, do

away with much of the confusing labelling of attitudinal approaches dnd

finish this chapter, we might look at what a short piece of natural

: urse i i its relevant features (promi-
sy like when transcribed for all its re s (promi
E v ¢ kind of transcription we have been using in this

—u ¢, tone and key) in th - : . ds?
ra m m . ! * gitd Foan 1t stands’
ofter amo ematic framework Tor innovative pedagogy. Decisions will bter. Do you think the transcription is pedagogically usable as .
still have to be made about presentation and how to make a complex set of iprer. licated? Ought it to be changed in some ways, or might other
concepts appealing to learners, but good language teachers have never it too complicated? more effectively convey the same amount of infor-
'HA lacked the ability to translate new types of description into useful practice, ___°£ fEscniphion
- iton?

e extract is taken from a recording of a senior prison officer in a
gaol talking about his job in an informal interview.)

Hers”

411 Conclusion

Should intonation be left to develop for itself, or should w@ There
do seem to be some good arguments for the latter view. For one thing, while
all languages seem to use intonation in some form or another, it is by no
means certain that realisations are the same. Even within dialects and
varieties of English, particular tones seem to have different functions. Some
researchers claim to Irave found significant differences from English in the
distribution of tones in other languages and how learners use English tones
(e.g. for German, see Scuffil 1982, A. Fox 1984, and Rees 1986; for Dutch,
see Willems 1982). But learners’ problems may not all be explained away by
@utrastive analysis. Lower-level learners often have to encode utterances in
errd—by-word, aﬁd'mﬂdrcﬁndidﬂm,—rppmmmmmping,

Prominence, ton may SImpiy m i{ rgue

A .
COULD you 'I'ESI'.J.. us a bit

Interviewer: / / about

TINE?

your EVeryday rou i !

A %
WELL BEEN & ]
Officer: I Y [ive N inthe/ Shfﬂrmcf for about

2 A
FIFteen YEARS / but UNlike my\PRE\vLcEf__u/c;upatmn /
i
we're DﬁALing a"h@% [/ with PEOPLE who are
N
\ ) :
F:\{Lures { of O’Ig'ler agencies / they've k\(}lfmall:.r /

A -
F}\]I.:d the / pr‘é:%A{‘ion service / and superVWeé

| 3 = . A
Torgiving learners the Opportunity to practise intomation using words and pof 5 /thar 157 2 MARKED DIFFerence / from
phrases they are already familiar with and do not have to struggle too much v /
with on the level of lexico-grammatical encoding. Or else other modes of my

N . -
PRE\rmus occupation

. WHEREas beFORE
/SO / V' you

spoken language such as scripted drama might be used; Johns-Lewis (1986)
' shows how quite wide pitch variation is found in acting situations (in
comparison with conversation and reading aloud), and drama could offer a
context for spotlighting intonation features.

There are certainly practical conclusions to be drawn from the inter-
active descriptions we have examined. For one thing, the simple fall and the
fall-rise are definitely the most useful tones to present and practise first,
since they fulfil such basic, everyday functions, and they can be presented in

Interviewer: [

f
Y
YEAMH l\SE.E <0
were DE&[ing with. ../ ASit WERE .../ bc::t\ the
WOULD it be TR;}J'E to

\ .o
GOOD AND the bid / NQW /
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say
/ you’re ONLY dealing with the B\'AD now / in
y

2 3
soCIETy? /

¢ ¥ K Tl |
Officer: / in the maj(}@ ca{!es { YES/

it
\
G that's RIGI‘-'!T
there are OBviously / PEOPLE whuHSAY?f they
3 '. v
SHOULDn't be WITH us / because they DIDn' Do/
Wi{AT was aL!.”.EGED tl;ley‘ve done / BUT the 4
mﬂO@m\pﬁf acCEET / r]-mt they've DONE
WRONG/ and THEREfore / acCEPT the
C%Nmuences Foniie
(Author’s dara 1985)

'tl;h:; ;I::F;er [:ar;dsithe {invﬁFigaﬂﬂn of the contribution of discourse analysis
n levels of linguistic description which are alread
1'.ﬂwfilllail';'g;m-{gif: tzachu_lg:_grammar, lexis and phonology. The r;eta o!f'rti]: II:EE}E
ol wi]lm di; escriptions pf speech and writing based on discourse models
Ly i ‘;ed ress the questions of how natural speech and writing can best
ribed and how such descriptions can be related to the concerns of

language teachers, especi : e
i il rs, especially in the areas of speaking/listening and reading/
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ther reading

nost accessible works that deal with intonation in discourse in general are
rown and Yule (1983), Brazil (1985a and b) and Cruttenden (1986), but there
e many other sources dealing with particular features.
th rtance of relating articulatory and other broader features of speech see
Wong (1986), and for more on teaching voice quality settings, see Esling and
Wong (1983).
the notion of feet see Abercrombie (1964).
¢ concept of stress-timing is explained in Pike (1945); also useful for the
srguments concerning rhythm and stress is Ladd (1980: 34-46).
#il, Coulthard and Johns (1980) and Coulthard and Brazil (1982) provide
urther explanations of prominence, and a very interesting study of how teachers
ise prominence in language classes is Hewings (1987).

nore on the relationship between tone groups and clauses, see Schubiger (1964)
Lindstrom (1978), and for further examples of the Brown approach, see Yule
0a and b) and Brown (1983).
¢ intonation and turn-taking, see Brown,
Cutler and Pearson (1986).

the lack of correlation between
(1984) and Geluykens (1988) are worth reading,.
1 example of a different distribution of tones in a non-RP variety
Guy et al.’s (1986) study of Australian intonation.
, for another discourse-oriented approach to teaching intonation,
practical functional categories in V. J. Cook (1979).

Currie and Kenworthy (1980: 24) and

grammatical categories and tones, Stenstrom
of English is

see the
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5 Spoken language

‘Speak when you're spoken to!’
the Queen sharply interrupted
her.

‘But if everybody obeyed that
rule,’ said Alice, who was
always ready for a little argu-
ment, ‘and if you only spoke
when you were spoken to, and
the other person always waited
for youto begin, you see nobody
would ever say anything.’

Lewis Carroll: Through the Looking
Glass

5.1 Introduction

So far in thisl book we have looked at discourse analysis in general and, in
greater dertail, at the way grammar, lexis and phonology have b:een
appr‘oached by discourse analysts. Our task now is to look closer at various
manifestations of discourse, in this chapter spoken and in the next written,
with a view to potential applications in language teaching. We have alrcadv.
statc_d as our ongoing concern the establishment of as accurate a picture as
possible of natural discourse, in order to have this as a yardstick for judging
approaches to language teaching and for evaluating what goes on in
classrooms and the output of learners.

Spoken language is a vast subject, and little is known in hard statistical
terms of the distribution of different types of speech in people’s everyda
lives. If we list at random a number of different types of speech and considc!;
how much of each day or week we spend engaged in each one, we can only
roughly guess at some sort of frequency ranking, other than to say that
casual conversation is almost certainly the most frequent for most people
The rest will depend on our daily occupation and what sorts of contactspwé
have with others. Some different types of speech might be:

telephone calls (business and private)
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service encounters (shops, ticket offices, etc.)

interviews (jobs, journalistic, in official settings)

classroom (classes, seminars, lectures, tutorials)

rituals (church prayers, sermons, weddings)

‘monologues (speeches, stories, jokes)

language-in-action (talk accompanying doing: fixing, cooking,
assembling, demonstrating, etc.)

casual conversation (strangers, friends, intimates)

organising and directing people (work, home, in the street)

il large corpora of natural speech are assembled (and that is no small
L given the problems of recording such data), we have to rely on
jon as language teachers to decide which forms of talk are most
atral and useful to investigate and practise with groups of learners. But
‘can be confident that such areas as casual conversation, language-in-
lon, monologues of various kinds, telephone calls, service encounters
I, from the point of view of evaluating what goes on in classrooms,
wroom talk, will all be worth investigating and understanding more
| -
eyhave already touched on classroom talk as described by the Birming-
m school of discourse analysts in section 1.5, and on conversation in
tion 1.7 in connexion with the ethnomethodological approach. Here we
l look closely at what has been said about the forms and patterns of
ferent types of talk and consider whether there are things that can be
ight or practised to assist language learning. We shall, as always, not
tessarily assume that, because something can be described, it must

refore be taught. We shall bégin with small units and work up to larger

pai

lirs of utterances in talk are often mutually dependent; a most obvious
{ample is that a question predicts an answer, and that an answer presup-
yses a question. It 1s possible o state the requiremm
at-sequence, for many types of utterances, in terms of what is
od as a response and what certain responses presuppose. Some

tamples might be:

ance function  Expected response
reeting greeting
congratulation thanks
pology acceptance
nform acknowledge

leave-taking leave-taking
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5 Spoken language

Pairs of utterances such as greeting—greeting and apology—acceptance ar
called adjacency pairs (see Schegloff and Saclfs 19??{ Thiyl;aumezﬂ depemi{-'
ence of such utterances is underlined by the fact that we can only be
ab§o_Iutely sure of the function of the initiating utterance (the first pair-part
as it is usually called) when it is contextualised with the response it gets (the
second pair-part), and vice versa (thus *hello’ in English could be a greeting
a request to a telephone caller to identify themselves, or an expression ul.'
surprise: ‘Hello! What's this here?’). This is to reiterate the problem of form
an_d function raised in section 1.2. In example (5.1) the imperative first
pair-part can be classified functionally as an informing move, in light of the
acknowledging second pair-part it receives:

(5.1) (On a train)

Ticket collector: (inspecting passenger’s ticket) Change at
Peterborough.
Passenger: Thank you.

{Author’s field notes)

Reader activity 1 =8

l_Jook at these extracts from natural data and consider the different func-
tmns,nf fbank you in each case. Follow-up moves such as ‘notat all’ / “thar’s
okay’ / ‘you’re welcome' would not be appropriate here in British English;

why- not? Can you think of any culture or language where they would be
realised?

1. Bus conductor: One pound twenty.
Passenger: (gives £1.20)
Conductor: Thank you.
Passenger: Thank you.

2. (University seminar; lecturer is facing the class, using an
overhead projector.)
Student: It’s not focused.
Lecturer: Thank you (adjusts the projector).

Adjacency pairs are of different types. Some ritualised first pair-parts may
have an identical second pair-part (bello — hello, bappy New Year — bapp;'
New Year), while others expect a different second pair-part (congratula-
tions — tb.?nks}. Equally, a second pair-part such as thanks will presuppose
quite a wld? range of first pair-parts (offers, apologies, informing moves,
congratulations, commiserations, etc.). Other first pair-parts have various

]?us§|h1_lzt|cs and generate further expectations too; take, for example,
mntation:
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] A: Would you like to come over for a drink tomorrow?
B: Yes, that would be nice. (accepr)
Yes, if it could be after six. (accept with condition)
No. (reject)

bably react against the bald No answer; politeness codes demand a
elaborate structur:

B: Thanks very much, but I'm afraid I'm booked up tomorrow night,
what about . . . (etc.)

can segment the polite refusal of the invitation into ’Emi)aioz;
s very much’), softener (I'm afraid’), reason (‘I'm booked up’) an

aver (‘what about . ..°). This pattern would typically be found
n adult friends, colleagues, etc. in informal but polite situations.
intimate situations may well omit the ‘softener’. Each of these
nts will have several possible realisations, and these can be practised
guage learning in a systemaric way.
nt toles and settings will generate different structures for such
Cy pairs, iscourse analys 0 ta just
rin particular settings. Scarcella and Brunak <
dred native and non-native speakers’ stra’@ies—fnrgivi'ng—mfm’ﬁﬂ)
tations. The native speakers prefaced their invitations (e.g. ‘T was
dering, uh, we’re having a party ..."), while the non-natives were
petimes too formal or oo blunt (e.g. ‘1 would like to invite you to a
y'; I want you to come in a party’). Similarly, it seems that native
tkers usually preface disagreement second pa?m{iﬁ—li\ngﬁSh with
agreement (‘yes, but...’) and with softenérs (Pearson 1986). This
t of observation has direct implications for the design of role play and
silar activities and what linguistic elements need to be pre-taught, where
are instructed to behave in ways specified by the activity and where
e goal is a simulation of ‘real life’ discourse.
Observation of the behaviour of native and non-native speakers is
important, and differences in such behaviour can enable teachers to
npoint linguistic deficiencies which can be made up by concentrating on
rticular areas and realisations. Trosborg (1987), for instance, who
ied apology strategies, found that because of lower linguistic com-
nce, her non-native speaker subjects resorted more to ritualised
sology formulae than did native speaker subjects. The native speakers
other strategies such as ‘repair offers’ (e.g. ‘oh dear, let me get you
other one’), or even challenged the accusation. In short, the native
akers elaborated the apology, but one must have the linguistic equip-

o is 1 —Again, this emphasises the importance. of
pre-teaching particular srrategnW
‘otherwise role plays) can become no more than €rs are
“gertain to fail, e TR TIE e
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5 Spoken language

Data-based observations inds referred to above question the
adequacy of formula-based ‘functional teaching of the type that swept into
ashion in English language tea%ﬁgﬁ@:@@e

and eclecti

wisdom of the trend towards a broader-base T_/g_uum;g@ﬂti-
catinput to enable the learner to ‘behave naturally. However, this is not to

deny the usefulness of formulae as a survival kit at the most elementary
levels, nor should we forget that much native-speaker language is formu-
laic; it is simply that the native speaker usually has a vastly greater range of
formulae to call upon for use in a wider range of strategic domains, along
with a flexible and adaptable lexicon of non-formula based items.

The principle of adjacency pairs and how they are realised in natural
speech point to the importance of creating minimal contexts in the teaching
of common communicative functions and the limited value of teaching
single utterances. We have seen once again that the structure and elab-
oration of the adjacency pair is determined by role and setting, and that the
functions of its component utterances depend on the co-presence of both
parts. In Chapter 1 we additionally noted the importance of the follow-up
move in signalling function. Considering the follow-up move as well brings
us back to the notion of the exchange as a significant unit of discourse.

5.3 Exchanges

Chapter 1 described the exchange as the central unit in the Birmingham-
type analysis of classroom talk, and showed that it could be applied outside
of the classroom too (section 1.6). Exchanges are independently observable
entities; adjacency pairs may be found within their boundaries, but first and
second pair-parts do not necessarily coincide with initiating and respond-
ing-moves- i {5-47 betow; there is such a coincidence, but in (5.5) adjacency
pairing occurs in the initiation and response (statement of achievement —

congratulation), and in the responding and follow-up move (congratu-
lation — thanks):

(5.4) A: Congratulations on the new job, by the way.
B: Oh, thanks.

(5.5) A: I've just passed my driving test.
B: Oh, congratulations.
A: Thanks.

Particularly noticeable in the Sinclair—Coulthard data was the pattern of
the three-part exchange in traditional classrooms, where the teacher made
. .- . 0 T - . e et =
the initiation (and the follow-up move, while pupils were restricted to

responding moves. In a good many language classes this is still the pattern,

especially in situations where large classes of perhaps 40 to 50 pupils is the
rorm. Where this happens, it is likely that pupils will have the chance to
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only a very impoverished range of utterance functions. In such
ge classrooms, learners rarely get the opportunity to take other than
responding role, and even in cases where students are encouraged to
ate, the follow-up move is often still in the hands of the teacher, and
ers get little or no practice in this particular discourse function.
is worth looking at some common follow-up moves in eliciting
anges in everyday talk. While speakers outside-classrooms do _not
lly behave like teachers and evaluate the "quality,Jof one another’s
; in terms of correctnes.s,ﬁ’jggg,,m.}, they often evaluate (or
4t To) its content; we might compare what can sometimes
classroom (5.6) with what is likely to happen in the real

[5:7):
Teacher: Now Maria, you ask Fumiko.
Maria: What did you do at the weekend?

Fumiko: I went to Wales.
Teacher: Good, now Fumiko, you ask Marco, . . . (etc.)

Maria: What did you do at the weekend?
Fumiko: I went to Wales.
Maria: Oh, really? Where did you go?

low-up moves of this latter kind might include: how nice, that's interest-

oh dear, how awful, lucky you, oh no, I see, did you, right. These

Inations can also occur in the responding move in informing exchanges.

are of interest because they are often not directly translatable lan-

to language (compare Swedish siger du det?, Spanish jay! iqué

r, with English realisations such as really? and how awful!). What is

sre, they are often noticeably absent from the—l?%ral conver-
ran

onal discourse, where instead we may get a of vocalisations or

" that can be ‘culturally peculiar’ to the English ear{cf. the ]-_a.p@;::
s

dency to use an extended 0-0-0-0-h in reply to a wide range o
| responses). <

r activity 2 =8

possible way of getting learners to practise ad]-aCEI.']CI)’ pairs and
ange structures in the classroom after the necessary realisations have

n taught is to use function—chain activities. A sequence of functions is
ided upon and role cards given to pairs of learners instructing the_m to

ay out a sequence of events calculated to generate the desired functions.
the following page there is a real example of two non-native speakers
ting out their instructions, which are reproduced before the transcript.
o what extent do you think the activity achieves its aims? Is the exchange

structure natural, and are the adjacency pairs realised in natural ways?

123




5 Spoken language

Language for pre-teaching in the presentation segment of the lesson:
asking for and giving topical information; saying one is unable to
give information, etc. (e.g. “What's been happening?’; ‘catch up on
sth’; “Sorry, I can’t tell you’; exciting events’, ‘be up to date’, etc.).

<~ Role card A:

You've just come back from a holiday abroad and are talking to a
friend/colleague, B.

1. Try and catch up on the national news you’ve missed while away.

2. Try in particular to find out if anything important has happened on the
political scene. Get as much detail as you can.

3. Find out about an important sporting event you know you have missed. |

Role card B:

You are talking to your friend/colleague, A, who has just rerurned

from a holiday abroad.

1. Tell him/her you are not really up-to-date either and explain why.

2. You do know of one important polirical event; tell him/her what it
was.

3. Apologise for not knowing what’s been happening in the world of

sport, and explain why.

Sample transcript:

A: Well, what happened in this country in the last six weeks?

B: Ireally can’t tell you, I haven’t read any newspapers.

Az Wasn't there a big event in politics?

B: Yes, it turned out the Democrats got a new leader.

A: Oh, I see, that’s interesting, can you tell me more about it?

B: Awfully sorry, I heard it on the radio but 1 was too tired and 1
don’t remember.

A: Doesn’t matter. What about Manchester United’s game?

B: Sorry, I'm not interested in football.

{ICC data 1988-90)

There does often seem to be a need for encouraging learners to practise
common follow-up strategies of the type we have looked at, and design of
speaking activities will once again be crucial, especially the roles learners
are to perform. Getting students to interview one another on given subjects
should yield question—answer sequences with opportunities for the ques-
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oners to use follow-up moves, but if the questioner perceives his/her role
| a ‘journalistic’ interviewer rather than learning about someone and
whanging information, then the journalistic role, with its typical low
surrence of follow-up moves, may be the one played out. There is
idence of this in the following piece of learner dialogue, where student A
\nterviewing student B. B is recounting his career:

B: Well, I studied theology and qualified as a priest.

A: Oh!

B: Burt after I saw this job, this job as a priest is nothing for me, I . ..

A: Did you not like it?

B: It was much too stressing.

A: It. .. isit not a bit like a social worker?

B: Yes, it’s . . . most part of it is social work, but that, that troubles
and the psychological troubles, they, they told to me, ah, 1
couldn’t manage to, to stand all, you understand? And then I get
sick, and my heart wasand so . . .

A: Became ill.

B: Yes, ill, and, and I left the job. It wasn't, I wasn't able to stand it.

A: Do you think you were too young?

B: Perhaps, I thought, yes, perhaps this is . . . the, the young people

didn’t come to the church, and there were too less young people,
and too ma . . . too mu . . . too many old peoples, and I felt 'm
too young for this job, I, in ten years perhaps . . .

A: You might go back?

B: Orin fifteen I can go back, yes. ..

(ICC data 1988-90)

he interview continues in this vein throughout. Only in her first turn in the
gtract does A evaluate B’s utterance, with a simple ‘oh?’; at other potential
llow-up move slots she is concerned with helping B in his urterances
became ill’, “you might go back’). We get none of the typical interactive
sllow-ups listed earlier that are found- al conversation; speaker A is
smpetently playing out the role ofm@osed by the interview-

ation, with the addition of giving support to her interlocutor.

(s @I’OC“‘V“? 3 ""g'

Look at this further piece of learner—learner interview data on the following
bage and consider the follow-up moves (or lack of them). Taking also into
nsideration the initiating moves, what evidence is there of how the
speakers perceive their roles?
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S Spoken language

{Student B is explaining his surname to stadent A.)

B: The name Akkad is a very, has a very long story, it goes back to
at least 2,000 years. It was a state between Syria, Iraq and Jordan,
they called it the the Akkada . . . and this is where my name been,
ah, deriven from, you know . . . I'm not bluffing, but this is a
small story about name.

: It’s quite interesting, and erm, so you, where are you from?

Syria, Middle East.

: And you live here in Switzerland?
Yes, ah, for about 23 years.

: Can you tell me a bit about you?

About myself, well, I . . .

: About what, what. ..

What I've done here? Well, I've, erm, when I first came to

Switzerland, I've studied first a little German language.

Yes.

I mean I learnt the German language, it was very difficult.

: It's hard, isn’t ir?

Yes, particularly the Swiss German . .. (etc.)

(ICC data 1988-90)

b M S

B o

Close examination of learner datajcan tell us a lot about how activity
design affects output.” The_absence of a feature in learner talk may not
% Emtthefcchas not been acquired; it may simply be
that the activity Ot penerate its natural use. The mﬁmmiﬁ
bet:w;en exchange structure and role and setting means that designing
activities for speaking involves variables that will have an effect on the
exchange patterns of the output. Interview-style patterns are fine if

interview-language is the desired goal; they are a poor substitute for natural”
conversational patterns if that Is the goal. Conversational data do contain

ﬂand—initiat&rﬁMy
for long periods; such a pattern extended over a whole conversation would
myw‘%ﬁm% end of the questions to
assess the event as having been like an inter—r—ﬁgﬁion’. This is not to
underestimate the difficulty of designing activities which will generate
natural conversational exchange patterns among learners, nor to say that
such an enterprise is doomed to failure; it is simply to isolate one of the

levels of difficulty involved. Discourse analysis can highlight problem
areas; it cannot give simple solutions to the problems.
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Turn-taking

ich has been made in discourse analysis of the study of turn-taking, and
¢ can hardly write an introductory survey of discourse studies without
ting the work done in this field. In the classic ethnomethodological way

scourse analysts have observed how partici themselves to
ke firns at talk, In any piece of natural English discourse, turns will occur

mothty; with only little overlap and interruption, and only very brie
ences between mrnsmgpsggndj. People take turn
fen they are selected {ﬁ%mﬁﬁeaker, or if no one is
lected, they may speak of their own accord (self-selection). If neither of
¢se conditions applies, the Person who 1s currently speaking may con-
ue (Sacks et al. 1974). While tm\ﬂw%iﬂ&jm_ﬂﬁam
entive to the syntactic completeness or otherwise of the speaker’s contri-
Wion, and to clues in the pitch level that may indicate that a tu is
ming to a close (see section 4.6). There are specific linguistic devices for
tting the turn when one is unable to enter the normal How of turn-taking
e When the setting demands that specific conventions be followed. These
ty greatly in level of formality and appropriacy to different situations (‘If
pay, Mr Chairman’, ‘1 wonder if I might say something’, “‘Can I just come
 here’, ‘Hang on a minute’, ‘Shut up will you, I can’t get a word in
Jpewise’). There are also linguistic means of not taking the turn when one
s the opportunity, or simply of making it clear to the speaker that we are
tending to the message. These are usually referred to as back-channel
yponses, and consist of vocalisations such as mm, ah-ha, and short words
el pﬁrases such as yeah, no, right, sure [Se€ Trgve 19/0). Back-channel
alisations vary i ity from catture to culture (some languages have
ack-channel vocalisations that sound odd in English, such as eh-eh, or
jghly nasalised sounds). Another feature of turn-taking is the way
peakers predict one another’s utterances and often complete them for
5 . e
herm-or-overtap-with theni as they complete; we saw this happening to a
rtain extent in the way our sm—f_:ﬁt'i%\:itwcr helped her partner in
xtract (5.8).

" Natural conversational data can often seem chaotic because of back-
bhannel, utterance-completions and overlaps, as in this extract:

$.9) {A and B are discussing domestic pets.)

A: Well, of course, people who go to the vet’s [ are

B: Mm.

A: interested in the cats and dogs, ain’t they?

B: L Yeah, but the people that first
have pets kit—pets er don’t [ realise what's [involwed, do they?

A care Well it sorts them
out, you know, those thar don’t care that’sitso . . . but

. B: LMm L Mm
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: if you wan,, you know, somebody that’s keen on having a pet
L Mm L Mm

W W

g and want iy j [gaod order.
% Done . . . done properly, that's right, yeah.

(Lawley data 19%7)

This extract is not at all ynrypical. Such a transcript looks so messy that we
“':'U“ld probably never qream of using it in an English language class as a
dialogue for_]earners_. Even on the rare occasions when authentic dialogue is
transcribed in teaching yaterials, it is usually so ‘cleaned up’ that it bears
little resemblance to raw data. Such real data are a reminder of how
idealised are the represeprations of speech not only in teaching materials,
but in nc'wcls,_ so-called ‘yerpatim’ reports (such as reports of parliamentary
debates), radio and television soap operas and drama in general. Raw data
of this kind, if well-recorded, still have a use in extensive listening activitics
f‘{’f_ more advanced learners, bur we have to resign ourselves to the inevita-
bllllf.‘f that most conversagional data used in class or transcribed in materials
will have 01:‘1_‘-""*"]: nON-4yerlapping turn-taking.

The traditional da_'ssl‘oum, as observed by Sinclair and Coulthard, has
very ordered turn-taking ynder the control of the teacher, and | pupils rarely
speak out of Ofe recent trends in classroom organisation,/Such as
3 attempt to break this rigid turn-taking pattemn; but do
E “’gfs su—::?eed 1l fecreating more natura : the problem
11€s, as DELOTE, In ACtIVIty design. We are all familiar with role plays where
WAWPF}JWMIMMbuﬁmS and making
ﬂ%dcﬁw the activity rubric, that they
pay little attention to the concributions of others, and the natural pattern;
mcmﬁaﬁf:rcamgleﬁon, etc. simply do not occur. The
0OsEr The IEStrctons on what and when people may speak, the more
naturally the turn-taking emerges. Extract (5.8), for all its faults, contains
fairly natural turn-taking a5 one would expect in an interview, and it also
contains utterance COmpletion, which one might not expect if the ‘journal-
istic’ role were fully doryjnant all of the time.

51'[[ is not a question of ye|ling learners that speakers take turns; they know
this naturdily from their gwn [anguage. The problem is to make sure that
amvme% that occur in the target

discourse type and so noginhibit typical turn-taking patterns, But two other

grob-lems mlght Arse I connexion with turn-taking: one is the fact that
L ‘“']lf P - eakers often grab too many turns (gender can be
a factor here), and the opher js the question of culture-specific conventions.

_Problems of d‘“?““a“t speakers can be partially solved by giving people
with 5“_‘:[* tendencies resericted roles in activities, and quieter learners will
often rise to the challepge of 2 major speaker role in the comparative
anonymity provided by role plays and similar activities. The culture-

128

5.4 Turn-taking

ecific problems are more complex. For instance, in some cultures, silence
s a more acceptable role than in others. Many teachers will be familiar
th individuals or groups from cultures where longer silences seem to be
lerated in conversation (e.g. Finns), or where the ‘thinking time” before a
onse is forthcoming seems agonisingly long (a tendency observable
nong Japanese learners). Discourse analysts have looked at such phenom-
i and try to describe the different norms that speakers from different cul-
tes orient to during such behaviour. A set of norms in one culture might
eree that talk must be kept going, whenever possible, even if only to *buy
ne’; another culture might decree that face must be preserved wherever
ssible, and not put at risk by unconsidered talk. Rule-conflicts of this type
© often seen to be the underlying cause of conversational breakdowns [e.g.
rlapanese versus American norms, see INOglchi . [T 15 not easy to see

jow the language teacher can solve such problems, except to draw attention
yrhie typical behaviour of the target culture, and to warn learners of the
pssible consequences of transferring L1 conventions to the L2 context.
Orthrer fearures of iow turns are given and gained in English may also
rompt specific awareness training where necessary; these include body
ijfuage such as inhalation and head movement as a turn-seeking signal,
€ contact, gesticulation, etc., as well as linguistic phenomena such as a
{hpanpitch (see Chapter 4) or use of grammatical tags.

Lexical realisations of turn management can be taught directly. .In
Idition to the range of phrases mentioned above for getting the turn and
ot being interrupted in formal and informal settings, there are conven-
onal phrases for interrupting (‘Can I interrupt for a moment?, ‘Hang ona
jinute, I've got something to. tell you’, ‘Sorry to butt in, but ..."), for
re-planning one’s turn (‘Ill try to be brief, but there are a number of things
" “There were three things I wanted to say’; ‘Just two things, Mary,
.. ") and for closing (‘And just one last point’; ‘One more second and I'll

’, ‘One last thing, Bill’, ‘And that’s it’).

‘Our overall conclusion is that turn-taking in itself is something that may
ot need tob oht’,-hut specific linguistic realisations can be presented
iid practiscd-and significant cultural differences can at least be pointed out

i the learner.

Look at this transcript of a natural conversation, which has the turn-taking
transcribed just as it occurred naturally. “Clean it up’ (i.e. make it presenta-
‘ble as a dialogue to be read in class with a group of learners). Make the
turn-taking sequential by removing overlaps and back-channel utterances
and add any extra punctuation you feel is necessary. How does it now look?
Does it still feel natural, or has it lost too much in the revision?
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(B has just arrived, after a long car journey, at A’s house.)

A: Sitdown . . . you're all right then?
B: Yes okay Jack, I er I did a daft thing though, I planned the
route out you know [ had it all written out

o

‘[ Ycahl
’ and
unlike most people, you see a signpost Repley so I ook it.
Yeah.
And I came over Mistham [ by the reservoirs, nice it was.
Oh, by Mistham, over the top

gzl

. « « Nice rumn.
Colours are pleasant, aren’t [ they.
Yeah.
Nice run that,
Yeah, we enjoyed it . . . wasn’t the way we intended [ but as
No.
usual [ ... it was nice.
We were just talking about that.
Oh yes, it was all right.

(Author’s data 1989)

ol Ao =8 e )

5.5 Transactions and topics

5.5.1 Transactions

Here we are concerned with how speakers manage longer stretches of ralk
In Chapter 1, we looked briefly at transaction boundary markers and noteci
that, although they are most marked in settings such as classrooms
doctor’s surgeries and formal interviews, they are also present in s:un'.rf.-rj
sation, especially marking out openings and closings. We also considered

€ ques tisations of markers in different languages.

The teacher can isolate, present and exemplify a set of useful transaction
markffrs such as right, now, so, okay, and so on, for example, by drawing
attention to how he/she uses markers to divide up a lesson. It is often

interesting to get learners to see if these translate directly into their LT, and

to ask them to consider what words L1 uses to mark such boundaries and to
“Compare these across languages if possible. But providing contexts in which
earners can then practise these markers is more difficult. If it was the
!:eacher who traditionally marked out the boundaries of chunksof business
in the classroom, then the most obvious way to hand over to the learner this

particu fiction 15 activities where the learners themselves
are responsible for seg i the Business, and where activities need to be
b 7
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sened and closed within a specified time limit. Task-based learning seems
ratty tited to this sort of learner-management of the larger
urse, when groups and sub-groups have to achieve a specified goal,
trive at decisions or produce some other recognisable ‘real-world’
stcome as stages along the way of completing some preconceived task or
t of tasks. One actual example from which the next data samples are
iken is a task where advanced learners, in groups, have to decide on how
y arrange a room for a school open day. They must make decisions on the
isposition of the furniture and what extra furniture will be needed in order
s write a note for the school caretaker to act upon (the next stage of the
k). When observed in their discussions (there were no predetermined
hairpersons’), varions members of both sub-groups spontaneously used
pening and closing markers with the characteristic falling intonation
ollowed by a jump to high key for openings and a drop to low key for
Josing markers (see section 4.8). For example:

N
WHERE shall we have the TA.B&ES?

N
5.10) A: /RI ! /
. GHT S
WHAT about the REéuding area?

S5.11) B: / ﬁc{‘w / /

} N
[S.12) C: [ RIGHT / \
¥ THAT'S IT/
(Author's data 1989}

[hese were advanced learners, but it is the activity itself and their responsi-
mlity for its conc ather than their level of English alone that generates
¢ Trarnral ise of these transaction Markers.

~ Another way of raising awareness of boundary markers and producing
Jata for discussion is by using ‘topping-and-tailing’ activities. A dialogue is
taken, and the beginning and end removed, so that what is left is clearly the
“middle’ of a piece of talk (just as in extract (1.5) on page 10 and the reader
ctivity that follows it). The instruction to the learners (in pairs or in
roups) is to add a beginning and an end so that the dialogue represents a

‘meeting between two friends who talk briefly and then have to part. This
but also produces.a

‘penerates greeting and leave-takingCadjacency pairs
f!-_,ﬂ":‘ll . what's new?, ‘Anyway, |

O OpC B oA T U

must go’, “Well, I give yo a ring soon’, ‘Look, I can’t stop now’).
il g B

5.5.2 Topics

Several questions arise around the notion of topic, not least, what is a

topic? Another set of questions concerns how topics are opened, developed,

changed and closed, and what linguistic resources are available for this.
The question ‘What is a topic?’ may strike many language teachers as

-
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—

ug-there are different ways of looking at topic. Topics could be
,on the formal level, as stretches of ta unded by certain topic
and/or transactional markers, such as lexical ones (by the way, to cha Y, to change
mloglczﬂ ones (changes in pitch). Or we could take a
Semantic framework, an 0 express the content of different segments of
talk according to single-word or phrasal titles (e.g. Ehfﬁﬁg@, ‘buying a
+iouse™), or else we could use interactive criteria and say that something is
only a topic if more than one speaker makes an utterance relevantro-it_We
could equalty rakeam overall wﬂﬂﬂﬁk and say that topics are

strings of utterances perceived as re evant to one another by participants in

talk- OF we could ta ely surface cohesi Tew; pics
end where chainmm section 3.3 E All of these
approaches are valid in some measure; the one that tends to dominate
language- teaching materials is the expression of topics as titles for the
‘subject matter’ of speech events. Hermiew
mmmml and interactive features of topics.
Topics can be the reason for talk or they can arise because people are
already talking. The former situation is exemplified in this extract, where A

has put on some new clothes for a special occasion and B and C are casting
an eye over his appearance, at A’s request:

(5.13)

(A comes in holding his jacker.)

B: That looks very nice, put it on and let’s have a look at you.
A: Idon’t like the two buttons, | didn't know it had two buttons, [

thought it had three.
: Well, it’s the style of the coat, Ken.
: Nick’s has only got two [ buttons.

It's a [ low cut.
All right?
L Very r nice.
[[[’s beautiful.

Lovely, lovely.
: Does it look nice?
Yeah, it goes very well with those trousers, there’s a colour in the
jacket that picks up the colour in the trousers.
: Them others he wears are striped, but they clashed, too much

alike.
L Two different stripes

FEFarrorn

oz 0

]-But not matching each other if you
understand what I mean.

Yeah, yeah . . . [ yeah.
It’s all right then, eh?
It’s very nice, Dad, it looks very, very good.
: Idon’t like the, I like three buttons, you see . . .
Ken, it's the style of the coar!

OxF=@

{Author's data 1989)

5.5 Transactions and topics

he talk has been occasioned by a set of actions and events taking place at
at time, but there are different ways of describing_ th; ‘topic’ _here. We
uld take a pragmatic view, based on relevance criteria, and s]r:]]:_)l].r say
thether A’s coat is all right’ is the topic. We could give it a semantic-field
eadline’ such as ‘trying on clothes’, since all the utterances are relevant to
it and the main lexical items belong to that semantic field, or we CC_II.I]fi
ake it more functional and call it ‘convincing A that his clothes are nice’,
ice the functions of most of the discourse acts are concerned with that
i, and all three parties are collaborating on that subject. On rh_e Dt]’lcl:
ind, for A himself, it is clear that ‘three-button versus tw_ﬂ-butmn jackets
 an important ‘topic’, but if we consider it ipteractwcly, it gets short shnfr
pm the others, especially from C, who mterr_upts‘ar‘ld cuts dezid A’s
tempt to revive the topic (there are further paralinguistic cues in C’s final
arn, such as exaggerated pitch range and extra intensity and d:pht’h{_mg
on style). We therefore conclude that ‘three or two buttons’ is a
opic, or merely a speaker’s topic that never quite makes it to become a
Wl conversational topic (see Brown and Yule 1983: 87-94).
fxtract (5.13) was occasioned by particular events, and talk was an
ential ingredient in achieving a specific goal, but in most casual conver-
stions, we find topics being raised for a variety of 1 reasons‘, oﬁc_n gs_t__ to
sep the talk going, simply because people are together and “charting’. It is

A early iow topics start, grow, shift, —
erpe into one another and come to @ " -19),7a group of

Jir people are having a New Year drink together, and A has been
counting the story of how his luggage got sent to the wrong airport on a
cent skiing holiday: :

L 14) A: ... no bother to me, 'cos 1 happened to have in my side pack a
spare vest and [ socks you see.

B: Ah, I see, that was in your hand baggage

[ was it? : ) A

And I'd got my roilet equipment with me.

B: Yeah, it's a good idea to take a few basic things in the hand
baggage, isn’t it, [ | think in case of that. : _

A: Yeah, well it’s usually the things you require
first, you see, sometimes you don’t have time to unpack all your
luggage when you arrive.

B: Still, pretty horrendous, though. i '

A: Oh, it was very unsettling, . . . still, so many other unsettling
factors | didn’t know whether I was on my head or my heels that

day.
B: Mm...
C: D'you do a lot of skiing then? ] '
A: 1 go each year, yes . . . it's my only chance of getting my weight

down, you see, and it isn’t the exercise that does it, it's the fact
that the meals are so far apart,
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C: (laughs)

D: Yeah?

A: Yes, I'm not joking . . . if we eat say, right, breakfast eight, lunch
one, evening meal six, perhaps a snack after that then  you’re
eating four times a day, but

C: You'd
never get no skiing in would you?

A: Well, in these places, you breakfast at eight, well, half past eight,

. [etc.)

{Author’s data 1989)

Within a very short space of time the conversation has moved from losing
Iuggage at an airport to skiing, to weight-watching and exercise, to meal-
times at hotels. It remains coherent within the overall framework of ‘A’s
recent holiday’, but how does it drift from sub-toprc to sub-topic? Struc-
tural features are apparent. The speakers do give Iexu:al and phonological
cues that they feel a particular sub-topic has been 3
the first sub-topic is cxhausted B and A both use/still { Mﬂ
_marker; with falli ation and a short pause), and both give a
summary ‘or general evaluation of what has gone before, another typical
clusmg move. C introduces the new sub-topic, skiing, with the character-
istic jump to high key we have noted elsewhere. Skiing has been an element
inA’s lost luggage anecdote (it was a skiing holiday), and using an element
leted story as the topic of subsequent Conversation has

been observed to be a very common speaker behaviour m A’s
reply includes a drop in pitch on yes, then a pause, and then a shift to
talking about keeping his weight down, meals and exercise, which are
éﬁﬁ}m@ (see Stech 1982), triggered off by one
another, an extremely common feature in this kind of casual conversation.
We might also note that topic shifts occur in the vicinity of short silences
indicated by *
feature of casual conversation (see Maynard 1980).

Reader activity 5 =8

Look at this extract from further on in the drinks conversation (5.14). The
talk has drifted to Christmas in the village where the speakers live, which
was the period that A was away on his skiing holiday. Analyse the
sub-topic shifts in terms of the linguistic features at their boundaries. High
and low key are not marked, but where might you expect them to occur?

B: No.. . it was generally very quiet and the weather was . . . what
did it do, it just [ it was quite sunny actually,

D: It was quite sunny a couple of the days.
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B: Christmas Day was quite sunny [ we went for a walk, had a

splendid walk.

D: In the morning, it rained in the
afternoon.

A: British Christmases rarely change, it’s a time for gorging yourself

and going for walks.

B: Yeah, that's right, and you never get any snow.

C: Yes, it was very sunny Christmas Day.

B: Mm.

A: Mm.

B: Mm ... when are you heading off again, Bob?

A: A week today . . . [ shall be off to Munich this time . . . so I'm
just wondering where the luggage is going to go, and looking at
my case now, I find that it’s burst open, and whether it’s fair wear
and tear [ don’t know, because last time I saw it it was in perfect
nick.

B: You reckon it might have suffered from its journey.

A: Oh, they get slung about you know, I never used to get a decent
case, | buy a cheap one.

B: Mm.

A: Because they just get scratched.

B: Mm.

{Author’s dara 1989)

What implications, if any, does all this have for language teaching? Lan-
nage teachers have always concentrated on the vocabulary of topics, and
s makes good sense, for without a wide vocabulary it is impossible to talk
_on a topic, and, as we S semanti ociative coherence
' lexical items is an extremely common means of developing and

‘changing topics. But thednteractive of topics can also be taught an
practised, suchasr e use of ma opening ones-tby the way, inci-

; ally, you, talking o_fX} and closing ones (stll, anyway, so ( ><
!&ez&.me_azﬂ_._or summarising a stretch of talk and reacting to it with an

aluation {sounds’iwmnng, quite strange, reaﬂy]

' psTan raise learners’ awareness of how speakers mark topic
_shifrsby means of activities focusing on points in the talk where speakers
~make summaries and evaluations, and on markers and pitch changes.

The design of c]assrc{:m activities to replicate casual conversational
settings ig notoriously cult))it is much easier to set up the sort of
functional dialogue cxempﬁifd in (5.13) (‘convincing X his/her clothes
look nice’). However, activities where a short anecdote is recounted and
partners or groups have to develop a conversation based on some element
within the anecdote, or the game-type where a preordained list of topics has
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to be talked about in a set time with coherent links between each subject,
can go some way towards creating the conditions wherein topic manage-
ment arises naturally. As with other activities, the output can be evaluated
against what we know about natural data, and design changes effected
accordingly. Perhaps most important of all is to try to recreate the reci-
procity that is typical of con iom;| A tells B somethi isther
“life, Teelings or experiences and, typically, B returns with things about
his/her own life and experiences. The same tends to happen with stories:
one story by one speaker is likely to trigger off a series of stories by others
present. We saw how interview-type activities carry with them the danger
that talk will be one-sided, with a questioner and a respondent trapped in

their roles, and a lack of reciprocity. The activity design, or the teacher as
monitor of the activity, should thcrcftﬁ?ﬁ%ﬁisome mechanism_for
W’ such as activities whercg;mmm
what they have incommon or where they differ in terms of a specified list of

fcarur‘cs relating to opinions, biography, pastimes, etc. (e.g. see some of the
speaking activities in Collie and Slater 1991).

5.6 Interactional and transactional talk

A distinction is often made by discourse analysts between, transactional and

_interactional talk.  Transactional talk is for getting business done in the

world, 1.e. In order to produce some change in the situation that pertains. It
could be to tell somebody something they need to know, to effect the

purchase of something, to ne to do something, or many other
worid-ch?ngmg things, Interactio on the other hand, has as its
primary functions the lubrication of the social wheels, establishing roles

mmﬁﬂmrmmmmﬁqﬁ
mg and consolidating relationships, expressing solidarity, and so on. The
T -I37 were engage ity actional
talk (finalising someone’s dress arrangements), while in (5.14) the speakers
were engaged in primarily interactional talk, just chatting about someone’s
holiday and enjoying a social drink. The words mainly and primarily are
ysed to underline the fact that talk is rarely all one thing or the other, and,
in a sense, it is almost impossible to conceive of talk between two poo/ple
“thar does not, in some small way, ‘change the world", éven if that only
means getting to know someone a-tittle-better—Also;iris important to note
that narural data show that even in the most strictly ‘transactional’ of
settings, people often engage in interactional talk, exchanging chat about
the weather and many unpredictable things, as in these exchanges: the first
is in a British chemist’s shop; the second is a university porter registering
some newly arrived students at their campus accommodation:
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Customer: Can you give me a strong painkiller for an abscess, or else
a suicide note.
Assistant: (laughing) Oh dear! Well, we’ve got . . . (etc.)

{Author’s field notes)

Porter: So, Foti . . . and Spampinato . . . (writes their names}) are you
Italians? I'm studying Italian Art, only part time, of course, 1
love it, I love Italian Art.

Student: (looking bewildered) Excuse me?

{Author's field notes)

[he data in Aston (1988) of service encounters in Italian bookshops show a
unstant tendency for customers and assistants to engage in some sort of
iendly chat either before or after the mainly transactional phase. This ca
t times, be fairly unnerving for the foreign language learner who has
Fefully worked out what to say before engaging i ctional
Wcotnter (o L2, only to find it all thrown into confusion by unexpected
ficndly chat from the other party.
Tn illustrating with real data that the borders between transactional and
wteractional language are often blurred, discourse analysts are not saying
nything blindingly new or contrary to most sensible intuition{but
oint is certainly worth remembering in the design of speaking activities for
he language classroom, and there is no doubt that some teaching materials
e imbalanced Detween the two types of falks
"Belton (1988 criticises what he sees as a tendency in language teaching of
he notional-functional school to uvercmphasiy(ﬁsﬁag])nguage at
e expense ofinteractional, and makes a plea for a better balance between
he two. This implics that some sort of unpredictability be built in to
ctivities such as service encounter rote plays; or; perhaps most effectively,
\ listening activities. T he general point also reflects the experience of many
Anguages for Specific Purposes (LSP) teachers who are told by course
BAtficipanTs thar itis the unpredictable social talk that throws them rather
\an talk in their specialist contexts.

5.7 Stories, anecdotes, jokes

Almost any piece of conversational data between friends will yield occa-
sions where people engage in the telling of stories, anecdotes, jokes and
‘other kinds of narratives. The ability to tell a good story or joke is a highly
sgarded talent, probably in all cultures. As with other types of language
‘events, discourse analysts have sought to describe what all narratives have
i common. Brief mention was made in section 2.4 of a model of narrative
‘developed by Labov (1972). The Labov model, rather, like the problem-
solution model we have referred to at various points in this book, specifies
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elements that are commonly found in normal narratives. They are:

E
Abstract v
a
Orientation |
u
Complicating event a
t
Resolution i
0
Coda n

gsrmcts are short statements of what the story is going to be about (']

mtsst tell vou about an embarrassing moment y L tientat ts
out the time, place and characters for the reade er (‘you know that

“secretary i our office, well, Tast week . ) 7 events are the

fx_ﬁuﬁm\that make the story happen {‘thgemx machine caught fire"),
codas € between the story world and

3
t f telling ("and ever since, I've Trever-beenable totook ar a

mango without feeling sick’). Not all stories have all these ingredients;
abstracts and codas may be absent bug the other elements must be there for
it to be a real story. In addition, there is what is termed evaluation,
ﬁfmﬂﬁl]y in our list to show it as an element that weaves in
ut of the story constantly.Evaluation)ymeans making the story worth
—Tistening to/reading, either by dir ing 6ne’s audience (you'll love

this one’; 'it's not the world's funniest joke, but I like it') 6r by a number of
devices internal to the story such 3 12

scr-r-r-r-u-u-nch, splat, right into the tree’) 6r tonstantly evaluating indi-
vidual events (‘which amazed me really’). Asalways, the terms used in

model are simply labels, and

the component referred to; (Swang for example, suggests thad validation

might be a better label thayevaluation [pm:ilo:)_j__"ﬂt%//mm.
xpecting a learner to tell a decent story in L2

is a tall order, and indeed it is; not everyone is an accomplished storyteller
st language. Jokes are particularly difficult to tell in an L2.
However, Some things can be observed and taught and practised in relation
to storytelling, and fistening acrivities based on storytelling are a good way
—of raising awareness of narrative skills. Real data, as always, supplies a rich
i isations ror the narrative elements, and markers of the
elements will not necessarily translate from one language to another. Some
common openers to spoken stories and jokes in English include:
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I'll always remember the time . . .

Did 1 ever tell you about . . .

Then there was the time we . . .

I must tell you about . . .

Have you heard the one about . . .

You'll never guess what happened yesterday . . .
I heard a good one the other day . . .

1 had a funny experience last week . . .

e are also regularly occurring markers for complicating events:

And then, suddenlylout of the blue . . .
Next thing we knew . . .

And as if that wasn’t enough . . .

Then guess what happened . . .

' Common codas include ‘makes you wonder’, ‘so, there we are’, ‘and that
as it, really’, ‘looking back it was all very ... ", _‘am:l‘thaf was as true a;
im standing here’. Such useful language is never given m-dlctl‘onarles, an
often absent from coursebooks too, though it is every bit as important as
¢ written-text counterparts such as ‘once upon a time’, which tend to get
jore of an airing in teaching. _
Two other Lh?ngs are noible when we look at real data. One is that
ories are often [{)@b? more than one person; the details
-1nmt]y recalled and an agreed version arn'ved_at through alternating
-:. tributions (see Edwards and Middieton 1986). The other 1s that listeners
', onstantly reacting (usually with back-channel re_sponses} to the
ffative and asking questions that fill out unspecified detail. The follow-
3 } os-this are-telling-a-series-of stories about

A _and B
e e-HHSTT? 0 B

iving incidents to C.
A: 1 remember that journey, we went from Yarmouth, when we had
the car

G Yeah. ) :

A land we went into Norwich, and there’s a _

ring road round Norwich, and this road to Fareham was off this

ring road . . . well, we turned right

if you remember-l
Oh Ican’t rernembcrl :

and we went right

round this ring road, I bet we did twenty miles, and when we
came back it was the next one on the left to where we'd started.

: God (laughs). _ :

- I remember that, I thought we were never going to find it.

. You went right round the city.

. Yes, .

. Good God, that must have been frustrating,

==

AxN>0
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5.7 Stories, anecdotes, jokes

S Spoken language

Y is, I think it is good because I have my arm very quiet, and it’s
A: It was expensive as wszll {laughs) e good, I don’t . . . I sleep well, erm, so well, so, so, and . . . I can
B: But the time I turned into the police station. :
sleep and be M O i
A: Oh ... dear. 5
B: Can you have a shower?
C: Yeah, what was thar? L2
A: Yes, yes, every day . . . (etc.) +
B: Dorset Constabulary [ Headquarters. {ai” T
| A: [ He says you, you {ICC dara 1988-90) 1£” oo™ Hes.
B: We were going to Lyme Regis. ; :
| A: He gave ugs thf mapj_lr ¥ here is no back-channel fromt the listener, a-nd she does not react in anydf
B: On this tree there was this wooden thing, it had on ‘Lyme Regis’ jay to the events. She does ask for more details (as she has been 1nstcr:5e
and there were these big massive gates, big iron gates ), and so is active i 1l way, but we sense t‘hm: if she were sp : g
A: No, it was Iris and I, we said you turn left here, and he turned ‘L1, we might get the equivalent of “Oh dear, I'm sorry to hear that’, or

immediate left, instead of going on to the next road, and it said
‘Five miles an hour’ and we were creeping along, and there were
bobbies looking at us, two of them in a car.

= C: (laughs) Well, well, grear, yeah.

{Author’s data 1989)

A and B work out a joint version of events, and C makes positive contri-
butions, evaluating the stories, and, in the first of the two, summarising
what happcned._[zl_cg_’rwer;a;w, this sort of joint enterprise with
active listeners iS very common; stories are not just monologues told to a
‘hushed audience. Another point we have already mentioned briefly is
illustrated here: one story sparks off another along similar lines, and in such
informal situatiofts; ci a story to teit may demand
the Hoor and tell it.
at difficulties do learners have when telling or listening to stories? For
lower-level learners, the usual problems of moment-by-moment lexico-
grammatical encoding at clause level tend to interfere withr the discourse-
~Tevel skills; 5o that we ger the bare facts of stories with Tittle evaluation,
“cither from teller m}fﬁmﬁm a
real-life accident while on a language-school day-trip. The accident was

seen as an authentic opportunity to get the student to tell his story to others;
a second student (B) was instructed to find out the full story from A:

(5.18) B: Hello, Manolo, how are you?
A: Erm, I'm better, I'm better from my . . . felt in the Lakes.
B: Why ... why ... what did you happen?
A

: Erm, we went to the Lakes for a walk with our teacher of English
here and erm, we erm, climb . . . climbed . . . they say climbed,
erm, and, erm, when we came back from the mountain I feel . . .
felt and broke . . . a little broke of my elbow . . . then I went to
the hospital in the night but it take two hours and T must suspect
- - - expect . . . erm, for the next day . . . in the morning, and
{points to his sling) I have this slip, I think it's a slip, but I don’t
remember, as well.

B: The arm, do you . . . is still hurt . ., still, still hure?

A: No,no . . .not so much , ., no it's hurting . . . it's not hurting . . .
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'hat was awful’, and so on, as well as constant back-channel responses. At
his ,ieve], there is probably little that can be done to hcl_p the teller, other
jan to point out ways in which he could hgve mad_e his story more o_f a
ory (perhaps asking him to reproduce, in his own time, a written version
the events which could then be embellished for later oral retelling).
Teachers who want to train learners in narrative skills would do we_l]'tn
hink of listeners as well as tellers, and activity design should talge a positive
le for the listener into account. Activities involving joint telling are also
sssible, although published language-teaching materials tend to prefer the
hgle teller. But dat ble for those with access to English-
Wpuage broadcasting: radio and television chat sho:ws frequently have
5 recounting narratives with an active listenc‘r in the form of the
hat-show host, and one recent Australian and British TV success, tl}c
ogramme Blind Date, has a segment each week where a previous weelc s
ts jointly recount a honeymoon-style trip they have taken in the
ening period at the programme’s expense. Soap operas regularly have
le recounting narratives with reaction and evaluation from other
acters. All these make more authentic contexts than the single narrator

r activity 6 =8
Consider this data extract from the point of view of how the listener (B)
behaves. In what way is this particular listener an active one? A has been

elling stories about his neighbour:

A: And on Sunday, we were going for a walk and they were [ in

B: Mm.
the distance walking and they stopped and waited for us to
carch up and introduced us to their daughter.

B: L Oh lovely.
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5 Spoken language

A: And he’s quite a comic [ the fellow [ you know.

B: [ Is he yeah.

A: And their daughter’s in Australia, and they've never been to
Australia to see her

L‘Jh, haven't they?-l

="

cos they've got a
dog.

B: Oh, I see.

A: They’re tied with the dog, she’s a very highly strung dog,
and they don’t feel they can [ leave her in kennels.

B: [ leave her with anybody, no.

(Author's data 1989)

In this last reader activity, we note that B predicts what A is going to say.
Active listeners, like active readers (see Chapter 6, page 169), are constantly
predicting what the message will be, based on the evidence of their world
knowledge and the type of discourse they are engaged in. Listening activi-
ties can test and encourage the development of predictive skills, just as good
reading activities often do.

5.8 Other spoken discourse types

We have briefly mentioned how discourse analysts have studied people
describing their apartments (section 2.2). Apartment descriptions tend to
follow a set pattern where the speaker takes the listener on a~guided tour’
the rooms starting _from the entrance. Il -worlid, avioural
pattern is reflected in regularly occurring language functions (such as we
saw with this and that references in section 2.2) which can be systematically
taught and practised. The same goes for common discourse types such as
giving route directions, a favourite activity in the language classroom.
elling someone how to geT to one’s house, or where to locate things on a
map are often the basis of information-gap exercises, and these can be very
successful in generating talk. However, as we have argued throughout this
“book, it is also worth takin ook at what discourse analysts have
observed about the organisation of talk in a setting such as direction giving.
“Psathas and Kozloff (1976) found a typical three-phase structure in their
data, consisting of situation, information and instruction and an ending
phase. In the situation phase, the person giving directions must establisk (1
the starting point,{2) tﬁe goal,and (3) the means of transport of the person
irected, if these are not already known or obvious. Thé information phase
~—f§'where the main route directions are given and the ending phase functions
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confirm that the route has been understood and closes the interaction. It
thenpossible To specify typical linguistic realisations of these phases,
me of which will be formulaic, such as and there you are, got that?, you
't miss it for the ending phase, and others which will be the familiar
undary markers we have seen dividing transactions elsewhere (‘okay, so
W're at the Market Place . . . right . . . well . . . if you can see the clock
bwer, .. . °). Once again, me\m_Twwmnmﬁmu
tempt to emulate these discourse conditions and will encourage an active
\éfor the Tistener, who will typically require more detail, will check that
#ehetrasunderstood the directions correctly and will give appropriate
tk-channel responses. Activities where these features are clearly part of
Sinstructions to participants will probably generate discourse more

usely resembling the elements and sequences that discourse analysts have
erved in their data.

Speech and grammar

ief mention must be made here of the role of grammatical accuracy in
\prepared speech. Language teachers tend to work with a set of norms
sed on the written language, where clause and sentence structure are
early defin oken data—however, present a different picture, and
squently contain forms that would be considered ungrammatical in
fiting. Such ‘mistakes’ usually go quite unnoticed in natural talk, and it is
ily when we look at transcripts that we realise how common they are.
pe example is the wh- clause structure with embedded reported clauses, as
these two attested native-speaker urterances:

A: And there’s a thermostat at the back which I don’t know how it
works.

5.20) A: There’s another secretary too who I don’t know what she’s
responsible for.

lative speakers of English are also fond of saying things such as “the thing
 is that T don’t know her number’, ‘the problem is is . . . °, and we have
gen in our data examples how often utterances are grammatically ‘incom-
blete’ by written standards, such as ‘But that time I turned into the police
tation’ in extract (5.17). Speech abounds in verbless clauses, ellipses that
would be frowned upon in ‘good’ writing (e.g. omitted pronoun subjects),
atk of concord and omitted relative particles (‘there’s a few problems are
likely to crop up'); false starts, slips of the tongue and changes of direction
midstream in a grammatical structure ("1 you hke we cou €re i
tlié fridge why don't we could have something if you're hungry’).

brown (1980) hay further examples of such ungrammaticalities in speech.

Language teachers wishing to encourage maturat-tatk may have to-adjust
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5 Spoken language

their standards wlwnitﬂ,’__c:ﬂ__gcmmnﬂing_lm. For example, the
native-speaker wh- clause structures exemplified in (5.19) and (5.20) are
usually quickly corrected when similar structures appear in the writing of
Arab learners of English, and omitted pronoun subjects of verbs are also

_grammar in speech, since, up to now, our grammar books have been largely
formulated from introspective and written data. A good grammar of
‘Spoken English, based on natural dafa, montam a few surprises.

{ormctcd. In fact, we do not know enough about the acceptable norms of

Reader activity 7 ==&

Analyse the grammar of these two learners acting out a speaking activity
from Collie and Slater (1991). As a teacher, which features do you think
need correcting, and which are the sorts of features we might let pass as

:lypical of the kinds of things found even in native-speaker conversational
ata?

(The students are exchanging information about skills they once had
but have lost for one reason or another over the years.)

: Any particular musicians than more than another.

And you play piano with the (mimes).

: With the papers?

Or as sound?

: No, I was not able play by sound, I was, in fact, I had a piano for
this bur it was more too much technical, too much exercises that
was very very hard.

Bur guitar is more more easy.

: Yes, it was more easy for a short time, then I left it.

Prove again with the piano?

: Yes.

{Author’s data 1989)

>0

o= e

5.10 Conclusion

Spoken discourse types can be analysed for their typical patterns and the
linguistic realisations that accompany them (e.g. service encounters,
business negotiations, telephone calls, chat-show interviews, lectures,
trouble-sharing encounters, etc.), and the periodical literature of discourse
analysis abounds in detailed studies of a vast range of types. These studies
are most often not carried out with any overt pedagogical aim, but are very
useful for language teachers and material writers who want to create
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tematic speaking skills programmes and whose goal is to design activi-
that will generate output as close as possible to naturally occurring talk.
mplete naturalness is probably impossible in the classroom, but the
fing that one is engaging in an authentic activity is important to the
i eeling ore is being taught authentic and naturally
Siirring structures and vocabulary to use in simulations of real-life talk.
scourse analysis can supply data where intuition cannot be expected to
gompass the rich detail and patterning of natural talk.

This chapter has looked at spoken discourse, from small units to longer
etches, and has tried to relate studies of naturally occurring speech to the
als and methods of language teachers in the classroom. It has brought
idence from data to bear on some of the typical activities that language
Amers are asked to engage in, and has compared data from both learners
id native speakers, using the latter to evaluate the former and to suggest
ections for the design of classroom activities. It remains now for us to
insider the world of written text, and what discourse analysis can teach us.

TTIET,

irther reading

i conversation in general, several works are worth consulting: Schenkein (1978),

Psathas (1979), Craig and Tracy (1983), Taylor and Cameron (1987) and McGre-

wor (1984).

i the elaboration of adjacency pairs, Gibbs and Mueller (1988) is interesting.

i the general question of indirectness and politeness, see Brown and Levinson

(1978) and Blum-Kulka (1987), and especially in the cross-linguistic context see

Odlin (1989: Ch. 4).

Umondson et al. (1984) and Olesky (1989) contain interesting comparative data on

the expression of certain discourse functions (e.g. opening, requesting, giving

compliments) in German and English and Polish and English.

enstein and Bodman (1986) look at how native and non-narive speakers express

thanks.

ick-channel in Japanese conversation is dealt with by Locastro (1987).

semulaic utterances in general in conversation are illustrated in Coulmas (1979

‘and 1981).

llrose (1989) is worth consulting on interpreting functions in exchanges and on

situations and roles.

wkes, stories and anecdotes have been studied in the ethnomethodological tradi-
tion, including Sacks (1974), Jefferson (1978), Polanyi (1982 and 1985).

lor everyday discussion and argument, see Schiffrin (1985b), and for the analysis of
‘more unordered conversation, see Parker (1984).

Crystal (1981) is good on grammatical and lexical features of natural conversation.

ot further work on topic in conversation, see Maynard (1980), Stech (1982), Crow

{1983) and Gardner (1987).

aw teachers establish topics in the classroom is discussed in Heyman (1986).

opic markers and discourse marking in general are dealt with in depth in Schiffrin

(1987).
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5 Spoken language

Dona!dson‘ (1979) discusses the transactional/interactional divide, as well as
reciprocity.

The seminal paper on turn-taking is Sacks et al. (1974).

Ms_c from that time Starkey (1973) and Duncan and Niederehe (1974) are ol
interest, but recent rethinking and criticism of turn-taking models has come from
Houtkoop and Mazeland (1985) and Power and Dal Martello (1986).

How turns operate where visual cues are absent is dealt with in Burterworth, Hing
and Brady (1977) and Beattie {1981).

On telephone calls, see Schegloff (1986).

Toolan (1988) provides a good introduction to narrative, while Hinds (1984)
considers Japanese oral narrative.

More on the language of route directions can be found in Psathas (1986).

BygatF (1987) gives good evaluations of published materials for spoken English,
while Gardner (1984) discusses the general implications of conversation analysis
for language teaching.

Interesting recent works on listening are Richards (1983), G. Brown (1986}, and
Anderson and Lynch (1988).

‘Written language

‘I haven't opened it yet,' said the
White Rabbit; ‘but it seems to be
a letter, written by the prisoner
to somebody.’

‘It must have been that,’ said
the King, ‘unless it was written
to nobody, which isn't usual, you
know.’

Lewis Carroll: Alice's Adventures
in Wonderland

introduction

uch of what needs to be said concerning written language has already
en said in previous chapters. Chapter 1 touched on the notions of
herence, clause relations and textual patterns in written language;
hapter 2 explored cohesion, theme and rheme and tense and aspect,
king many of its examples from written texts; and Chapter 3 examined
-al cohesion and text-organising vocabulary, again exemplifying with a
imber of written text extracts. Even Chapter 5, although it was concern

ith spoken language, made points that are relevant to written discourse:
he active listener and the active reader are engaged in very similar pro-
sses. Also transferable from the rest of this book are two general prin-
ples: that not everything described by discourse analysts is relevant to or
ay have any immediate applications in language teaching, and, on the
ther hand, that the more we can learn from discourse analysts as to how
different texts are organised and how the process of creating written text is
tealised at various levels, from small units to large, the more likely we are to
be able to create authentic materials and activities for the classroom.

6.2 Texttypes
Unlike our knowledge of speech, our knowledge of written text has been
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grcatl?r assisted by the existence of huge computerised corpora of written
material such as the twenty-million word Birmingham Collection of English
Text ‘(the basis of the Collins COBUILD dictionary project), and corpl;s-
building over the years has led to an interest in detailed taxonomies of
FEXI‘!.la] types. However, we still lack hard evidence of just how written text
impinges on the day-to-day life of most people. We can obtain statistics for
library-borrowing, or for newspaper sales, and get some idea of what most
people read of these ‘mainstream’ text types, but a whole hidden world
exists too, of memos, forms, notices, telexes, tickets, letters, hoardings
]abe!s, junk mail, etc., and it is very difficult to guess just what people’s daii;
reading and writing is. Once again, the language teacher is left with a typo-
logy based on intuition, or perhaps more often than not, with an imposed
syllabus of mainstream texts, as the raw material of teaching.

Reader activity 1 w8

Look at this list of everyday written texts and decide how often you read
and write such texts, on an Qﬁenfsometfmesfﬂare!yfﬂeuer scale. Tick the
appropriate box and, if possible, compare your results with another person.

Read Write

0.8 R N 85 R N

Instruction leaflet
Letter to/from friend
Public notice
Product label
Newspaper obituary
Poem

News report
Academic article
Small ads

Postcard to/from friend
Business letter

It is certain _r.hat most people will read more of the text types listed in the
reader activity than actually write them. Nonetheless, apart from specialist
Ie_amem, who tend to have precise reading and writing needs, it is still
difficult to gauge precisely what types of written text are most useful in
language teaching and to find the right balance between reading and
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ting in most general language courses. For writing purposes, letters of
tous kinds will always be a useful type to exploit, but, in addition,
abuses and examinations often demand essays or compositions,
\ether narrative, descriptive or argumentative, and it is here that teachers
d the greatest challenges in devising interesting and authentic activities.
e shall therefore consider how learners can be assisted in such writing
s by the insights discourse analysis has provided into text types and the
ationships between texts and their contexts.

Speech and writing

sth spoken and written discourses are dependent on their immediate
ntexts to a greater or lesser degree. The idea that writing is in some way
eestanding’, whereas speech is more closely tied to its context, has come
\der attack as an oversimplification by discourse analysts (e.g. Tannen
182). The transcript of a piece of natural conversation may well contain
ferences impossible to decode without particular knowledge or without
sual information. Similarly, spoken ‘language in action’, where language
sed to accompany actions being performed by the speakers, is also
ly heavily context-dependent and may show a high frequency of
currence of deictic words such as this one, over there, near you and bring
at here, which can only be decoded in relation to where the speakers are
the time of speaking. On the other hand, a broadcast lecture on radio
ay be quite ‘freestanding’ in that everything is explicit, self-contained and
ighly structured, which may also be true of an oral anecdote, joke or other
nd of narrative.
T'his same variation in context-dependability is found in written texts. A
n saying ‘NO BICYCLES’ is highly context-dependent: it may mean ‘it is
thidden to ride/park a bicycle here’ or perhaps ‘all available bicycles
ready hired/sold’, depending on where the notice is located. And while it
true that written texts such as essays, reports, instructions and letters do
ad to be more freestanding and to contain fewer deictic expressions,
fitten texts may still encode a high degree of shared knowledge between
eader and writer and be just as opaque as conversational transcripts, as in
his extract from a personal letter.

h 1) Dear Simon,

Thanks for your letter and the papers. I too was sorry we didn’t get
the chance to continue our conversation on the train. My journey
wasn’t so bad, and I got back about nine.

(Author's data 1989)

We have here references to another text shared by the writer and reader
['your letter’, ‘I too was sorry’), an exophoric reference to ‘the train’ (see
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section 2.2), and the deictic back, all of which depend on mutual know-
ledge to be fully understood. As eavesdroppers on the text, we can only
make intelligent guesses (on mutual knowledge in discourse, see Gibbs
1987). But even transparent, highly explicit texts are written by someone for
someone and for something, and their form is determined by these factors.
Implicitness and explicitness will depend on what is being communicated
to whom, rather than merely on whether the discourse is written or spoken.

Classroom activities which bring out the differences between context-
dependent and relatively freestanding discourses can be devised based on a
combination of speaking tasks and writing tasks. /

In an example of the task-based approach (see also extracts (5.10-12)), 4
group of German advanced learners of English were instructed to decide on
the dispositions of furniture and equipment in a room for a school open
day. The first phase of the task was a discussion in the room itself of how
best to arrange the furniture; in the second phase, the group had to write a
note to the school caretaker explaining their requirements. Thus it was
predicted that the spoken phase would be highly context-dependent and the
written text detached from its immediate context in time and space. The
transcript of the discussion in the first phase contained a number of deictic
words and phrases such as ‘this corner’, ‘a little bit to the side’, “there,
where the door is’, etc. The discussion also contained the turn-taking,
exchanges and transaction management that we examined in detail in
Chapter 5, as well as reflections on the real-time and planning constraints
of speech in progress (‘wait a minute’, ‘now, what's next?’). In short, all
sorts of elements occurred that would be out of place in the next (written)
phase of the task.

The written phase (the letter to the caretaker) then involved the learners
in a number of different discoursal problems typical of (though not unique
to) writing: an absent addressee, detachment from the relevant physical
environment as a shared context for sender and receiver and the resultant
need to be explicit, and the choice of how to ‘stage’ the text (friendly note?
bare list of requirements?). In fact, the two different groups who did the
activity produced quite different written output, and the feedback session
afterwards with the tutor led to a very interesting discussion on the cultural
differences in sending a letter to a school caretaker in Britain and in Germany.

This is the text one group produced:

(6.2) Group A:
Dear John,
Would you be kind enough to get room no. 4 ready for open day and
as games room.

You will need:

2 square and one rectangular rable
1 coffee table
14 chairs
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5 easy chairs

2 screens

1 dart board

1 monopoly, 1 chess board, 1 set of bridge cards and 1 roulette
Some puzzle and word games and magazines (see librarian)

1. Set up the dart board on the left, on the wall next to door.

2. Arrange 5 easy chairs and 1 coffee table in the left corner near the
window.

3. Separate the darts corner and the guiet corner with a screen.

4, Please put a screen on the edge of left window in order to shield off

the quiet corner.
5. Have a cup of tea to relax. Thanks a lot for your help!

(ICC dara 1988-90)

ractivity 2 =8

ere is the written text produced by the other group doing the activity. In
hat ways does it differ from the first group’s, and how do the two texts
lect perceptions as to how one writes to a school caretaker?

Group B:
Instructions

1. Put a dart board between the window and the loudspeaker.

2. Parallel to the windows, install a screen to separate the room at
distance of the loudspeaker.

3. Put two square tables with four chairs each in front of the screen.

4. Put two coffee tables with two chairs each on the right hand side of

the door, between the door and the curtain.
5. In the middle of the room, place another square table with four

chairs.
(ICC data 1988-90)

milar problems arise with writing activities of this kind to those which
fise with spoken activities: the learners may misunderstand the task
structions and assume that the caretaker is expecting a note about the
pen day, and therefore not include anything but a list of requirements {as
oup B’s effort seems to do), or else, as mentioned, there may be unseen
rences of cultural perception affecting modes of address. What was
lear was thart the participants did not write in a vacuum and had formed
quite clear pictures of whom they should write to and what sort of
elationship they had with this person. Thus the activity not only brings out
inguistic differences connected with such things as deixis and lexical
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Is possible to devise interactive activities which involve decisions on
rder, cohesion and sequences of tenses in discourse. The following
Migsaw has been used successfully with groups at widely different
 to focus on bottom—up choices of these kinds. A text is read in
. and any other desired activities carried out on it. When its content
imiliar, it is then presented in jigsaw format, divided up into its
dual sentences (or indeed groups of sentences or paragraphs; the
is purely a practical one). What this means is that one group or

specificity, but also specific problems that are ever present in writing: whi
the reader is, whart the writer’s relationship with the reader is, what the
purpose of the text is, and what textual form is appropriate, given tha
answers to these questions are built into the activity or can reasonably h#
expected to be shared knowledge. This set of questions encodes in anothet
form of words the field, tenor and mode constraints of Halliday’s mode| ul
language in its social context (see Halliday 1978).

Letters are a good example of a discourse type where the receiver Iy lo!
usually a specified individual or group, unlike the classroom or homewotk idual gets the text with sentences (or paragraphs) 1, 3, 5, 7, 9, etc.
essay, which is often written for an unknown audience, but with the overlay’ has to recreate sentences 2, 4, 6, 8, etc. in their own words from their
of knowing that the teacher/examiner will be the pseudo-reader. Letters liarity with the content. The other group or individual gets sentences
writing activities can therefore raise all the important questions of tl 6, 8, etc. and has to recreate the odd-numbered ones. When all the
relationship between discourse structure and contextual factors, as we havi; | sentences are ready, the sentences originally provided are discarded,
seen. There also appear to be cross-cultural problems concerning letters t
especially business letters. Jenkins and Hinds (1987) found significant
differences in orientation between American, French and Japanese business
letters; the American letters in their data were generally more informal and
reader-oriented, with the writer strongly projecting the reader’s needs and
assumed purposes. The French data were writer-oriented, with the writet
intent upon protecting his/her position and remaining more formal. The
Japanese texts oriented towards the mid-ground, the relationship berwee
writer and reader.

So writing is not Eun{iamentally different from speech. While it is rrug
that the writer usually has time to compose and think, and is not gomg 1o
be interrupted by the reader bidding for a turn or saying ‘Sorry, can’t stop
now, must rush!’, all the other important factors constraining what is said
and how it is said are present in writing as much as in speech.

tent and cohesive text, and the pair or group together make any
s needed until they are satisfied with the finished product. The
produces interesting results, as with this group of advanced

s of English:

The original text that was read and then jigsawed was about traffic
problems in cities (see extract (3.10)). The resultant text when the
two sets of created sentences were dovetailed was:

1. At present, 15% of Englands surface area is covered by some kind of
man made material, most of which comes in the shape of long stripes
of concrete bond.

2. And yet the government suggests building even more roads in order
to cope with the problem of too many vehicles in our country; this
can hardly be the answer.

3. While I don't in the least doubt the sincerity of these studies, my own
observations lead me to challenge the very principles with which they
have been carried out.

4. Day by day I watch the traffic jam on my way to work moving even
more slowly than my walking speed.

5. If1 was to take this as indicative of a problem with the existing road
network, the following could be said.

6. There are four possible ways in which this dilemma might be dealt
with: one is to build more roads and thereby destroy our
environment, two is to tax cars and petrol heavily, three is to give
out licences for those who really need a car, four is to take into
consideration the use of motorbikes instead of cars.

7. Conceivably, the first three solutions have been discussed in
government circles, but they remain within the simplistic car/road
mile computation which don’t do the problem any justice. They leave
out of sight the proper use of each vehicle. This takes me to the
fourth solution, which is in fact the ideal one.

(Author's dara 1989)

6.4 Units in written discourse

In all our discussions on speaking, the sentence was dismissed as being ol
dubious value as a unit of discourse (especially in Chapter 4). The sentence
is more obvious as a grammatical unit in writing, although certainly not in
all kinds of writing: signs and notices, small ads, notes, forms, tickets,
cheques, all contain frequent examples of ‘non-sentences’ (lists of single
words, verbless clauses, etc.). The internal construction of the sentence has
always been the province of grammar, but in Chapter 2, we argued that a
number of things in clause and sentence grammar have implications for the
discourse as a whole, in particular, word order, cohesion, and tense and
aspect. For the purposes of our discussion of these discoursal features, the
sentence will have no special status other than as a grammatical and
orthographic unit which can be exploited where desired for pedagogical
illustration, just as the clause can.
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This activity led to a discussion among the participants. Everyone agreed
that ‘these studies’ (sentence 3) rendered the text incoherent, and alternative
superordinates such as ‘these policies’, ‘these views’, ‘these ideas’ were
offered to make the text lexically cohesive (see section 3.2). Some in the
group were not happy with conceivably (sentence 7) and with its front-
placing, since (sentence 3) had mentioned road expansion as an idea
already put into practice. Alternatives such as “The first three solutions may
well have been discussed’, and “The first three solutions have probably . . '
were proposed. There were also macro-level discussions on features such as
the use of first person and what some felt was a clash of register berween the
‘sarcasm’ of sentence 1 and the neutral tone of the rest of the text, but, in
the main, the group members were concerned with intersentential links
affecting cohesion and word order.

The success of the jigsaw activity was undoubtedly due to the fact that
the participants were defending their own text, created by themselves,
rather than taking a model text to pieces. The decision-making processes
were brought to the surface and individuals had to explain and defend their
choices, a process more motivating for learners than having to explain the
choices of an invisible, unknown author. There has been a tendency in
teaching materials to see knowledge of cohesion as something to be tested
in relation to textual products, but process approaches can also tackle this
area, by getting learners to evaluate their own texts as they are creating
them (see Johns 1986 for further discussion of peer evaluations).

Reader activity 3 =8

Look at these pieces of learner data purely from the point of view of
intersentential connexions, that is, ignoring errors which could be said to
be principally sentence-internal. Look for problems of cohesion in terms of
such things as reference and conjunction and decide what effect such
features have on overall comprehensibility and readability.

1. (From an essay on town planning by an Italian town planner doing
an English course.)
Unfortunately, not always the growth of cities go on with an
attention research. It's the cause of many problems that people have
in living in big cities, and also the destruction of the environment.

2. (From an essay on differences between Italian and British and
American teenagers, by an Italian learner,)
The British, Italian and American teenagers are like, but I think that
for the Italian teenagers using to play football more than British and
American teenagers.
So as for the American teenagers using to play rugby more than
Italian and British teenagers, For use, British teenagers like to look
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videos and listen music. In fact Britain is the country of the best
musicians of the world.

3. (From a summary of a text on training astronauts; ltalian learner.)
The passage speaks about the astronaut’s life. There are a lot of
problems when one lives in space, and the most important is absence
of gravity. It is necessary a long period of training to learn the basic
operations which allow the life and the work within the Shuttle.
They are trained in simple jobs like as cooking or daily routines and
in different operations as emergency procedures, satellite repairs and
so on.

{Author’s data 1989)

Clause relations

 section 1.9 we looked at the clause-relational approach to written text,
here it was stressed that the units of written discourse, rather than always

ich as cause—consequence, instrument-achievement, temporal sequence,
il matching relations such as contrasting and equivalence. Individual
ients of texts combined to form the logical structure of the whole and
) form certain characteristic patterns (such as problem-solution). The
quencing of segments and how the relations between them are signalled
jere viewed as factors in textual coherence (see Winter 1977; Hoey 1983).
\ fact, the problems which could be subsumed under the notion of
phesion by conjunction in the last reader activity can also be viewed from
ause-relational standpoint, in that inappropriate use of conjunctions
eates difficulties for the reader in relating segments of the text to one
iother coherently. But we also noted in Chapters 2 and 3 that the
orderline between how conjunctions signal clause relations and how
rtain lexical items do the same is somewhat blurred, and that conjunc-
pns such as and, so and because have their lexical equivalents in nouns,
erbs and adjectives such as additional, cause (as noun or verb), con-
wijuent(ce), instrumental, reason, and so on. Therefore, as well as activities
hat focus on conjunction and other local cohesive choices, activities aimed
ut the lexicon of clause-relational signals may also be useful. Segment-chain
ctivities can be used for this purpose. An opening segment (which could be
sentence or more) and a closing segment of a text are given to a group of
Hour or five students, and each individual is given the start of a segment
‘gontaining a different lexical clause signal. Individuals complete their own
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segment with as much text as they feel necessary, and then compare their
segment with everyone else’s in order to assemble the segments into a
coherent text. This involves not only being satisfied with the individual
segments but deciding on an appropriate sequence for the chain of clause
relations that will lead logically to the given closing segment, and making
any changes felt necessary to improve coherence. In the following example,
groups of advanced German learners were given an opening sentence:
“Young people nowadays are exposed to a lot of violence on television, in
films, and so on’, and the conclusion: “This would suggest that some sort of
control or censorship may be necessary to solve the problem.’ Individual
segment-cards had starters such as:

The result is . . .

The reason is . . .

The fact is that . . .
This contrasts with . . .

Typical of the texts produced by the groups was:

(6.4) Young people nowadays are exposed to a lot of violence on
television, in films, and so on. The result is that floods of blood
suffocate the TV news and films all over Europe. This contrasts with
countries where there is a strict control of TV and films. The reason
is an uprooted, deculturalized young generation which has ceased to
stick to the strigent values of their elders. The fact is thar the
situation has got worse and worse recently. This would suggest that

some sort of control or censorship is necessary.

(Author's data 1989)

This particular group were unhappy with the relationship between the
sentence beginning ‘The reason is . . .” and the rest of the text, as they felt
that since nothing had been said about young people’s behaviour, it was
pointless to give a reason for it, and a ‘deculturalized generation’ could
hardly be cited as the reason for violence on television. The opinion was
also voiced that the final text was a little unnatural with so many from-
placed phrases such as ‘the reason is . . .”, once again raising new decisions
on theme and rheme which had to be taken in relation to the text as a
whole. The group finally decided to move the words *the result is that’ from
sentence 2 to sentence 4 to replace ‘the reason is’, and then to reverse the
order of sentences 3 and 4.

The aim of the activity was to reproduce some of the processes of choice
that are involved in using the lexicon of clause-relational signals, once
again as an alternative to only examining textual products containing such
items. This does not mean that cohesive and clause-relational features
cannot also be usefully tackled on readymade texts; alongside the process
approach to writing, there is a healthy tradition of problem-solving
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iethods that include exercises in inserting missing linking and signal words
xts. These force the learner to make vocabulary choices that take more
the individual sentence into account (e.g. Coe, Rycroft and Ernest

k at these pieces of learner data, in which there seem to be problems of
w individual sentences relate to one another. Suggest ways in which,
ther by using conjunctions or lexical signals, the relationships can be
jade more clear.

1. My field of study concerns architecture. It'’s not a field of study, I
think, it’s a huge world going from science to knowledge of
materials, to the history and composition of cultures, ro knowledge

of psychological needs and wishes of men and women in the world.

2. The problems of modern cities are derived from the Industrial _
Revolution, and also if the cities of my country were not interessed
from this event it’s true that there are relations berween every cities.

(Author's data 1989)

Getting to grips with larger patterns

Ve have considered larger patterns of discourse organisation at various
pints in this book. The problem-solution pattern was illustrated in
pter 1, and again in Chapter 3 in relation to vocabulary signals.
apter 3 also looked at examples of claim—counterclaim (or hypothetical-
e¢al) patterns, and Chapters 2 and 5 referred to narrative patterns.

~ These are not the only patterns found in texts; another common one is
the ‘question—answer’ pattern, which has some features in common with
e problem—solution pattern, but whose primary motivation is the pursuit
a satisfactory answer to a question explicitly posed (usually) at the
heginning of the text. For example: 3>

157




6 Written language

(63) London -

too expensive?

It's no surprise that London is L
the most expensive city
in, in Britain; we've all heard the
horror stories. But just how
expensive is it? According to
international hotel consultants

(from Momneycare, October 1985, p. 4) 13 per

e last year

In this text, a situation is established which contains an unanswered
question. Answers are then offered, along with evidence or authoritative
support for them. As with ‘possible responses’ in the problem—solution
pattern, if the answer(s) offered do not answer the original question, then
other answers are sought.

Other typical textual patterns include various permutations of the
general-specific pattern, where macro-structures such as the following are
found:

ssic conservation
mma — too many
making too much

solutions: ne:

General statement General statement

Specific statement 1 Specific statement

Specific statement 2 Even more specific ¢

Specific sraltement 3 Even mnrf:lspeciﬁc

SR o, eIC. « o

General statement General statement

Examples of these patterns can be found in texts such as estate agents’ sales
literature in Britain, where a general description of the property for sale is
| followed by detailed descriptions of individual rooms/features, and then,
finally a return to a general statement about the whole property again (for
further discussion of different patterns, see Hoey 1983),
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Horwath & Horwath's recent re-
port, there are now five London
hotels charging over £90 a night
for a single room.
Butmnlfynur hotel choice is MOre Tesources,
a little more modest, you'll still n I;lljm case build e
~ be forking out nearly twice as roads and car parks;
Gon w5 eisowpere W, Beitain " o matoin
Average room rates last year raising the price of
worked out at around £19 in the mlﬁ‘fé“oﬂ;Ma
provinces compared to £35 ln good reason for needing
London. 1 and

especially those used
commuting

. accidents are

will be raised to the pro-
motion of the motur
cycle as the saviour of
our

[tlsmg&mns It can
three-fifths of all
sermeus motor q'::hng

caused by
cars. S0, by 1

some drivers from cars
to motor cycles, the risk
can immediately be
reduced.

of Trans-
port statistics have
shown that a car driver &
nine times more likely to
take someone else with

'|'| om Cambridge Weekly News, 22 September, p. 11)

One point to note about patterns is that they are of no fixed size in terms
number of sentences or paragraphs contained in them. Another point is
at any given text may contain more than one of the common patterns,
following one another or embedded within one another. Thus a
to stay oblem—solution pattern may contain general-specific patterns within
ividual segments, or a claim—counterclaim pattern when proposed solu-
ns are being evaluated, both of which features are present in this text:

Two-wheel solution

If the right person
were to set the lead and
exchange his tin box
traffic jammer for an

we begin with a general statement and then, in terms of time, a series
'ﬂermore specific ones, culminating in a general statement in paragraph
of the problem that is to form the central focus of the text. The next two
wragraphs then put forward possible solutions. The author’s prefcrred
“ ution, the motorcycle, is then evaluated in the rest of the text in a series
if claims and counterclaims with justifications for the counterarguments.
Dinly the last sentence breaks the completeness of the patterns by raising a
bounterargument that the author chooses to leave open, but which brings
s right back to the statement of the problem in the very first sentence of his
lext. So the text is highly parterned, and its author has embedded patterns
within the overall structure of the text.
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6.7 Patterns and the learner

g patterns in texts is a matter of interpretation by the reader, making

Reader activity 5 =8

What patterns can you observe in the following extracts from the opening
lines of two magazine articles (you have already analysed the second ong’
for modals in section 3.8)? What text pattern would you predict is going
be the dominant one in each of the texts as a whole?

1.

clues and signals provided by the author; it is not a question of
ng one single right answer, and it will often be possible to analyse a
i text in more than one way. But certain patterns do tend to occur
uently in particular settings: the problem—solution pattern is frequent
dvertising texts (one way to sell a product is to convince people they
& problem they may not be aware of) and in texts reporting technolo-
I advances (which are often seen as solving problems er removing
cles). Claim—counterclaim texts are frequent in political journalism,
as in the letters-to-the-editor pages of newspapers and magazines
and are extravagant spenders. Chaps, of course, are cool and see Ghadessy 1983, for a problem—solution orientation to such letters).

rational, while women are swayed by their emotions and are slaves 1 jeral-specific patterns can be found in encyclopaedias and other refer-
the lunar cycle. Men are polygamous, women monogamous. texts.

Ridiculous stereotypes? Absolutely. So why do quite a lot of men ani [
rather a large number of women still half believe them?

Men can mend stereos, drive cars and budget their pay packets
efficiently; women are helpless when faced with anything mechanical

[Options, Ocrober 1985: 201)

Can citrus
peel harm?

" Patterns and the learner

¢ look at learners’ attempts to create textual patterns of the kinds we
' described above, we find that there are sometimes problems. Just as
noted that learners whose overall competence was poor often got
ped in the difficulties of local encoding at the expense of larger

ool s Estal Wi wex urse management in s;:oke_n discourse, so too can we observe such

ek gchemicals? ulties affecting learners’ written work. If we look again at a text from

The skin of almost all citrus th we took an extract earlier, this time reproducing the whole text, we
fruit sold in the UK is treated see an attempt at a general-specific pattern which seems to just end in
with hmg-d‘.;&aﬁn stop it going Istream, lacking the typical .return to a general statement after the
mmlld}'i e MM bathi pific examples that is expected in a well-formed text. On the other hand,

iri could equally say that the text sets out to create a number of descriptive

the fruit in wax.

Could the fungicides used s, but gets ‘lost” in a digression about Britain’s ascendancy in the
on citrus peel be harmful - d of music
particularly since there's some
evidence from laboratory tests (general statement) The British, Italian and American teenagers are
that, in sufficient qunnntns like, (specific: modification of general statement) but | think thart for
they may produce ca or the Italian teenagers using to play football more than British and
mutations in m’ American teenagers.
| The Gom;dm't feel (specific: parallel modification) So as for the American teenagers
I a ‘s:-: m] Edt of 2 using to play rugby more than Italian and British teenagers. (new
permitted are very low. 'I‘heg specific) For use, British teenagers like to look videos and listen
levels are based on !hB— music. (digression?) In fact Britain is the country of the best

: musicians of the world. (end of text)
recommendations of UK and
international advisory bodies
{Author's data 1989)

for the amount that can be
consumed et daily without any it is extremely doubtful whether the writer (a highly educated, mature

(from Which¢, January 1984, p. 4)
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person) would write such an unstructured text in his own native language.

I is quite clear that the stresses of creating the text (and the frequent
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crossings-out in the manuscript support this) at the level of local choice &
grammar and vocabulary has proved too much, and all sense of overs
planning has been abandoned.

At lower levels, clause- and sentence-chaining activities can take tiy
strain off macro-level planning but still produce a learner-generated text fol
scrutiny in class. As with the clause-relational chaining activity, eagl
learner creates a textual segment relevant to a given topic, but with tl
segment-starters containing signal words of the (in this case) probles
solution structure. For an all-Italian group of architects and environment:
planners on an intensive English course, the topic sentence was: ‘Nowg
days, more and more people want to use the countryside for leisui
purposes.” The starters were:

activity 6 =&

dvanced group of German learners of English produced the following

aces based on the topic card (seen by all members of the group) and
ent-starters given (in italics). What, in your opinion, would be the best
 for the sentences to make a satisfactory text? How many possible
able orders are there? What changes would you like to make to the
ng of individual sentences?

Football hooliganism is a common phenomenon in a lot of

European countries.

2. One possible solution to reduce the worst effects might be, first
of all, to stop violent fans from entering the stadium.

3. The reason for the fans aggressive behaviour is their social
background.

4. The problem is how to interfere without cancelling all football
matches and without frustrating the real non-violent fans.

5. The situation can be described as follows: thousands of people

are injured every weekend and a lot of damage is done to the

stadiums.

{Author’s data 1989)

But the problem is . . .
Planners have an important role to play: . . .
One possible solution to the problem is . . .

These were designed to generate the problem, a response from planners and
a possible solution. Thus the next stage of the activity, marshalling 1l
individual segments into a coherent text, is guided by top—down constraing
of typical problem—solution sequences. The discussion on sequencing o
segments and necessary changes to the text was carried on in the learners
L1 on this occasion. The author of extract (6.7) was a member of the grouj
whose final text is reproduced here:

{6.8) Nowadays, more and more people want to use the countryside for
leisure purposes. But the problem is that the urbanism take over and
dominates it. Planners have an important role to play: they have to
ensure the community the right distinction between spaces for
working time and for leisure purposes, and moreover to locate this
last activities in the best convenient situation for most of people. O
possible solution to the problem is that people have to know the
advantages to live far from traffic and noise, because a calm place
where everybody can have a relationship with itself, it is necessary
for our soul.

munication in their writing is how they use the kind of discourse-
\lling vocabulary discussed in sections 3.5-6. What is sometimes observ-
in learner data is that, although the overall patterning is present, misuse
gnalling words can disorient the reader somewhat. This extract is from
\mmary of a text on the problems of training astronauts to live in space:

ther interesting aspect of learners’ success or otherwise in macro-level

As soon as a man of our century realizes we’re going to reach the
complete control of communicating and travelling in space, he has to
consider the huge number of difficulties that overcome with the
developing of space travels.

Science and technique may develop to hinder a lot of problems,
like for example loss of oxygen, intense cold, severe radiation bursts
and so on.

(Author's dara 1989)

(Author's dara 1989

The author of text (6.7) composed the sentence beginning *but the problem’
is ...", which reflects his lexico-grammatical weaknesses compared with
the others in the group, but in terms of the final text, which was used for
remedial vocabulary and grammar work, his contribution was as useful as

the s he first infelicity in discourse-signalling vocabulary occurs with ‘difficul-

es that overcome’, but here it is not entirely clear whether the problem is
xical; it may be (interference from a cognate form in Italian which hides a
alse friend) or it could be syntactic, insomuch as many languages use a
hat' construction where English would have an infinitive (‘difficulties to
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overcome’), but the vocabulary-choice tends to be dominated by the qui
plausible syntax here, and most readers presented with the text suffer
disorientation. The second error, ‘to hinder a lot of problems’ is mow
obviously lexical, and underlines the point made in Chapter 3 abour the

importance of grouping words together along discourse-functional lines;
and suggests a role for the teaching of collocating pairs in the case of such

words. A similar collocational problem seems to have occurred in the
football hooliganism text in Reader activity 6: one does not normally

interfere to solve a problem (interference usually suggests making things
worse); in English, one intervenes to solve problems. Such local errors
disorient the reader in the sense that he/she is continuously making pres
dictions about the text as a whole and its likely sequencing and patterning,

6.8 Culture and rhetoric

Our data examples so far show one thing: European learners of English i
general are perfectly capable of transferring discourse patterns such as
problem—solution patterns from their L1 to an L2 (as witnessed in the
chaining activities). Where problems arise, they seem to be relatable to lack
of linguistic competence at the lexico-grammatical level and the natural
difficulties of coping with global planning when one is under great stress
encoding at the sentence level. But what of the writing of learners from

cultures quite different from Western ones? Are there established norms of

writing in other literate cultures that are different and might therefore be
expected to interfere with the macro-level decision-making of the learner
writing in English?

The area of cross-cultural rhetoric studies has spawned a vast literature
of its own, and a somewhat confusing one. On the one hand, linguists claim
to have evidence of textual patterns in other languages not found in English
writing; on the other hand, there is disagreement over whether these

patterns are transferred and cause interference when the learner writes in

English. A paper by Kaplan (1966), in which he posited a typology for
textual progression with different types associated with different cultures,
was very influential, but has since been undermined by other studies,
Kaplan suggested that English text was characteristically linear and hier-
archical, while Semitic (Hebrew and Arabic) text was characterised by
parallelism; Oriental text had “indirection’ as a characteristic, and Russian
and Romance texts had a preference for digressions. Some evidence seems
to support differences in textual structure, such as the acceptability in
Japanese texts of what seems to the English eye to be the abru pt insertion of
irrelevant matter (see Hinds 1983), or certain features of word order and use
of conjunctions that are redolent of Indian languages being carried over
into writing in Indian English (Kachru 1987). Similarly, differences in
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erence of particular theme—rheme sequences (see section 2.3) have been
med. Even within the s anguage family differences have been
ested: German academic texts seem to allow a greater amount of
nthetical information and freedom to digress than English writing of
same kind, and there is some evidence that English writers t_end to use
¢ sentences at the beginning of paragraphs where German writers might
fer a bridging sentence between paragraphs. _ L4
ut by no means everyone agrees that such tendencies are szgmﬁcan_t, nor
it they cause problems for language learners. Typical of the confusion is
e of Arabic and Chinese: Kaplan had spoken of parallelism for
and indirection for Oriental texts, but Bar-Lev (1986) finds _more_of
dency to ‘fluidity’ in Arabic rext (i.e. non-hierarchical progression with
wreference for connexion with and, but, and so), and claims that paral-
im is a property of Chinese and Vietnamese. Aziz (1988), however, finds
it Arabic text has a preference for the thcme—repetmqn pattern (the ﬁrs;
the three theme and rheme patterns discussed in section 2.3],.mak1ng it
erent from English and indeed suggesting a sort of parallelism. Then
jin, as regards Chinese, Mohan and Lo (1985) foupd no marked d_lﬂfﬁl’-
s between Chinese texts and English ones. This sort of conflicting
dence does not provide the answers to the sorts of questions language
thers are concerned with. Nor is the picture any clearer with regard to
ether there is cross-cultural interference for learners. Language teachers
therefore left with intuition, experience and their own data as the most
lable resources for deciding whether interference is a problem.
What we find frequently in examining Middle Eastern, Oriental and
her learner data in English are the same problems no!:ed in European
ta: that bad discourse organisation often accom| le
mmatical competence. Just as we observed an Italian learpcr fallmg_ to
fodiice a satisfactory and complete generai—speciﬁc_pa_ttem_m comparing
tish and Italian teenagers (extract 6.7), so we find similar difficulties with
apanese low-level learner doing the same task:
10) British teenagers watching television. Boys and girls many people.
] My country teenagers very more people watching television, because
my country television more select. My country TV have channell
no. 1,3, 4, 6, 8, 10, 12,
British teenagers playing football very famous. But my country

teenagers playing baseball very famous.

{Author's data 1989)

activity 7 =&

Lonsider this essay on differences between English and Japanese teenagers

by a higher-level Japanese learner of English. Does it display better
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discourse patterning than extract (6.10), and if so, in what way(s)?

I'd like to compare the habits of teenagers with those of teenagers i
my country.

In Britain both boys and girls spent rime for watching TV,
listening to records and going to disco. That is the same teenagers in
my country. OFf course there are some leisure for girls and for boys.
British girls spent most time for going to the cinema and time with
boyfriend. That is a little bit different from reenagers in my country,
my sister who is 15 years old, she spent most time for shopping and
studying. I think Japan and Britain are different from education
system that’s why Japanese teenagers spent most time for
studying.

British boys spent most time for football because, in this country,
football is the most popular sports that’s why they spent most time
for football. In Japan baseball is the most popular sports so Japanese
boys (reenagers) spent most time for baseball.

If the culture is similar Japan and Britain it would be a same result
but in fact Japan and Britain are completely different from the
culture. For example, food, religion, popular sports and so on. So the
result is a bit different.

(Author’s dara 1989)

The arguments we have been making about the link between lexico-
grammatical competence and discourse competence do not mean that
particular features in the realisation of discourse patterning cannot be
improved or directly taught; the main point is that macro-patterns them-
selves do not seem to be lacking once reasonable general competence has
been achieved, and that, where the macro-patterns are absent, there seem to
be basic clause- and sentence-level problems ﬂ‘ﬂFM%‘LPi%{‘iﬂ’ in
teaching. Nonetheless, we have argued that while lower-order skills are
being taught, the higher-order features can be practised through pair and
group activities such as chaining and text-jigsaw activities, where the
macro-level decisions can be discussed in the learners’ L1, or if in L2, then
at least divorced from the immediate stresses of encoding the individual
clauses and sentences.

The sorts of discourse features that do lend themselves to direct interven-
tion are likely to be discourse-signalling vocabulary, appropriate use of
conjunctions and other linking words, and perhaps a closer look at refer-
ence and ellipsis/substitution. There does seem to be some evidence that
learners do not handle anaphoric reference at the text level as efficiently as
they might, but again it is not always clear whether this is because some
languages tolerate more repetition of the noun head rather than pronomi-
nalisation, or that they use ellipsis for subsequent occurrences of the same
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ity after first mention (as seems to operate in Japanese), or indeed
: local encoding stresses are once more to blame rather than cross-
wistic interference. If we examine two of the sentences from the Japan-
er’s text in Reader activity 7, we see an unnatural amount of
in-head repetition:

i British boys spent most time for football because, in this country,
football is the most popular sports that’s why they spent most time

for football. In Japan baseball is the most popular sports so Japanese
boys (teenagers) spent most time for baseball.

ing like this might sound more natural:

British boys spend most of their time playing football, because in this
country it is the most popular sport, and that is why they spend most
of their time playing it.

¢ might even wish to look at the possibilities f!:r substitution and reduce
@ last part of the text to ‘and that is why this is s, Such changes to the
it do not hide the more obvious lexico-grammatical errors, but t}:ey

ainly improve the overall feeling of na.ruralnc_ss once the lexico-
mmatical errors have also been dealt with. But it is not always easy to
ate discourse-level weaknesses from the local lexico-grammatical

s "ircspecially when the latter are thick on the ground in a piece of learner

- what way(s) could this paragraph from a Korean leagner’s essay be
proved in terms of discourse features such as conjunction, anaphoric
ference, ellipsis/substitution? You may find it helpful to correct the more
hvious mistakes in grammar and vocabulary first, and then to reread the

Korea has developed radically in economy over the past 25 years. All
industries have developed and especially mechanical industries have
advanced, for example, electric, steel and car industries. As a result
development of industries, Korea has become rich country and
almost houses have had televisions, videos and cars.

{Author's data 1989)

Paying attention to the grammar-and-discourse features dwcrib_ec! in

Chapter 2 is a partial means of attending to the writer’s responsibility
st . : M

towards the reader, in terms of assisting orientation to the writer’s argument
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and giving signals to the reader as to how the segments of the text relate ta
one another. Process approaches to the teaching of writing tend to include
such features anyway, and some materials for the teaching of writing do
also take into account the macro-planning of text with regard to patterns
such as problem-solution and others we have looked at (e.g. Hamp-Lyons

and Heasley 1987).

6.9 Discourse and the reader

We cannot leave this chapter, and indeed, the whole discussion of discourse
analysis and language teaching, without considering the influence of dis-
course analysis on the teaching of reading. What we shall conclude about
discourse and reading in fact follows consistently from what we have said
in this chapter and in earlier ones: we cannot explain discourse patterning
at the macro-level without paying due attention to the role of grammar and

lexis; by the same token, we cannot foster good reading without consider-
ing global and local reading skills simultaneously.

In recent years, questions of reading pedagogy have centred on whether

bottom-up (i.e. decoding of the text step-by-step from small textual

elements such as words and phrases) or top-down (using macro-level clues
to decode the text) strategies are more important. The debate seems to have
settled, quite sensibly, on a compromise between local and global decoding,

and there is general agreement that efficient readers use top—down and

bottom-up processing simultaneously (e.g. Eskey 1988). This fits with our
general view of discourse as being manifested in macro-level patterns to

which a constellation of local lexico-grammatical choices contribute. The
best reading materials will encourage an engagement with larger textual
forms (for example through problem-solving exercises at the whole-text
level) but not neglect the role of individual words, phrases and grammatical
devices in guiding the reader around the rext (e.g. Greenall and Swan 1986,
who achieve a balance of both ingredients).

But at both the micro- and macro-level, caution in how to introduce the
discourse dimension is called for. In the case of cohesion, for example, the
precise relationship between cohesion and coherence is unclear, and focus-
ing on cohesive devices for reading purposes may not guarantee any better
route towards a coherent interpretation of the text (see Steffensen 1988). At
the macro-level, much has been made in recent years of schema theory, that
is, the role of background knowledge in the reader’s ability to make sense
of the text. The theory is that new knowledge can only be processed
coherently in relation to existing knowledge frameworks, and that the
efficient reader activates the necessary frameworks to assist in decoding the
text being read. The frameworks are not only knowledge about the world
(e.g. about natural phenomena, about typical sequences of real-life events
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\behaviour), but also about texts, how texts are typically structured and
ised, thus enabling us to talk about two kinds of ?::hemata: content and
| respectively. The theory in itself seems -pla-usflbic enough; thc_more
re locked into the world of the text, the easier it is to absorb new 11jfor-
jon. It is often held that the teacher’s job is to help the reader to activate
appropriate schemata. While we have already tested the t_rah_le of pre-
ing what textual pattern(s) a given text may be going to re;ahse in Rea_d;r
vity 5 as an awareness activity for constructing patterns in writing, it is
at all certain whether activating the right formal schema for r!eafimg can
b much if the right content schema is lacking. If the teacher’s job thcn
omes one of supplying the appropriate content schemata for a Puss:bl}r
t number of textual encounters, then we are out of the world of discourse
such and firmly in the realm of the teaching of culture, and we are not
essarily teaching the learner any skill that will be subsequently pmdl_uctwe.
Vhat we have already said, and what may be rcpeare_d now, is that
ening and reading have in common a positive and active role for the
eiver, and, if any insight is to be taken seriously on board from !:llscourse
lysis, it is that good listeners and readers are CC—I_’lStant]}' attcnd_mg to the
mentation of the discourse, whether by intonational features' in sl?eech,
by orthographical features in writing, or by lexico-grammatical signals
both. What is also clear is that good listeners and readers are alwa?rs
dic ing what is to come, both in terms of t]_'le next fe\fr words and in
ms of larger patterns such as problem—sniut!on, narrative, and so on.
is act of prediction may be in the form ﬂf_ precise prediction of content or
more diffuse prediction of a set of questions that t]1e author is likely to
wer. For this reason, interpreting the author’s mgnais_ at the level {?f
immar and vocabulary as to what questions he/she is going to addre:ss is
useful as predicting, for example, the content o_f the rest of a gwe;:
itence or paragraph. This will mean paying attention to structures suc
‘cleft sentences (see section 2.3), rhetorical questions, front-placing of
verbials and other markers, and any other discours:e-level lfe?rures. The
adi g text will be seen simultaneously as an artifact arising from a
ntext and a particular set of assumptions of world knowledge, and as an
¢ Iding message in which the writer has en_coded a lot more than just
yntent, with signposts at various stages to guide the reader around.

W'ty and predict as much as you can about this news text from the first er
saragraphs which are given on the following page. What do you thin

waused the problem of the telephone boxes being out of order? 1ilf‘hl] the text
wive us an answer? What other things is it likely to tell us? Wil this be a

.

typical problem-solution text?
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Public telephones ring

again in Newmarket
A NEW era is about to dawn for
Newmarket residents who for the
past few weeks have been unable to
use the public telephone boxes in the
town.

Following complaints made over
several weeks British Telecom set
aside two days last week and several
engineers worked to put the faults
right.

(from Cambridge/Newmarket Town Crier, 1 August 1987, p. 32)

6.10 Conclusion

At this point, we have come to the conclusion not only of this chapter, but
of this book. There will no doubt be many other things that will need to be'
said about discourse analysis and language teaching, for discourse analysig
is a fast-moving discipline, and our knowledge of how language occurs in
its natural contexts is growing all the time. There is, perhaps, little need to
reiterate the conclusions that have constantly reared their heads in the.
course of this book, but this may be the right moment to restate one _

fundamental principle: just because linguists can describe a phenomenon
convincingly does not mean that it has to become an element of the
language-teaching syllabus. The practical pressures of language teaching
mean that teachers will always, rightly, want to evaluate carefully any
descriptive insights before taking them wholly to heart as teaching points.
Discourse analysis is not a method for teaching languages, nor does it claim
to be that. But it is my own personal view that discourse analysis has
presented us with a fundamentally different way of looking at language
compared with sentence-dominated models, one in which the traditional
elements of grammar, lexis and phonology still have a fundamental part to
play, but one which is bigger and more immediately relevant. What is more,
we now know more about what people actually do with language when
they speak and write, and no longer have to rely on what textbooks largely
based on intuition and sometimes, sadly, on Classical-based notions of
what ‘good’ usage is, claim to be the way people speak and write. We
know more about the delicate relationship between language forms and
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cular contexts and users; such knowledge can only be immensely
able. Teachers will make up their own minds as to whether their
ds and techniques need rethinking in t_he‘ light of what discourse
ysts say, but, as with all new trends in linguistic theory and dcscr1pn?n,
Important that discourse analysis be subjected not only to the scrutiny
pplied linguists but also to the testing grounds of pr_acnca.] materials
ssroom activities. | hope that this book has done a little of both, and

pire a good deal more, especially of the latter.
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Guidance for Reader activities
ould be strange to begin a discourse with ‘I mean” in this way; ‘I mean’
ly occurs as a marker of the speaker making a paraphrase or re-
ent of something he/she has already said. ‘This new emblem’
umes, in the use of this, that the listener knows which emblem is being
tred to. We shall look more closely at this sort of assumption made by
kers in section 2.2. It is not clear to us who him is, either, though it is
¢ clear to the speakers. Finally this extract ends with a question;

Chapter 1 e i
Rotivity 1 passid stions normally expect answers.
Possible contexts: vity 3, page 14
1a) g “You caused a bit of a stir. Other situations: doctor—patient interviews (‘okay, let’s have a look at
% g‘d 1 m’f‘kﬂ a f‘:{’] of n"_!"Sﬂi_f? you’), church services (‘let us pray’), meetings (‘right, let’s make a start
: No... it wasn’t that, it’s just that you shocked some people. shall we’), checking in at a hotel (‘okay, the boy will show you to your
1b) A: Oh dear! Did I make a fool of myself last ek '_om‘}, hiring a car {‘righf ... if you just follow that gentleman, he’ll
B: Why? What did you do? g show you where the car is’). There are, of course, many more.
A: I'wasinvited to Tom’s for di .
curried prawns, and tsh.e:)tl;r; ::1?:: [a; 4 E:i:u:dtpe r:szal 1 srald Thated n English, probably the most frequent are: right, right then, okay, so,
22) A: There g2 o AR well, well now, well then, good. Note that this is quite a restricted set.
B Yozrcel ; ;{Vﬁ}r:egzzf reason why I don’t want to marry you. Are the sets in other languages equally restricted?
A: Okay ... if you want a straight answer . . . yes . . . I'm sorry. ‘My pupils have frequently pointed out to me that my own personal
2b) A: You don’t love me, my children don’t love me, nobody loves me! R s "o-kec-doc!
B: Oh grow up! Don't be silly! ' '
. A: Well, it’s true, you said so. ivity 4, page 17
' %) g fhat does one normally do with this outside skin? Original order of the transcript:
: 5 Mﬂu €atit. .. or some people just throw it away. ‘1) A: Can I help you?
t Mm..... how interesting. '2) B: Um have you by any chance got anything on Bath?
3b) A: Idon’t like this porridge. '3) A: 'm awfully sorry, we haven’t . . . um I don’t know where you
B: You eat it, and shut up! can try for Bath actually.
2y Ai Switch theli 4) B: You haven’t no, no.
B {m.t % ht ¢ light on. 5) A: UmIdon’t really know . . . you could try perhaps Pickfords in
e _I.*:hmtck es it on) Littlewoods, they might be able to help you.
i 6) B: No...in Littlewoods is it?
4b) A: I wonder how we could see if anythi ; '7)  A: Yeah they're inside there now.
o thtbasl e Banes nything was written on the back 8) B: Okay thanks.
]é:. i::;t‘:h L ]E’]h Lot " o ‘Moves (1) and (2) are easy to place: they contain formulaic opertings for S
' ,» we could do . . . where’s the switch? transactions at shops and service counters (‘can I help you?” ‘have you by
y chance . . . "). The response (3) is equally formulaic in service encoun-
“ters. (4) is slightly more problematic in that ‘no, no’ seems a little out of
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place, but in fact yes and no are frequently used just as “fllers’ in conve
sations, without their full meaning of positive and negative polarity. ({4}
repeats part of (4) (1 don’t know’), and (6) has repetition from (§}
(‘Littlewoods’) and the backward referring pronoun it. (7) also uses pron:
_rmnaI reference but this time a plural, they; it and they are often usel
mte;changeabiy by speakers to refer to companies. (8) is then a formulal
closing of a service encounter. Thus the moves easiest to place are ¢

52;

Chapter 1

who get there. //
elicitation
Is that the one where they have the toilets marked with er
gentlemen, no, ‘ladies and members’? /1 reply
Oh, ohy comment
Yeah it was
one of the other lecturers who pointed it out, he [ thought it

formulaic openings and closings, which all language users recogni L

instantly,

2. Examples from {_Jther languages: in Hungarian, in a formal situation, &
fourth part (equivalent to ‘you’re welcome’/*not at all’) is essential:

A: Elnezest, megmondana az idét?

(Excuse me, d’you
have the time?)

was quite amusing. / comment
L: Yeah, 1
hadn’t noticed that, yeah, might well be, yeah. //
directive

B: Four sixty-seven please. /

aside
Is that all, God, I thought it would cost more than that /

B: Igen... fel 6t react elicit
il u {Y;(jv;r. ]. half past (pays) . . . thank you . . . // I thought it would cost more
A: Koszono 3 than that. /
onom. (Thanks.)

B: Kerem.

(You’re welcome.)

Informally, the same exchange might have only three parts:

A: Ne haragudj, megmondanad az idot?
B: Fel ot.
A: Kosz (6nom).

Activity 5, page 23

Here is a suggested analysis:

[ ] = framing moves at the boundaries of transactions;
/! = exchange boundary; / = move boundary
Suggested labels for acts are in italics.
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marker elicitation

L: [Well], // that should blow a hole in five pounds, shouldn’t

ie2 [
reply

S1: It’s quite cheap actually. /

L:

comment
(laughs) //

elicitation

- A T 2 -
$1: What's the um lecturers’ club like, Senior, r senior, you

know. /

Ah it’s very
reply

cosy and sedate and, er, you know, nice little armchairs
and curtains . . . there are some interesting characrers

repl
S1: [ It’s Zﬂl{c cheap. /
S2: | I wouldn’t argue with that one. /
$3: | No, it’s quite good. //
marker elicit
L: [Now] //how are we going to carry all these over? /

¢ problems here arise from the fact that the lecturer and his pupils have
sped out of role for an informal gathering. Therefore, for one thing, we
‘ot get typical teacher (evaluative) follow-up moves, though speakers
| make comments on other speakers’ utterances. It is difficult to label the
jurer’s ‘Oh, oh’, since it does not seem to be answering the student’s
estion about the toilets in the lecturers’ club. Nonetheless, the questioner
mments as though she has had an answer, or perhaps simply to expand
t question, and the lecturer just seems to add another comment.

Another difficulty is the lecturer’s initial reaction to the price of the
inks; he makes a remark that does not seem to be addressed to anyone in
rticular, but is rather an ‘aside’. After paying, he redirects the same
mark to the students, who then reply, three of them speaking at once. The
hole transaction, marked off by the two framing moves, functions as a
ocialising’ phase while the drinks are being served; the group has to talk
bout something, since such a long period of silence would not be tolerated.

ctivity 6, page 26

Sentence 2: More continental is a comparative tie which can only be
understood in relation to traditional in sentence 1. You in the second clause
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refers to “Which? readers’ in the first. Electric shaver is repeated.
Sentence 3: Shaving is repeated from sentence 1.
Sentence 4: Women and Which? readers are repetitions from sentences Rity 1, page 37

and 3. Remove body hair is repeated, and so is shaver. | 1: 1t refers to the situation described in the first sentence.

1 2: It refers to the automatic dog barking unit, and could be Slilbstitlllf@d
ny one of three noun phrases: ‘(the) automatic dog barking unit’,

Activity 7, page 30
rd Dog’, or ‘the Boston Bulldog’.

Text 1: The second sentence is the reason for the first.

Text 2: A cause—consequence relation exists between the first two segmen
with subordination (‘which made . . .°) as supporting evidence. The fis
two segments taken together then become a single, larger segment whi
stands in a matching relation of contrast with the rest of the extract. Nof
the signal provided by the syntactic parallelism (‘In Britain’/‘on the Cof
tinent’).

ity 2, page 39

e is no ‘right answer’ to this one, but you may find that some examples
| that will be difficult to fit into the rules we have suggested. Ideally, a
Sive, computer-based study is needed to clarify this sort of usage.

ity 3, pages 40-1

Northern Ireland Secretary: this is rather like the Queen, the Pope, etc.,

ference to a unique figure in an assumed shared world. Similarly, the
the judge and the Crown, make references to the English legal system

h the writer assumes the readers will be familiar with.

Activity 8, pages 31-2

Text 1: Situation and problem are simultaneously identified in the headlin
Problem is expanded up to ‘hazard to health’. Response and positiv
evaluation are interwoven in the rest of the text.

General signals:

problem:  cause damage/ruin/repugnant/hazard

response:  cure/develop

evaluation: guarantee/ensure/for good/tried and tested

vity 4, page 42

iphoric item: it (sentence 1), referring to the 61st annual feast of the San
maro (sentence 3).

Text 2: Situation and problem are in sentence 1. Problem is expanded in
sentences 2 and 3. Response starts at ‘“The rudimentary cure’, but thig
response is only partial and not evaluated very positively. The true response
comes in the next paragraph (‘But we believe . . . ’) and the one after that
The last paragraph then gives the positive evaluation.

dity 5, pages 44-5

:l: .‘Trips (are) taken home’; “social life (is) lived’.

Gﬂ]‘l ] i ! . . . - S

Prﬂlfll;tl:slgm : badly/suffer/tiring it 2: ‘Yes, don’t you (like watcb.mg children)?’; j{sbe} on_ly_ lopkffi at the
partial response: rudimentary cure 3—,. _‘E_.-ut_ you wouldn’t (join in)?; “Why don’t you (_rogn in)?; “Why
response: prevention/ways/reducing/explore/techniques 't 1 (join in)?'.

evaluation: rudimentary/result/smooth/effortless

vity 6, page 46

¢ writer here obviously wishes to say that he/she Vln_"[].l._ send further
brmation. Do so could only be used if send or a similar verb h.ad
urred in the previous clause. In fact the previous clause only contains
yuire, which makes do so inappropriate as a substitute.

The concocted text was a simplified affair, for the sake of illustration. Real
texts are usually more subtly interwoven, like these two. Burt even here, we
can see the elements of our pattern and its signals.
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Activity 7, pages 48-9

Houwever (line 8): adversative
And (line 11); additive

And (line 18): additive

What'’s more (line 22): additive
So (line 27): causal

Activity 8, page 50

The extract begins with and, which signals the start of a new story i

string of stories that are being told. Speaker A uses but, in the same turn, (

return the discourse to the main narrative after the ‘aside’ (‘I forget whe
the village was’). The next and is just a linker between the narrative and th
reporting of direct speech, a typical function of and. So is causal (he turne
left because he was told to).

In A’s next turn, she uses but to reiterate an earlier statement (*but they

all followed behind’). As with Firth’s (1988) data, B uses see to introduce hi
justification of events. A then uses but again to return the discourse to 1l

next episode of the narrative. Finally, B reiterates his justification with am

you see.

These examples are typical of how speakers use such small, everyday

words to relate chunks of the discourse to one another.

Activity 9, pages 52-3

Examples of variations might be:

1. I’ the children Bob takes out every Saturday. (cf. (2.39))
Every Saturday, Bob takes the children out. (cf. (2.38))
He takes the children out every Saturday, Bob. (cf. (2.41))

2. What the gardener wants to do this spring is cut down those bushes
(cf. (2.40))
Those bushes, the gardener wants to cut them down this spring. (cf
(2.37))
The gardener, he wants to cut down those bushes this spring. (cf,
(2.42))

Activity 10, page 57

Text 1: bill in the rheme of sentence 1 is taken up as theme (cost) in sentence

2. Study in the rheme of (2) becomes the theme of (3). The rheme of (3
contains a mention of the collective author of the study, The Fellowship o,

Engineering, which is taken up in the theme of (4) as the author. The rheme
of (4) names the individual author, Philip Comer, and he becomes the
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e (be) or (5). We therefore have an overall tendency towards theme-
¢ option (a).

2: The brain, the theme of sentence 1, is also the theme pf semcnces’l

‘We then have a fronted adjectival phrase (‘as soft as a ripe avocado’),
the brain is still subject, and therefore part of the them_e. Sentence 5
inues with an adult brain as theme, as does sentence 6 (it). Sentence 7
the brain as theme again, and then the pattern is somewhat l?roken by
ronted verbal group (‘Coming out of . . . °), as the theme shifts to the
i stem, which takes over as theme in the last part of the extract. The
tall dominant pattern is, therefore, theme-rheme option (b).

| ;' 11, page 60

would have to explain to the student that, coqventionall]r, the c!ausc,
this essay I try to discuss . ..’ would occur in thf-. ;:rcface or intro-
jon to the essay, and that present perfect (‘1 have tried’) would be ufsed
e end of the essay to look back over the whole essay up to that point.
yever, ‘are suggested in the last section’ is acceptable, since ‘last’ and the
ision’ can be seen as part of the same ‘present’ segment of the essay.

. rs

ity 1, page 68

ing is reiterated as its superordinate slept in sentence 3, and then
rfaces as dozing again in sentence 6. Sentence 7 then has a colloquial
r-5yno kipping.
'.dsn?:r:;k;fzpu: as a synonym, seniries ip sentence 3 (two occur-
"._,__- then as a general superordinate, soldiers in (4); then as a hyponym,
Mex in (6), which is repeated in (8). ‘ o ;
ere is therefore a considerable amount of lexical variation, even just
these two words. Note, in addition, how campaigners (1) becomes
esters (2), and resurfaces as campaigner in (4); walk in (2) is repre-
by a hyponym, tip-toed in (3); cruise fauuc.f:ers QZ}I becomes cruise
(3), launchers in (6), the superordinate vehicles in (7), and convoy

2, pages 70-1
| &= turn)
s knitting . . . knitting; TS: knitting . . . knitting; all repetitions. Knitting

es not occur after TS. _
"Ny garment; T12: garments; T15: clothes . . . summer dresses . . . shifts

)
/
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¢ 2: Words associated with claim—counterclaim:
stronglyin think (X 2) hold onthe otherhand places more

considers dismisses  believes _ 1
edominant pattern is claim—counterclaim. Note the lexical variation

s meaning ‘to think/believe something’.

(persists over fifteen turns, becoming more specific in T15).
T3: lovely, T4: nice (a short-lived chain)

The most persistent topic is ‘clothes’; the sub-topic of ‘*knitting’ gives w
to its co-hyponym ‘sewing’ in T9, while ‘cheapness’ emerges as anothel
sub-topic (T13 and T17).

.J. -'- Tl page as
dal words: Can (headline); Could; there’s some evidence . . . that, may,

Activity 3, page 73

Financial here seems to mean ‘strictly concerning profit and loss in mon
terms’; economic seems to concern the broader planning of the economy,
and the role of the railway in the overall budget for transport, services, etc.
i.e. it is an assef (last sentence).

Activity 4, page 77 vity 1, page 89

sible realisations in rapid, informal, Standard British English are as

lows:

[tena levm mans agau)

; aest rm wo? went on]

[no? h3: no? mear]

[kansidrim mai exd3 a1 raem mailz] _

te particularly how final /n/ sounds anticipate following /m/ sounds and

imilate to them. Elisions here include dropping the /8/ sounds of months

| the loss of /a/ between /d/ and /r/ in considering. Note also the glottal
(?); some speakers consider these to be bad, .‘sloppy’ speech, but they

tremely common in the informal, conversational speech of people of

ide range of social backgrounds.

Text 1: These questions refers back to all of sentences 2, 3, and 4.

Text 2: The issues refers forward to ‘accountability, relationships witly
voluntary bodies, what their role is’.

Activity 5, page 78

On page 76 you will find “this account (of the work of certain words . . . )’
which refers back to the whole of section 3.5 up to that point. In the nex
paragraph ‘this particular lexical area’ can be read as a reference back ta

answers can be seen to refer forward to the descriptions of the contributions
of Winter, Francis and Jordan.
The paragraph beginning ‘Winter's work, and its extension ...'

(page 78) contains the phrase ‘some interesting questions’, which refers ity 2, page 91
forward to the whole of the rest of that paragraph. The next paragraph .blefeadi“gs:l;
then begins with a backward reference (these questions) to the same R < the maver with Mary?

segment of text.

It is almost impossible to write academic/argumentative text of this kind
without using such organising words to refer back and forth to different
segments of the text.

- SRR
1 kt'-;ew she would come in the end. .
B — B S Y
Pl{lt salt on those chips if you want to.

- - =
He works on a farm, doesn’t he?

Activity 6, pages 81-2 » A
[here are other possible readings (e.g. | knew she would come).

Text 1: Words strongly associated with problem—solution patterns:
crisis  coping with demands problem scarcity provides
developed answer solutions ways tackling issues solution
Claim-counterclaim pattern: adopt the view  argue against

The predominant pattern is problem-solution.
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7, page 100
Possible tone groups:

/ i’'ve LOST my CAR keys /

/ SUddenly / a CAT jumped out /

/ it's MONdays / i hate MOST /

/ DAvid / i know QUITE WELL / his SISter / i don’t know at ALL /

Activity 3, page 93

1. 'Which hat shall Jo wear to the drinks party?
Fy2 F R _E B RLRE F R
I bt e e A i T O S

2. I met Bill Smith in town at lunchtime.
EE F F RF RF F
LEE 'IE L S L. S5 L S

3. A bottle of mineral water.
R FRR F R FR
b TR i R (. i

ity 8, page 104

"he Hallidayan system does have the advantage that utterances are divided
into small, manageable chunks, and that individual parts of it can be
xamined separately (e.g. just tone groups or tonics), but it is complicated
nd forbidding-looking when all the features are indicated simultaneously.
rown’s system may be quite good for anyone with a basic knowledge of
usic (cf. the stave), and long stretches of talk can be visualised at a glance.
lowever, the eye has constantly to jump back and forth between two
ntres of attention (the text and the notation), which is not so marked with
alliday’s system.

There are problems here. In (2), in many situations the word I would be a
reduced sound, almost a schwa, but not quite. Example 3 raises the
question of vowels that are elided in rapid speech but which may be present
in careful speech (the middle vowel of /minaral/. Bolinger’s theory does
seem to idealise pronunciation and not take context into account.

Activity 4, page 96 Some American phonologists indicate intonation by letting the writing
3 1 pve up and down as the voice would, e.g.:

1. disused ;

er portant infor

e SR ~ body This is im ma

B mmmplicated listen! tion.

3 églii:ation the end, different systems will suit different purposes in the classroom,
s t anything with a strong visual appeal will probably help learners.

4. dinosaur

Activity 5, page 97

Possible renditions:

1. DOES the SOUP contain MEAT?
2. SOrry to ring you so LATE.
3. WILL you accept a CHEQUE?

A L
/ he’s a STUpid FO,?L! / (e.g. expressing anger/exasperation)

/ he’s as TALL as\ME! / (e.g. an adult of a child who has grown a lot,
‘expressing surprise)

\ \ _
if you Opened your E\Y/EEI you'd SEE it! / (exasperation)
Activity 6, page 98 N

Some apparent misplacings of prominence can be traced to incorrect
notions of which syllables are normally stressed in compound words (¢4
‘car PARK’ instead of ‘CAR park'). Speakers of some languages have a4
tendency to stress the final word in an utterance, again producing odd
perceptions of prominence on occasions where the final word would not be
prominent in English (e.g. ‘1S mr JONES here? i have a MEssage for HIM')

/i'm deLIGHT ed t{;\ S{?Z.l’ you've %O\IJ it! / (delight/pleasure)

7 A\
R/ }Uﬂ? /i DON’t bel.]I{;VE it! / (incredulity)
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5
/ d‘f he BOUGHT a NE‘F one / (narrating, emotionally neutral?

A’s ‘you've been very helpful’ is presented as equivalent to ‘thanks’; B
Possibly ironic?)

politely deflects A’s gratitude using high key to express a contrast with

: ; : f what A has said.
It does seem relatively easy to put almost any emotional interpretation on

to these tone contours, which suggests that they alone are not connected

with specific attitudes. 12, pages 115-16

he same comments could be made here as were made in Activity 7; a
nger stretch of talk like this one could as well be transcribed using
rown’s notation. However, if such a transcription were accompanied by a
ape-recording in the classroom, its ccmplexmcs might be lessened some-
vhat, and, anyway, such a complex transcription would cnly be suitable

bnee learners had become thoroughly familiar with individual levels of the
ystem beforehand.

Activity 10, page 110

i i
1. /IF you see 'UM /CAN you ask him to }{I\I}JG me? /

(Both fall and fall-rise are possible on ‘ring me’; fall-rise will be heard
as more ‘polite’ because it is less closed and final, suggesting less that it
is an instruction.)

-hapter 5

n British culture, short service encounters (and encounters such as passing
gcurity barriers) normally end with server and customer both saying
hank you’, and without either party using phrases such as ‘not at all’, or
hat’s okay’. These are reserved for occasions when genuine favours are
one or inconveniences borne (e.g. A: ‘Thanks ever so much for looking
" Tommy B: ‘Dh, not at all, he was no trouble”). In American English,
he follow-up ‘you’re welcome’ is common in service encounters on the part
bf the server, and is often accompamt:d by the formulaic salutation ‘Have a
ice day!’ to the customer.

A
2. A: /imet JOsie C\O[Eman {in TOWN /
A \ 7
B: / ]Dsie}.'{)/lﬁman?f

x
A/ YEJE /
B’s answer with fall-rise indicates that he/she does not consider the
information ‘closed’; A hears this as a request for confirmation.

b
i A:J’ISitﬁveo’Cl_v 2

B: /FIVE 'PO /
P oL o \
A:/ AH!/ GQOD! / JUST in TIME!/

A’s question is an ‘open’ meaning (A does not know the time). B's
response is definite, closed. A’s follow-up is a final, closed statement ctivity 2, pages 123-4
that requires no further comment from B.
n general, the adjacency pairs and the exchange structure are realised
aturally. What oddities there are seem rather to be lexical and/or gram-
patical, for example the use of past tense instead of present perfect in
What happened in this country . . . ', and the use of ‘turned out’ by B. A’s
sllow-up (‘Oh, I see, that’s interesting’) is exactly what one would expect,
% is his ‘doesn’t martter’ later on. ‘Awfully sorry’ is perhaps a little
nnatural as a second pair-part when apoioglsmg for being unable to fulfil
,n\quest for information; ‘Sorry’, or ‘I'm sorry’ would be more normal in
dritish English (as occurs in B’s final turn).

Activity 11, page 112
Likely high- and low-key realisations:
1. A: /71l ASK eARlos / E{ES brazilian /

CART{:S’ he 5 Ci-l[l-:an DIDn’t you I&I:I/OW'-‘
B: / / {

B’s high key expresses something contrasting with expectations.

b \
2. A: /WELL/ THAI:H(S [ you’ve been \
v VEry HE&.Pful /

\ A
WHO? ME? ! JoB!
B:/ N [/ |NOTat Alil.f litsmy N /

ty 3, pages 125-6

Taking follow-up moves first, A's ‘It’s quite interesting’ is the only genuine
Hollow-up move of the type common in reciprocal ralk; the rest of the time
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she follows B’s replies with new initiations. If we take initiations, A is the
one who initiates all the time; she clearly perceives her role as that of
interviewer; the only questions B addresses are checks that he has under-
stood A’s questions. He does, however, make a long informing move at the
beginning when he tells the story behind his name (in the original tran:
script, A does not ask him to tell the story; he volunteers it spontaneous| ¥)i
In general, then, we might conclude that these two learners perceive their
role as interviewer and interviewee, rather than as equal participants in i
conversation.

Activity 4, pages 129-30

This is what a ‘cleaned up’ version might look like:

A: Sitdown . . . you're all right then?

B: Yes, okay, Jack. I did a daft thing though, I planned the route out,
you know, I had it all written out, and, unlike most people, you see a
signpost ‘Repley’, so I took it and I came over Mistham by the
reServoirs, nice it was.

: Oh, by Mistham, over the top, nice run.

Colours are pleasant, aren’t they?

Yeah.

: Nice run that.

Yeah, we enjoyed it . . . wasn’t the way we intended, but as usual it

was nice.

No, we were just talking about that.

Oh, yes, it was all right.

w0

P

‘Cleaning up’ the dialogue and making it look like the sort of dialogue one
finds in many language textbooks creates problems. Back-channels can be
either omitted (as we have done with C’s ‘Yeah’s’ while B is telling his
story, or else they could be included as separate turns. Another alternative
is to include the back-channel in a subsequent turn (as we have done with
A’s ‘No, we were just talking about that’), but then the ‘No’ seems to be
responding to ‘It was nice’ (which is odd), rather than to ‘It wasn’t the way
we intended’, and this might confuse the learners.

Punctuation is also a problem. There are usually several possible punctu-
ations for the same stretch of talk, and decisions will be subjective,
However, punctuation does help to clarify the text for the learner,
especially in a case such as ‘You see a signpost “Repley”, so I took it’,
where the quotation marks tell the learner it is a citation of something.

The text remains reasonably natural. Note the natural grammatical
features such as ellipses (‘[The) colours are pleasant’, ‘[A] nice run’) and
note the marked word-order features (*Nice it was', ‘Nice run, that’). The
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prcise does suggest that, with careful editing, natural data can be used for
logues for classroom use.

5, pages 134-5

e talk begins with exchanges about the weather at Christmas in‘ Britain.
reneats an earlier remark (‘Yes, it was very sunny Christmas Day’), ‘.ﬂ:’thh
s as a summary of the sub-topic; there is then a pause, filled by a series of
Im’ noises. When B starts the new sub-topic (“When are you 1Eu:admg_ off
ain, Bob?’), we might expect a jump to high k_ey. A answers B’s qt_:cst;c;‘l?,
d then pauses after ‘this time’ before introd:ucmg the new s;ub-t?plc o ;Ls
ltcase. That sub-topic ends, once again, with a couple of ‘Mm’s from A.

6, pages 141-2

Is an active listener in that she makes back-channel responses (‘Mm’,
‘eal’), she provides an evaluative follow-up (‘Oh, lovely’), sht_e uses
ing tags (‘Is he?, ‘Oh, haven’t they?’), and she mterlap_s with an
terance completion in A’s last turn, predicting how he will finish.

flvity 7, page 144
fammatical ‘mistakes’ occur in the following:

‘More than another’ (should be ‘more than others’).
" ‘I was not able play’ (should be ‘able to play’). ;
" “More too much technical’ (should be ‘too techm_cal 2
*Too much exercises’ (should b;i‘ion many ;exeruses 2
' itar is more easy’ (should be ‘easier’). 4
:'ll—zluevfl:;in with the p{a:go?’ (should be ‘to prove [try] again with the
piano’).
) these mistakes, (1), (4), and (6) (the omission of ‘to’) would probabl)_r g0
pnoticed in spontancous English native-speaker talk, and even (5) mlgh}:
sot do more than raise an eyebrow. This is not to say that native jEnghs
,-.'-r. kers would not reject these as “bad grammar’ on careful reflection.
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Chapter 6

puld read: ‘This has been the cause of many problems . . .." However,

Activity 1, page 148 mprehensibility and readability are not seriously affected.
ay 2: ‘So as for’ at the beginning of sentence 2 is odd. A more acceptable

My own personal response would be: sion would be: ‘Similarly, American teenagers play rugby . . .".

jay 3: ‘They are trained . . . ’ in sentence 4 is odd because ‘the astronauts’

Read Writ ,
Liid we ceased to be a current focus (see section 2.2.1), other topics having
O S R N OS R N ken over (‘problems’, ‘absence of gravity’, ‘period of training’, etc.). It
uld be more appropriate, therefore, to re-enter the noun phrase, and say:
Instruction leaflet % 3 tronauts are trained in simple jobs . . . °, thus restoring the astronauts to
Letter to/from friend X » cal focus
Public notice X ’
Product label X o 4, page 157
Newspaper obitua
Poemp ¢ ) X 73 : jay 1: Sentence 2 seems to contradict sentence 1 as it stands. A more
News report % 1 sherent version might be: “My field of study concerns architecture. In
Academic article x v . tual fact, it is not merely a field of study, but rather a huge world, going
Small ads ™ . n . . .°, where lexical signals of modification of the previous statement
Postcard to/from friend X X Ip the reader with the text.
Business Jetter % X say 2: ‘And also’ causes problems here. An alternative form of linkage

uld be: “The problems of modern cities are derived from the Industrial
svolution, and even though the cities of my country were not involved in

¥

is event, it is nonetheless true that there are . . . .

Thus, even though I read a lot of these types of written text, I never write
most of them.

5, page 160
Activity 2, page 151

Group B’s text is not a letter as such, but a list of instructions. It is full of
imperative verb forms, while Group A’s text has softened the first directive
to the caretaker by using “Would you be kind enough to . . . °, and later uses
‘please’. Group A have also framed the text as a letter or note, personally
addressed, and they end their text with a friendly ‘interactional’ sentence to
relieve the overwhelmingly ‘transactional’ nature of the rest of the text. In
the discussion afterwards, some of the participants argued that it was not
necessary to send a friendly letter to the caretaker, since it was his job to
provide such services. Others argued that a friendly tone was necessary to
establish a cooperative relationship; certainly in a British context the latter
would be a wiser course of action.

1: The first sentences seem to set up a classic claim and counterclaim
ttern, with rival opinions being expounded. Signals include of course,
ereotypes and absolutely. The final sentence is, however, an explicit
estion, so we might expect the text to go on to evaluate different answers
» the question and to adopt at least one of them, thus creating a larger
uestion—answer pattern for the whole text.

‘ext 2: This is more obviously a question—answer pattern, with an explicit
uestion posed in the headline. Paragraphs 1 and 2 set the situation,
aragraph 3 repeats the question of the headline and suggest that the
mswer may be ‘yes’, while paragraph 4 looks at the government’s ‘no’
esponse to the question. We might expect the text to go on to evaluate the
es' and ‘no’ responses, and, if we are familiar with this particular
ponsumer magazine, we might predict that it is the ‘yes” answer which the

Activity 3, pages 154-5 author will espouse.

Essay 1: The use of It in sentence 2 is an example of the confusion of it, this
and that as reference items discussed in section 2.2.1, Ideally, the sentence
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om real world experience a British person might predict tha?t the phone
es had been vandalised. If you are lucky enough to live in a country
ere phone box vandalism is rare, you might predict _neglect of technical
Its, or perhaps storm damage, or teething troubles with new technology.
\en we predict, we are constantly trying to relate the new to ?\rhat we
ady know and have experienced. We would certainly expect this text to
\us the reason why there was a problem with the phones. We might also
ect in a news article like this a statement from a spokesperson for the
Activity 7, pages sphoine company, and perhaps some details of the inconveniences caused
7 e the phones being out of order (e.g. an interview w:th_someone affecte.d}.

also expect it to be a typical problem—solution text in that the headline

The essay certainly seems to have more overt discourse organisation, |
i i i i : ’ res that there has been a return to
begins with a preview statement setting out what the text will do, then goes R that a problem has been solved and

into detailed contrasts, and then ends with a paragraph which generalise ality.
on the issue of differences between the two cultures. Extract (6.10) on thy
other hand, remains on the same level of detail throughout, except for th
(somewhat irrelevant) listing of Japanese television channels. The writer of
the longer essay also uses overt signalling in phrases such as ‘that is th
same teenagers in my country’ and ‘that is a little bit different from
teenagers in my country’. The only obvious signals of contrast in (6.10) are
‘more people’ sentence 3, and ‘But my country’ sentence 6.

One possible order is: 1, 5, 3, 4, 2. Also possible: 1, 3, 5, 4, 2. Mot
informants feel that 4 and 2 should always be at the end. Some changes thal
informants have suggested are:

5. “The typical situation is that thousands of people . . . °
‘Week after week, thousands of people . . .’
4. “The problem is how to intervene without cancelling . . .’

Activity 8, page 167

If we correct obvious grammar and vocabulary mistakes, we might come u
with a version something like the following;

Korea has developed radically in its economy over the past 25 years,
All industries have developed and especially mechanical industries
have advanced, for example, the electrical, steel and car industries.
As a result of the development of industry, Korea has become a rich
country and almost all homes have television, video and a car.

The text is actually now perfectly acceptable, but fine tuning could be
applied with regard to reference and ellipsis. The following changes are
possible:

Korea has developed radically in its economy over the past 25 years,
All industries have advanced, especially mechanical industries, for
example, electrical, steel and cars. As a result of this development,
Korea has become a rich country and almost all homes have
television, video and a car.

There is no reason why learners’ own texts should not be used as the raw
data for presenting and practising features such as reference, ellipsis and
substitution,
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Discourse Analysis for Language Teachers

Discourse Analysis for Language Teachers is a practical
introduction to discourse analysis and its relevance for
language teaching,

The book begins with the question: What is dis e

is? Different models of analysis are outlined and

ed in terms of their usefulness to language teachers.
This is followed by chapters dealing with new ways of

7 in the light

of discourse analysis. The final section of the book
concentrates on spoken and written language with examp
from native-speaker and learner data. It also considers
teaching approaches (
analysis.
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