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preface

The capacity to think critically about one’s scientific discipline, the ability to iden-
tify and analyze the general assumptions underpinning it, and the capacity to rec-
ognize the methodological purposes of a method are skills that are prized not only
by those wishing to thoroughly understand the discipline they study, but also by
those interested in the (general) possibilities and frontiers of knowledge provided
by science. Those who study social science and the humanities (among others)
typically have to learn, understand and develop the ability to critically appraise
the system of knowledge the discipline engages with, whilst also learning about
the principles and methods that generated it. Although disciplines vary in terms of
what is studied (the object of investigation), the goals pursued, and their research
methods, this variety does not preclude us from studying the methodological fea-
tures they share.

This book arose out of a desire to contribute to explanations of the method-
ological features that are sufficiently general as to apply to (almost) all the em-
pirical sciences – and, therefore, to the natural and social sciences, just as much
as the humanities. The topics we will cover relate to the general philosophy (or
methodology) of science. Although the material is suitable for use as a textbook for
introductory courses in the methodology or philosophy of science, the selection
and treatment of some of the topics are reflective of the author’s views. I would
encourage readers to approach the chapters critically, patiently, and with an open
mind.

The book is divided into six chapters. The first, “Science and its methodolog-
ical characteristics”, tackles the question of how we can distinguish science from
other fields, such as “common sense”, pseudoscientific systems and religion. In
the second chapter, “A toolbox of scientific methods”, we zoom in on some of
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the methods of science used at the linguistic (conceptual) and empirical levels of
scientific research. Chapter 3, “Types of scientific research: the h-d model” in-
troduces the hypothetico-deductive model, a model of scientific research which
is illustrated using (certain parts of) Durkheim’s study of Suicide. It offers a basic
characterization of the main stages of (empirical) research and looks at the roles
played by the various methods. The fourth chapter, “Hypotheses and empirical
evidence”, concentrates on the relationship between empirical data (or evidence)
on the one hand and (testable) hypotheses on the other. We introduce some of
the main approaches and basic concepts used to test hypotheses. In some disci-
plines, “causal language” is used to describe or explain certain phenomena. There-
fore, the fifth chapter, “Causation and its role in science” provides an overview
of some of the philosophical approaches to questions such as “What are causes?”
and “Under what conditions can an event, phenomenon, or fact, be identified
as the cause of another event, phenomenon or fact?”. Finally, the last chapter,
“Scientific explanation”, offers a bird’s-eye view and critical analysis of the main
models of scientific explanation that dominated the methodological debates in
the latter half of the 20th century.

When writing this textbook, I drew on various parts of my more extensive
book, Methodological Aspects of Science (in Slovak). In particular, Chapters 1, 2
and 4 of this textbook use material from Chapters 1, 3, and 5 (respectively) of my
Slovak monograph. Chapter 3 of this textbook shares a common framework with
Chapter 4 of Methodological Aspects of Science, but the case study and its analysis
presented here are completely new. Chapters 5 and 6 of this textbook represent
reduced and modified versions of Chapters 6 and 7 of the Slovak monograph.
All chapters in this textbook are accompanied by a series of questions for review
which highlight the main points of the material discussed. I hope the textbook
succeeds in bringing together substantial material for all those eager to think crit-
ically about their own discipline.

I want to thank prof. PhDr. Darina Malová, PhD. (Department of Political
Science) and my colleague, Mgr. Juraj Halas, PhD. (Department of Logic and
the Methodology of Sciences), for the idea of preparing an English-language text-
book for students at the Comenius University’s Faculty of Arts. Moreover, with-
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out Juraj’s willingness to produce an English translation of the original Slovak
manuscript, I would not have embarked on this project. I also wish to thank
Catriona Menzies for editing and proofreading the final version.

Special thanks is due to my reviewers, prof. PhDr. František Gahér, CSc., and
doc. PhDr. Igor Hanzel, CSc., whose perspicacious comments have been the
source of many improvements to the original version of the text.

Lukáš Bielik
Bratislava, April 26, 2019





1 science and its
methodological
characteristics

1.1 Science and society

Scientific knowledge has a huge impact on our everyday life. Scientific theories
underpin our beliefs about the universe, society and our place in the matrix of
natural and social relations. Moreover, our substantial reliance on a range of tech-
nologies – smartphones, navigation devices, credit cards – that enable us to per-
form our day-to-day activities is indicative of the practical applicability of scien-
tific knowledge.

Science, and the theoretical and practical knowledge associated with it, has its
origins in European civilization, but its image as an effective method of investi-
gating both natural and social phenomena has spread far beyond the “Old Con-
tinent”.1 Even today, products or activities are often described as “scientific” (or
“scientifically proven” etc.) in marketing as a means of highlighting their reliabil-
ity and effectiveness. There is a widespread social awareness of the importance,
significance and brilliance of science, although there are exceptions. Science is
commonly believed to produce knowledge, which has traditionally been associ-
ated with justified true belief. Nonetheless, one can always find individuals, or
even organized groups, that contest or reject the results of scientific inquiry, all

1 See e.g. Losee (2001) for a comprehensive history of the main theories of scientific method from
antiquity to the 20th century.
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the more so if they don’t fit in with their personal (religious or ideological) be-
liefs.2

Our task is to critically examine the scope and limits of scientific inquiry gen-
erally and to look at how scientific methods are used to solve different kinds of
epistemic problems.3 It is not enough to explore science merely in terms of its
end result – scientific knowledge. Methodologically, the most important aspect
of science is the specific way in which it investigates its object. To better under-
stand science’s historical successes, but also its failures, we need to look at the
main components of scientific research.

In this chapter, we shall focus on those characteristic aspects of science that
distinguish science from other ways in which we form our beliefs about the world
and our place in it. Specifically, we will look at how science differs from “common
sense” knowledge and from religious belief systems, as well as from ideologies and
pseudo-scientific approaches and theories.

1.2 The problem of demarcation

One effective way of avoiding ambiguity in communication is to define the term
or concept being used. Definitions are a means of identifying, establishing or ex-
plaining the meaning of terms that are crucial to a particular language or a context
of communication. However, before presenting a definition of science, we shall
look at some of the methodologically relevant characteristics of science. By method-
ologically relevant we mean those characteristics of science that capture the basic
presuppositions underlying all scientific activity. Having examined them, we will
propose a working definition of science that will underpin our methodological
inquiries in the chapters to come.

Whether our goal is to define or simply characterize science (from a method-
ological point of view), in the course of doing so we will encounter what is known

2 Here I am referring to e.g. the “scientific creationists” who believe, among other things, that the
Earth is no older than approximately ten thousand years. For a critique of these views, see e.g.
Kitcher (1982).

3 An “epistemic problem” is a problem related to knowing some fact.
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in the philosophy of science as the problem of demarcation. This is the problem
of identifying and explicitly distinguishing the boundary between science (scien-
tific knowledge) and non-scientific or unscientific (e.g. pseudoscientific) beliefs.
We shall refer to all these areas as “cognitive fields”. A cognitive field can be de-
fined as (i) a belief system (or systems) that (ii) relies on a particular source of belief
(such as sensory experience, inference, intuition, revelation or a book such as the
Bible or the Quran etc.). Or, to put it another way, a cognitive field has a par-
ticular means of justifying such beliefs. In this sense, science, religion (both as
a particular system of faith and as a system of religions), ideology, common sense
knowledge, philosophy, but also the various pseudoscientific or unscientific ap-
proaches to knowledge (astrology, creationism, homeopathy, fortune telling etc.),
are all cognitive fields.

The problem of demarcation has a long history stretching back to the thinking
of the Ancient Greeks. It is a philosophical problem, since the question, “What
makes science different from other approaches to knowing the world?” is closely
related to what we identify as the goals and methods, ontological or epistemolog-
ical presuppositions of science and the competences we ascribe to science.4 The
fact that certain elements of this theoretical view of science have changed over
the long history of science may lead us to suspect that attempts to demarcate the
boundaries of science are a pointless pursuit. But we should be wary of drawing
hasty conclusions.5 Instead, we shall limit ourselves to describing the method-
ological characteristics of modern science – science as it began to be shaped from
the 16th and 17th centuries on – thus making our task easier. Nonetheless, even
in modern science, there are several competing philosophical theories that differ

4 By ontological presuppositions, we understand a sort of very general philosophical assumptions
as to the kinds of “things” there are in the world or the sorts of entities (objects, properties,
relations, etc.) assumed to be real in a given scientific discipline or theory. Epistemological pre-
suppositions, then, express those conditions of knowing the world that we take for granted in
a given discipline or theory.

5 However, the philosopher Larry Laudan has suggested, in his influential article on “The Demise
of the Demarcation Problem”, that given the failure of our previous attempts to demarcate sci-
ence, we should give up on this problem. See Laudan (1983).
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in the way they identify the essential characteristics of science. These competing
theories are also known as “theories of science” (and include approaches such as
hypothetico-deductivism, falsificationism, the methodology of scientific research
programs etc.).

For example, the best-known attempt at solving the demarcation problem in
the 20th century was that of the Austrian-born British philosopher, Karl Rai-
mund Popper (1902–1994), in The Logic of Scientific Discovery (published in En-
glish in 1959 as an expanded version of the original Logik der Forschung, 1934).
Popper described the problem of demarcation as the “problem of finding a cri-
terion which would enable us to distinguish between the empirical sciences on
the one hand, and mathematics and logic as well as ‘metaphysical’ systems on
the other” (Popper 2002, 11). Popper thought a metaphysical system could be
a philosophical theory (such as the Ancient theory of atomism), but also any
other theory that was not empirically testable (such as astrology, but also math-
ematics because mathematics does not investigate the empirical world). Popper
subsequently proposed a solution to the demarcation problem: we should only
consider as scientific those systems of statements (theories) which are (in princi-
ple) falsifiable – capable of being refuted by experience.

However, it later became clear that it was not possible to satisfactorily solve the
demarcation problem based on criteria such as the property of statements, a spe-
cific method (Popper: falsifiability and the method of falsification) or as a char-
acteristic approach to scientific inquiry (T. S. Kuhn: the solving of problems or
puzzles; I. Lakatos: progressive research programs).6

Some of today’s philosophers of science have therefore opted for a different ap-
proach to solving the demarcation problem (see esp. Bunge 1996; Mahner 2007;
or Tuomela 1987). Rather than limiting themselves to one or two basic criteria,
they suggest a much richer concept should be used: an epistemic field comprising
ten to twelve characteristic traits. These traits can then be used to distinguish and

6 Contemporary approaches to the problem of distinguishing science from non-scientific and un-
scientific systems of belief are discussed in Pigliuicci – Boudry (2013). Laudan (1983) adopts
a skeptical position on the problem of demarcation, mentioned above.
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identify the cognitive fields.7 An alternative to attempting to identify the bound-
aries of science using the concept of the epistemic field is the cluster approach
proposed in Mahner (2013). It entails two main steps:

1. To specify 20 (or more) methodologically relevant traits that are typical of
a scientific discipline. However, since the various disciplines differ in their
characteristics one cannot assume that each trait (criterion) will be satisfied
(to the same degree) in each discipline. A second step is therefore necessary.

2. This entails selecting a minimal number of traits, perhaps 15 out of 20, that
any given discipline (activity) must satisfy in order to be scientific. Note
that the point is not to select a set of 15 traits out of 20, but to select a min-
imal number of traits – for example 15. Then, the possible combinations
of (at least) 15 of the 20 methodological traits will represent all the possible
ways in which a discipline can satisfy the criteria and be considered scien-
tific.

Although these two approaches – demarcation at the level of epistemic fields and
the cluster approach – are interesting and show promise, we will opt for a simpler
solution.

Our approach will be as follows: we will focus on those methodologically rel-
evant aspects that enable us to outline a minimal model of science.8 It is a model
that will prove useful in later chapters. It combines, modifies and adds to the pro-
posals put forward by Viceník (2000a, 81–84), Nola – Irzik (2005, 201–204), and
Tuomela (1987, 82–88).

7 Mahner (2007) draws on Bunge’s approach and defines an epistemic field as comprising the
following elements: a community of knowledge seekers; the society hosting this community;
the philosophical background; the formal background; the specific background; the collection
of problems; the fund of knowledge; the aims or goals; and the collection of general and specific
methods.

8 For now, a “model of science” can be viewed as a theoretical construct that represents only some
aspects of science, relevant to the goals we want to pursue in this book.
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1.3 Methodological traits of science

We will characterize science (primarily empirical scientific disciplines) through its
object, methods, epistemic values, methodological rules, system of knowledge, lan-
guage, goals and the attitudes and activities of scientists. (The characterizations
proposed here are based on descriptions and thinking about scientific activity in
practice, but they can also be seen as the idealized and optimal features exhibited,
to greater or lesser degrees, in scientific disciplines and scientific activities. The
resulting model comprising these characterizations leaves many other aspects of
science out of the picture.)

1. The object of inquiry is always a non-empty set of objects that are empiri-
cal (concrete) or abstract in nature, or are a segment of the empirical reality the
members of the scientific community set out to discover and to investigate the
properties, relations, and attributes of (see Viceník 2000a, 81; Šefránek 1969, 11–
12). The elements of the area of inquiry, be they minerals (in geology), atoms,
molecules, or subatomic particles (in physics, chemistry or molecular biology),
plants (botany), animals (zoology), linguistic entities (linguistics), or historical
documents and events (history) and so forth, are (supposed to be) objective in the
sense that they exist independently of the subject investigating them.9 They are also
objective in that any scientist who acquires the necessary theoretical and practical
knowledge, and skills can investigate them (see Tuomela 1987, 85). Therefore, the
object of scientific inquiry is also intersubjectively accessible.

We will leave it to readers to resolve the question of whether (and to what ex-
tent) the object of cognitive areas such as religion, common sense knowledge or
pseudoscience is objective and intersubjectively accessible.

2. The language of science (i.e. the language of a discipline or a scientific theory)
is a sort of hybrid language which, besides containing special terms (the specific
terminology of that discipline), and possibly some artificial language terms (such
as the language of a mathematical theory, e.g. algebra and set theory or the lan-

9 In philosophy, a range of arguments is frequently used to question the claim scientists make in
their theories about the objective existence of objects. We shall come back to these later. How-
ever, we believe that most scientists subscribe to this belief (or variants thereof).
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guage of a particular logical system), also contains the ordinary natural language
used in daily communication (Viceník 2000a, 83–84). Language is essential for
the subsequent dissemination of scientific knowledge. It is used to formulate re-
search problems and questions, and to express what is available to our sensory
experience and thinking. Language is the objective medium of knowledge.

Of course, the language of a scientific discipline will differ in the degree to
which it employs its own terminology, but also in how precise the meanings of
its key terms are. The more theoretically advanced disciplines tend to insist on
greater precision or semantic accuracy in the language of the discipline (Viceník
2000a, 84; Šefránek 1969, 11–30). However, even in disciplines with a less de-
veloped theoretical apparatus (such as history and archaeology), specific terms
(such as “war”, “historical fact”, “historical event”, “evidence”) are used differ-
ently from the way they are used in everyday language.

There are two reasons for attempts to achieve greater precision in the use of
terms in a discipline: firstly, there are many terms in natural language that have
more than one meaning but are not distinguished through different spellings. Ex-
amples of this are the words “fact”, “evidence” or “crown”. Secondly, some terms
do not have a precise and unambiguous meaning. “Young”, “bald”, “a lot” and
many of the names of colors are typical examples. It is through defining and expli-
cation (which we discuss in Chapter 2) that we can reduce polysemy or ambiguity
on the one hand and vagueness on the other hand.

3. The results of scientific inquiry are represented by a system of knowledge,
another methodologically relevant aspect of science. Scientific knowledge is sys-
tematic and represented in language: we can identify various relations between
its elements – statements or propositions that are tested on the basis of evidence
(Viceník 2000a, 84).10 For example, we can say that two or more statements that
represent knowledge are logically consistent (non-contradictory) or that they re-
late to the same topic. We can say that a set of beliefs (statements or propositions)
inductively supports another belief (statement or proposition) or we can say that

10 A proposition is usually understood as either to refer to the meaning of a given indicative sen-
tence (or statement), or as the truth-conditions the sentence denotes.
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a certain piece of knowledge follows logically from another set of knowledge base
and so on. Statements comprising scientific theories and those representing the
results of empirical examination of the object always form a particular structure,
which includes a plethora of relations.

Logically, the systematization of scientific knowledge minimally requires con-
sistency in its beliefs (parts of knowledge), which are expressed in a theory. (Note
that this applies only to intratheoretical consistency, or within-theory consistency;
intertheoretical consistency, or between-theory consistency is not a general re-
quirement.) We will leave to one side the questions of whether belief systems in
other cognitive fields exhibit within-theory consistency and the extent to which
non-scientific and unscientific knowledge systems can be characterized in terms
of deductive and inductive relations.

4. Methods – values – rules. At the heart of our methodological character-
ization of science lie the scientific methods, epistemic or cognitive values, and
methodological rules that prescribe the methods used to pursue a particular goal
(obtain or realize a particular value) (see Nola – Sankey 2000; 2007). In this sec-
tion, we shall briefly define our use of the word method in this book, noting in
the process the link between the use of scientific methods and the values which
we may (or ought to) pursue in scientific work. We will return to some of the
important scientific methods in the next chapter.

Let’s begin with the concept of method. Methods can be defined descrip-
tively as well as normatively. Our discussion of the descriptive approach will draw
on a simplified and modified concept of method found in the work of Vojtech
Filkorn (see esp. Filkorn 1960 and 1972; but also Riška 1968 and Viceník 2000a).
The normative approach is explained in a series of papers (Bielik et al. 2014a,b,c,d)
and in a book by Zouhar et al. (2017).

We understand a method to be a general and repeatable sequence of conceptual
(theoretical) or empirical operations (in a few cases a single operation) that, when
applied to an appropriate starting point (the area the method can be applied to),
will lead us through a finite number of steps to a particular outcome (the goal,
or product of the method). These operations are the “steps” that make up the
method. But we can also define method normatively as a system of instructions
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specifying the process of getting (at least in principle) from the problem or task to
the solution (see Bielik et al. 2014a; Zouhar et al. 2017).

It is useful to further divide scientific methods into: (a) conceptual or theoret-
ical methods, such as definition, explication, analysis (conceptual, linguistic, log-
ical etc.), synthesis, classification, abstraction and idealization, various modes of
deductive and inductive inference (argumentation), and so forth; and (b) empiri-
cal or practical methods, such as observation, data-collection surveys, structured
interview, measurement (e.g. of physical magnitudes) and experiments. When
both theoretical and empirical methods are used a range of additional methods
also have to be used and we call these (c) complex methods. Examples of complex
methods are the testing and evaluation of hypotheses, descriptive and inferen-
tial statistics, (the application of models of) scientific explanation, causal analysis
and the design and testing of scientific models. We will look more closely at some
complex methods in later chapters.

The selection and use of a method is largely dependent on the epistemic values
relating to the process of obtaining knowledge. These values include such things
as the testability of an empirical theory and selecting the theory that best approxi-
mates truth. Scientific activity (at either the theoretical or practical level) therefore
involves the (implicit) use of methodological rules and principles that specify the
method or methods to be used to obtain a particular epistemic (cognitive) value.

When coming across the use of the term “the scientific method” (or “scientific
methods”) in a methodological discussion, we may discover philosophical debates
on whether in fact the term “the scientific method” can be used to describe a sin-
gle thing. Note that the debate is not about whether the methods mentioned
above exist (analysis, classification, observation etc.), but about whether they can
be placed in a unique characteristic sequence. The question, then, is whether there
exists a single and generally accepted sequence of methods that is valid for every
single discipline (or for science in general).

We shall come back to the question of whether there is a unique and gener-
ally valid method of science later on when we turn to the structure of scientific re-
search. Here, we will just note that historically the various methodological views
of science – views on how science should proceed – have often adopted various
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positions on this. For example, according to falsificationism, science begins by
proposing bold theories that give rise to predictions that can (and are supposed
to be) be subjected to strict testing. If the theory is disproved through testing,
then it is shown to be false; we can say it has been falsified. If the attempt at falsi-
fication fails, we can consider the theory to have been corroborated.11

5. The fundamental goal of science is to provide knowledge of the world, knowl-
edge of truths (or facts). Basic scientific research is driven, not by the practical
use of scientific knowledge, but by curiosity and consequent attempts to arrive at
a truthful description and adequate explanation of the phenomena of the world
we live in. Therefore, scientific activity strives to explain and understand facts,
but also to predict and reconstruct them (retrodiction). The fact that in the his-
tory of science the search for answers to theoretical questions has led to consid-
erable practical and technological applications is a most fortunate by-product.
Nonetheless, as motivations for scientific research, they are often quite secondary
or marginal. Explanation, prediction and retrodiction lie at the heart of science’s
overarching goal, which is to obtain reliable, truthful knowledge of the world and
society we live in.

6. Attitudes and activities. The scientific endeavor is also associated with some
characteristic attitudes rarely found in other cognitive fields. Of the many atti-
tudes, we can highlight those that scientists hold in relation to their own or com-
peting theories, or to scientific activity in general. For instance, being open to crit-
icism on both the theories and methods we use. Another is the willingness to
revise our belief where there is good reason to doing so (self-correction). Both these
attitudes are closely tied to yet another: the commitment to produce empirically
testable theories. Other methodologically relevant attitudes include striving to use
appropriate methods, and selecting and accepting theories regardless of our religious
or political views (see Tuomela 1987, 86–88 and Nola – Irzik 2005, 202–203).

11 “Corroboration” is the technical term used by Popper. Popper wanted to avoid using the term
“confirmed” to describe a theory that despite all best efforts could not be falsified. He therefore
introduced the term “corroboration” to indicate that a theory had withstood our attempts at
falsification. However, corroboration tells us nothing about the future successes or failures of
the given theory. See Popper (2002).
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Scientific activity can therefore be characterized as the actualization of these six
fundamental methodological traits. It is an activity scientists pursue when investi-
gating a certain segment of reality using certain methodological rules. The results
of this activity are expressed in language and systematized in theories, models,
laws or hypotheses in such a way that the object of investigation is satisfactorily
described and explained, while keeping to the principles of openness and self-
correction.

In addition to the aspects described above, scientific activity is also character-
ized by a considerable degree of autonomy. As Tuomela put it, science does not
allow any “external checks of validity” (Tuomela 1987, 87). If science itself can-
not correct its results (i.e. knowledge), or the methods of obtaining them, then
no one else can. When formulating or justifying our hypotheses, scientists can
refer only to those sources and instruments of knowledge that are also available
to other members of the research community.

Not having strayed too far, in our idealized characterization, from what science
is like in reality, we can now suggest a working definition of science based on these
features:

Science is the systematic, goal-oriented activity of a research commu-
nity focused on the production of reliable knowledge of the world, in
which scientists investigate the objective and intersubjectively accessi-
ble objects in the world, their properties and relations, using adequate
methods and rules, while expressing the results in the language of the
given discipline and systematizing these results, with regard to the
testability of theories, allowing for their revision or self-correction and
accepting the autonomy of scientific methods and systems.

This definition fits the goals we will pursue in later chapters. We shall come back
to some of the methodological aspects of science in more detail in later chapters.

Finally, scientific disciplines are sometimes classified according to various cri-
teria. One criterion is the distinction between factual and normative disciplines:
where the goal of the former is to describe (as well as to explain, predict or recon-
struct) part of reality, and the goal of the latter is to prescribe how things should be.
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Physics, geology, psychology and history are all factual disciplines. Examples of
normative disciplines are the various specializations in jurisprudence. (This classi-
fication does not include disciplines that neither describe the world nor prescribe
how it should be, such as mathematics or logic.) Scientific disciplines can also be
classified based on the type of object investigated in the given discipline. In this
sense, we can distinguish between natural science, social science and the humani-
ties, based on whether they investigate natural phenomena, social phenomena or
man-made (social) artifacts, respectively. To make this classification exhaustive,
we could add a fourth category: the formal sciences of mathematics and logic,
which are concerned with formal methods and abstract objects or structures.

Other classifications can be found in the relevant literature (see e.g. Mahner
2007). However, here we are concerned with the empirical disciplines (i.e. the
factual disciplines of natural science, social science, and the humanities).

1.4 Methodology of science: a science of science

The various scientific disciplines usually take a segment of natural or social real-
ity as their object of investigation. However, there are also disciplines that inves-
tigate science itself. We sometimes call them “meta-sciences”. History of science,
sociology of science, scientific policy, psychology of science, economics of science and
ethics of science are all examples of meta-sciences. (For a more detailed explanation
of the objects of investigation and competences of these disciplines, see e.g. Vi-
ceník 2000b, 197–201). In this book, though, our focus is on the methodological
features of science. These are the object of investigation in two complementary
disciplines: the methodology of science and the philosophy of science.

Methodology of science is a meta-scientific discipline that describes or prescribes
the methods used in the construction, testing and justification of scientific hypotheses
and theories, as well as the epistemic and cognitive values that (should) guide scien-
tists in their research. It also analyzes the logical structure of the methods used and
reconstructs the ontological and epistemological assumptions and consequences of
using the given scientific methods to pursue the goals of science.
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If a methodological approach merely describes the use of methods in a partic-
ular scientific context or discipline, we call it a descriptive methodology. However,
if it prescribes the activities and methods a scientist should use when pursuing
certain goals, we call it a normative methodology. For more on the different ways
of classifying methodologies, see Viceník (2000b) and Černík – Viceník (2011,
Chapter 1).

Philosophy of science can be viewed as a complementary meta-scientific disci-
pline that studies the logical, epistemological and ontological assumptions and con-
sequences of the various scientific disciplines and of science in general. For exam-
ple, while scientists produce explanations and predictions, philosophers of sci-
ence ask about the conditions under which a scientific explanation can be ac-
cepted as adequate, or in which a prediction can be viewed as reliable. Simi-
larly, while scientists put forward laws, philosophers of science are interested in
questions such as “What makes something a (scientific, natural, social) law?”, or
“What are the consequences of conceiving of laws in this way?”.

We will end this chapter with a note about terminology. The term “science”
comes from the Latin “scientia”, which is a translation of the Greek “epistémé”,
used since Ancient times to denote rigorously obtained systematic knowledge,
as distinct from conjectures, guesses and unjustified beliefs. In English-speaking
countries, the term “science” is usually used in a narrower sense than the Slovak
“veda” or German “Wissenschaft” to refer to natural science only. In the follow-
ing chapters, our inquiries on science will relate to social science and the human-
ities as well, so our use of the term “science” will be rather close to the Slovak or
German meaning.

Study questions

1. What is a “cognitive field”?

2. What is the problem of demarcation?

3. What was Popper’s solution to the demarcation problem?
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4. Which of the attitudes held by scientists are methodologically relevant to
their scientific work? (Specify at least two.)

5. Which methodologically relevant properties are typical of (any) of the ob-
jects of science?

6. Which general (theoretical or empirical) or specific methods are typical of
the research in your discipline? (Please list at least four.)

7. What is the minimal requirement of any system of scientific knowledge
(theory)?

8. What is the methodology of science concerned with and what does philos-
ophy of science typically investigate?



2 a toolbox of scientific
methods

Science’s success, represented by scientific knowledge and technological advances,
boils down to the application of scientific methods. These can be viewed as the
abstract tools that have proved over human history to be especially reliable in ex-
panding our knowledge. In this chapter, we will look at the basic approaches
involved in scientific research. These relate to the linguistic representation of our
knowledge or represent certain basic forms of reasoning. Others are aimed at ob-
taining and processing empirical data. Scientific methods can be viewed as the
extremely useful tools scientists have at their disposal when addressing a particu-
lar scientific problem.

2.1 What makes a method scientific?

In common parlance, the term “method” refers to a guideline or prescribed means
of doing or achieving something but also a recipe or procedure that leads to the
intended result. These guidelines can be expressed as instructions, given in the
form of imperatives such as: “Do X !”, “Do X or Y !”, “Do X and Y !”, “If your
aim is Z, doX !”. A method can also be expressed by a description of the steps that
lead (under standard conditions) to the intended result (or type of result).

Any method can be generally defined either (i) normatively as a series of pre-
scriptions or instructions to be performed in order to achieve the intended aim (see
Bielik et al. 2014a,b,c,d and Zouhar et al. 2017) or (ii) descriptively as a description
of a series of steps or procedures we perform to obtain a particular (type of) result (see
Filkorn 1998, Gahér 2016 and Gahér – Marko 2017).
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For a system of instructions or steps to be considered a method, it must meet
the following requirements:

1. the instructions or steps (operations), and the system they comprise, must
be realizable under standard conditions – they must not contradict the
laws of logic or the (assumed) laws of nature;

2. the instructions or steps (operations), and sequence thereof, must be gen-
eral – in principle, anyone who satisfies certain basic requirements should
be able to use the method;

3. the instructions or steps (operations), and sequence thereof, must be repli-
cable – the same method can be used at different times and in different
places.

We thus think of methods in relation to the activities performed in pursuit of
a goal (or type of goal), ideally the goal should also be achieved using the method
(see Riška 1968, 27; Filkorn 1972, 225). In this sense, driving a car, tying one’s
shoelaces, changing a light bulb, baking bread or brewing beer are all goal-oriented
activities – as such, they are all activities directly constituted by or at least regu-
lated by certain methods.

In light of the above, we can propose the following definition:

definition of a method
A method is a system of instructions or operations (procedures) that we
can perform to get from our (kind of) starting-point (such as a prob-
lem or task) to the goal (solution, product).

The various methods (conceptual, empirical and complex) differ in the type of
instructions (operations) used, as well as in the relationship between these instruc-
tions (operations). For example, when we follow a certain instruction as part of
a method we presume that other, mutually independent instructions have already
been followed. In some methods, the relationships between the instructions are
much “looser”, so the user can change the order in which they are performed or
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even omit some of the instructions and still achieve the goal the method is in-
tended to achieve.

How do scientific methods differ from other, non-scientific or unscientific
methods? The differences can be seen at various levels:

First, scientific methods are characterized by the specific order of the steps (to
which the type of instruction or operation corresponds) comprising the method.
We will better understand this abstractly formulated difference once we learn
about the scientific methods themselves, found further on in this chapter. Sec-
ond, we use scientific methods to achieve goals that relate (directly or indirectly)
to our knowledge of the world. We can therefore say that scientific methods are
aimed at cognitively relevant goals (or types of goals).12

Furthermore, scientific methods are – insofar as the history of our knowledge
of the world is concerned – the best tools we have at our disposal. We have good
reason to think that scientific methods are a reliable way of achieving their in-
tended goals. In other words, a reliable scientific method achieves its intended
goal – most of the time it is used and under standard conditions.

Using these characteristic features we can now propose a working definition
of a scientific method, which we shall then use in the remainder of the book:

definition of a scientific method
A scientific method is a specific system of instructions (operations, pro-
cedures) performed to get from one initial cognitive state (a problem
or a task) to a final cognitive state (the solution to the problem or
task) and which reliably achieves the final state.

In this chapter, we will introduce a number of scientific methods. Some of these
will be defined normatively – as systems of instructions aimed at a certain goal;
while others will be defined descriptively – as a series of operations which, when
performed, may lead to the intended cognitive goal.

12 A cognitively relevant goal (or kind of goal) is a goal that, for some epistemic agent or community
of epistemic agents, has the potential of modifying their knowledge (or beliefs supported by
evidence) or of adequately representing it.
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By looking at a method as a system of instructions or operations that, when ap-
plied to a given starting-point, lead (under standard or ideal conditions) to a given
result (goal), we may be giving the impression that scientific methods are algo-
rithms (or that their use in tackling scientific tasks and problems is algorithmic).13
This requires a brief comment. First, only some methods can be considered algo-
rithms – those where the starting-point (i.e. domain of operations/instructions)
and all operations/instructions are defined recursively. Our definition of method
may resemble an algorithm in certain respects, but that does not mean methods
generally need to be specified in such an exact way. Second, leaving aside the for-
mal (or analytic) disciplines, such as mathematics and logic, the use of scientific
methods (even those exhibiting the characteristics of algorithms) is rarely algo-
rithmic. We can certainly identify algorithmic elements in the concept of method
introduced here, as well as in certain uses of methods, but in general, a method is
not an algorithm.

In the sections of this chapter, we will also introduce some methods by charac-
terizing the results obtained using the method. For example, we will use the prod-
ucts (or somewhat idealized schemes) of these methods, that is definitions and ex-
plications, to express the nature of the methods of definition and explication. We
will also take a similar approach to the methods of deductive and non-deductive
reasoning. We will note the criteria applying to the resulting products of these
methods. (The instructions or operations arising from our definition of the con-
cept of method will meet the criteria of an adequate definition, explication etc.)

The scientific methods introduced in this chapter can be divided into two
groups: (a) theoretical (conceptual) methods; and (b) empirical (practical) meth-
ods. There are historical reasons for the distinction, but we use it here for in-
strumental purposes. Theoretical methods mainly involve instructions that op-
erate on concepts (entities of various kinds) of a theory. The outcome is usually
another concept (or the meaning of statements etc.). They focus on the relation-
ships between concepts or the linguistic entities that those concepts represent. By

13 An algorithm is an exact prescription of the finite number of steps (operations) leading from
the input state(s) to the intended output state(s).
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contrast, empirical (practical) methods, besides being reliant on certain concepts
(theories), are primarily concerned with what these concepts represent in empiri-
cal reality. Theoretical methods include definition, explication, classification and
idealization, as well as deductive and non-deductive reasoning, etc., while the ba-
sic empirical methods are observation, data-collection by survey, or measurement
and experiment.

There are also other complex methods, comprising both theoretical and em-
pirical methods, such as the methods of explanation and prediction, those of hy-
pothesis testing etc., which we will encounter in later chapters.

2.2 Theoretical methods

In this section, we will deal with the scientific methods that are primarily con-
cerned with meanings (i.e. concepts) or language generally. Language is crucial to
knowledge – it is the means by which we express, represent and communicate our
knowledge and beliefs. However, our linguistic (conceptual) tools are not always
suited to this function. Fortunately, there are methods for improving these tools.
It is impossible to represent knowledge without formulating the procedures that
enable us to express the various relationships between the parts of our knowledge.
Therefore, we will also focus on the methods of reasoning that form part of some
of the more complex scientific methods, such as testing and evaluating empirical
hypotheses or explaining and predicting phenomena.

However, before turning to the methods themselves, we will introduce some
of the linguistic categories we shall use later on.

2.2.1 Language and meaning

We will use the term “language” to refer to a system of signs determined by a set
of syntactic and semantic rules. A language’s syntactic rules determine the basic
sequences of signs that constitute its linguistic expressions. In turn, the semantic
rules determine the kinds of objects the words and phrases refer to or, in other
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words, the things denoted by that language’s linguistic expressions (see Cmorej
2001a, 14).

We will use the terms “concept” and “meaning” synonymously to refer to the
thing meant (signified) by a linguistic expression. Thus, meaning amounts to
the objective (ideal) simple or complex abstract procedures that determine various
kinds of objects: individuals, their characteristics and the relationships between
individuals; numbers; relations; the truth-conditions of sentences; and so on. De-
notation stands for the object that we grasp in our mind through the use of mean-
ing and that is denoted by the linguistic expressions of the given language. For
example, the term “planet of the Solar system” expresses the meaning <‌<planet
of the Solar system>‌> and denotes the property of being a planet of the Solar sys-
tem.14 Currently, eight celestial bodies have this property, but if any ceased to exist
(such as Mercury, which will be consumed by the expanding Sun in a few billion
years), the number of celestial bodies possessing this property would change. The
actual value of this property, and of the denoted object (property, relation, etc.)
in general, is called extension. In our case, the extension of the property of being
a planet of the Solar system is the set of objects that are classified as the planets of
the Solar system.

Let us summarize the distinctions we have noted above using the following
generalizations:

An expression conveys or codifies meaning

Meaning determines (identifies) the denotation (individual, rela-
tion, property etc.)

An expression denotes the denotation

The value of the denotation under current circumstances (in the
current state of affairs) is its extension

14 It may look as if we haven’t really explained the meaning of the phrase “planet of the Solar sys-
tem”, as we just repeated “planet of the Solar system” but enclosed it in the symbols “<‌<” and
“>‌>”. However, the first occurrence of the expression in the sentence (in quotation marks) is
simply an utterance, while the second occurrence (not in quotation marks) is used to identify
the meaning of the English phrase.
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We have stated that the terms “meaning” and “concept”, or “meaning of an ex-
pression”, and “the concept conveyed by an expression” will be used as synonyms.
Thus, meanings or concepts are a sort of objective, extra-linguistic instrument
(procedure) that enables us to make statements about physical and abstract ob-
jects and their properties. Meanings differ from the expressions conveying them
(some expressions in a language, or even in different languages, express the same
meaning – hence, two different expressions can share a meaning), but they also
differ from the objects (entities) they identify. The term “metal” does not con-
duct electricity, but it makes sense to say that a piece of metal conducts electric-
ity. A metal may be malleable and expand in the heat, but we cannot say that
about the term “metal” or its meaning. Moreover, the terms “metal”, “Metall”,
and “kov”, are all words in different languages that can be said to have the same
meaning.

Some of the semantic categories introduced above help us further define im-
portant concepts. For example, statements in a language (e.g. in the specific lan-
guage of a scientific theory) can be classified according to the relation between
their meaning and truth-value. The two classes are:

(a) the class of analytic statements

(b) the class of empirical (synthetic) statements

(a) Any statement in a given language (or in the language of a scientific theory) is
analytic if a competent speaker of that language can determine its truth-value (i.e.
whether the statement is true or false) on the basis of the meaning of that state-
ment alone. For example, any competent user of English can determine that the
statement “A cardiologist is a medical doctor who specializes in heart diseases” is
true, based on the meaning of the statement. Users simply need to be able to un-
derstand the meaning of the statement. Similarly, any competent user of English
will be able to say that the statement “The United Kingdom is not a monarchy”
is false – simply on the basis of the meaning of the statement and without having
to do resort to empirical investigation.
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(b) An empirical (or synthetic) statement is one that is not analytic in the given
language (theory). That means that a statement is only empirical if and only if
its truth-value cannot be determined on the basis of meaning alone, but requires
some form of empirical investigation or reliance on empirical evidence. Consider,
for example, the statement “The modern Slovak Republic was founded on Jan-
uary 1, 1993” or “There is only one university in Bratislava”. To find out whether
these statements are true or false, we need not only to understand the meaning,
but to require some knowledge of Slovak history and the capital city of Slovakia.

To be able to classify statements in this way requires us to have a certain level of
competence in the given language (theory). Although we are unable to provide
the criteria that would determine what constitutes linguistic competence, we can
give a basic characterization:

A competent user of language L understands the meanings of the
linguistic expressions of that language (or at least the relevant sub-
set) and, on that basis, can determine which objects, properties or
relations the statement concerns.

This characterization is all that is required for us to understand the way in which
statements are sorted as analytic or empirical (synthetic). If we find examples of
statements that we have difficulty classifying as analytic or synthetic, we can elim-
inate some of the doubt by identifying the relevant natural language or scientific
theory. For example, we might be unsure whether “Gothic is a Germanic lan-
guage” is an analytic or synthetic statement. However, we could turn to a lin-
guistic theory (see e.g. Čermák 2001, 65) that classifies languages into groups, and
we would find “Germanic languages”, and the subgroup of “extinct Germanic
languages” to which Gothic belongs, and any competent user of this theory will
be capable of establishing that the statement is analytic. That is, the statement is
true based on the semantic relations established by the classification. (It is possi-
ble, as is the case here, that our success in classifying the statement depends on us
being able to empirically investigate the origins of the languages and their resem-
blances.)
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In philosophy, distinctions are commonly made not only between analytic and
empirical (synthetic) statements, but also between a priori and a posteriori state-
ments (or the knowledge expressed by the statements). An a priori statement is
one we can ascertain the truth of, without having to resort to empirical matters
or empirical experience. Conversely, an a posteriori statement is one we can only
ascertain the truth or falsity of through empirical investigation.

For example, “25 × 1 = 25” is an a priori statement, whereas “The sun rose at
06:27 today” is an a posteriori statement.

This classification is based on the relation between the truth-value of a state-
ment and how we ascertain the truth-value. Most analytic statements are a priori
and, conversely, most empirical statements are a posteriori. In the philosophy liter-
ature and related discussions there is much debate as to whether there are analytic
statements that are a posteriori and whether there are synthetic statements that are
a priori. However we shall not be covering these issues here.

The American philosopher Willard van O. Quine (1953) was critical of the dis-
tinction between analytic and synthetic statements, arguing it was vague and the-
oretically pointless. Although there is not the space here to examine Quine’s ar-
guments nor the criticism of them, we believe that the distinction we make can
be defended against Quine’s objections. (For arguments in favor of the analytic/
synthetic (empirical) distinction, see e.g. Materna 2007.)

2.2.2 The method of definition

Some linguistic expressions have one of the following two semantic properties:
either their meaning is imprecise – they are semantically vague, or one expression
(syntactic component) has at least two meanings – it is polysemic. Both are un-
desirable if we need to express the information precisely, and should therefore be
eliminated or reduced.

Semantically vague expressions are those that competent language users are un-
able to say what precisely they denote or which particular extension applies under
the circumstances. For example, words such as “rich, “young”, “old” or “bald”
(and their associated grammatical forms) have no precise meaning in ordinary
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language. We can of course find people who are (not) young or bald, but we can
also find borderline cases where we cannot precisely determine whether they are
young (bald, etc.). If scientists convey their knowledge and findings using vague
terms, the value of that information is equally uncertain. The aim therefore is to
eliminate vagueness in the language of science (or a theory).

Then there are semantically ambiguous (polysemic) expressions such as “V”,
which, in language L, has at least two non-equivalent meaningsMi andMj (and
the associated denotationsDi andDj). For example, the word “crown” meaning
<‌<a headdress worn by a monarch as a symbol of authority>‌> is graphically (syn-
tactically) identical with the word “crown” meaning <‌<the top or highest part of
something>‌>. We can syntactically and semantically distinguish between these
polysemic meanings as follows: “crown1”, where the subscript 1 indicates the first
meaning (headdress); and “crown2” where the subscript 2 indicates the second
meaning (the highest part). By so doing, we have defined these expressions.

But polysemy does not occur only in ordinary language. The language of a sci-
entific discipline, such as physics, may contain expressions – say, “energy” – that
have different meanings in different theories (for example, in classical mechan-
ics and in quantum mechanics). Polysemy is not usually a problem in everyday
communication, since the language user can determine the speaker’s intended
meaning based on the context. The same does not apply, however, to scientific
language and communication. The semantic differences of polysemic theoretical
terms are often less obvious, and on first reading, they are more difficult to discern
than in ordinary contexts. The writer of a scientific text can, if desirable, elimi-
nate polysemy by defining the term. This method enables the writer to specify
the exact meaning of the key terms used in the text.

To eliminate polysemy and vagueness, we may use various methods of defini-
tion. As we shall see later, explication is another method that can be used. How-
ever, let us first look at the methods of definition.



a toolbox of scientific methods 25

Proper definitions

The result of using the method of definition is a definition, and it usually takes
one of the following forms:

(DEq) definiendum =df definiens

(DEe) definiendum ⇔df definiens

(SD) definiendum ⇐df definiens

All proper definitions contain: (1) the expression whose meaning we wish to de-
fine (the definiendum) and (2) the expression(s) used to define the definiendum
(the definiens); all definitions either express (DEq and DEe) or constitute (SD) the
relation between the definiendum and the definiens. The relation in question can
either be the relation of definitional equality or the relation of definitional equiv-
alence. The difference between the two is as follows:

definitional equality
The definiendum is in a relation of definitional equality with the
definiens if and only if the definiendum and the definiens express
one and the same meaning.

definitional equivalence
The definiendum is in a relation of definitional equivalence with
the definiens if and only if the definiendum and the definiens have
equivalent meanings – i.e. the meaning of the definiendum identi-
fies the same denotation as the meaning of the definiens does.

For the sake of simplicity, we shall sometimes ignore this difference. The distinc-
tion between expressions that are semantically identical and semantically equiva-
lent will be explained using the examples below.

Here we refer to definitions as “proper definitions” because they specify, de-
scribe or codify the meaning of the definiendum using the meaning of the definiens,
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and the relationship between the definiendum and definiens is either that of se-
mantic identity or of semantic equivalence. (Later in this section, we will also
present some improper methods of definitions.)

In general, the various methods of definition can be described as the set of these
two schematic instructions:

(I1) Select (identify) the expression you wish to define (i.e. the definiendum)!

(I2) Assign to the definiendum a definiens that meets the criteria of an adequate
definition (cad)!

To follow the second of the two instructions, we need to know the criteria of
adequacy. Proper definitions usually conform to these criteria (cad):

1. The definiendum and the definiens must denote the same object (property,
relation, proposition); consequently, the definiendum and the definiens
must have the same extension (in all cases).

2. The definiens should only contain expressions that are precise, unambigu-
ous and clear in meaning.

3. The definiens should only contain positive expressions (no negative expres-
sions).

4. The definiens should only contain expressions whose meaning can be as-
sumed to be known to the target audience.

5. If the definiendum and the definiens are not identical in meaning but equiv-
alent, then the definiens should contain terms that are semantically sim-
pler, i.e. it should not be possible to define the definiens using the definien-
dum. (This rules out circular definitions.)
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These criteria fulfill a heuristic role – they indicate the kind of definiens we should
be looking for if we want to arrive at an adequate definition. They apply to both
the basic kinds of a proper definition: analytic and synthetic definitions.15

Analytic definitions In analytic definitions, the meaning of the definiendum
is already established and fixed in the given language (of a scientific theory). The
definiens expresses or describes the same meaning as the definiendum. Alterna-
tively, the definiens expresses a meaning that is equivalent to that of the definien-
dum. In other words, the definiens denotes the same object as the definiendum.

Let us look at a few examples:

(a) a medical doctor =df a person who is qualified to treat people who are ill

(b) cardiology =df the branch of medicine that deals with heart disease

(c) a house =df a building for human habitation

(d) a morpheme=df the smallest unit of a language that has a distinct meaning

We can see in example (a) that the definiendum and the definiens do not have
the same meaning; however, they point to the same denotation – the same prop-
erty (that of being a medical doctor). The definiens is “a person who is qualified to
treat people who are ill” which in English is equivalent in meaning to the definien-
dum, “medical doctor”. In example (b) the definiendum and definiens express
the same meaning. We can say that “cardiology” is the short form for express-
ing the meaning of the terms used in the definiens. In example (c), “house” and
“a building for human habitation” do not mean exactly the same thing, but they
are equivalents, i.e. the definiendum and definiens denote the same property (the

15 Here, we draw on Salmon (1995), Štěpán (2001), Gahér (2003, addendumvii) and Hurley (2006,
Chapter 2). For a subtler classification of definitions and definitional relations in proper defini-
tions, based on hyperintensional semantic theory (see e.g. Materna 2004), that distinguishes
between semantically identical and semantically equivalent terms, see Bielik et al. (2010). For
alternative approaches to definitions and the process of defining, see Glavaničová (2017) and
Zouhar (2015a,b).
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denotation is the same). And so we won’t find a house that is not also a building
for human habitation; and we won’t find a building for human habitation that
is not also a house. What about example (d) though? We have noted that any
competent user of linguistic theory (in English) would say that the definiendum
and the definiens mean exactly the same thing, and that the definiens is simply
another way of expressing what the definiens expresses. Someone who is unfa-
miliar with the language of the particular general linguistic theory may not be
able to determine whether the definiendum and definiens in example (d) express
the same meaning. However, the defining must always be done in relation to the
language in question – in a scientific context that language will be the language
of the relevant scientific theory.

In all these examples, the definition conveys the established meaning of the ex-
pression on the left-hand side of the definitional equation. In an analytic defini-
tion, the definiens should always express the established meaning of the definien-
dum in the relevant language (the language of the scientific theory), and so it
makes sense to ask whether the analytic definition is true or not. The examples we
have given are all analytic definitions that are true (in English).

Synthetic definitions These are used to propose, introduce or codify the mean-
ing of the definiendum in the relevant language. In science, we sometimes also
introduce the meaning of a definiendum into the language of a theory. Here, the
definiendum is either (i) a new linguistic expression with no established meaning;
or (ii) an existing linguistic expression, and the definiens determines, selects or spec-
ifies the meaning of the definiendum in that context. Thus, synthetic definitions
are terminological conventions used to introduce or further specify the meaning
of the definiendum. In an analytic definition, the definiens contains expressions
that have a fixed meaning in the language. Synthetic definitions can be expressed
thus:

(SD) definiendum ⇐df definiens!

and read as: “Let the definiendum have the meaning expressed by the definiens!”.
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We can illustrate synthetic definitions using the words “astronaut” and “street-
car”. Although both are now part of English vocabulary, this was not always the
case. Before these expressions were introduced into English, they were simple
strings of letters with no meaning. These were then codified (expressed by a syn-
thetic definition) through a process of acceptance until the terms acquired the
meanings they have today. We can represent this process thus:

(e) astronaut ⇐df a person trained to travel in a spacecraft!

(f) streetcar ⇐df a mass transport vehicle that runs on rails and is powered by
electricity!

The meanings of these terms are now explained using an analytic definition (and
so “⇐df ” becomes “=df ”).

Since synthetic definitions are basically proposals or conventions on how to
use the expression in the definiendum, there is no point in asking whether the
definition is true or false.

We cannot overstate the importance of synthetic definitions in eliminating the
ambiguity and vagueness of a term (or the use of a term). Methodologically their
function is to help us convey more precisely the meaning of a term (the definien-
dum), as used in a scientific text for example. In other words, synthetic definitions
enable us to select one of the several possible meanings of a term.

Another example of a synthetic definition is the use of abbreviations. An abbre-
viation could be defined thus: “Let ‘DF’ mean the ‘definiendum’!” “DF” would
then represent the meaning of the term “definiendum” in the language of the rel-
evant theory (or in a text).

The use of analytic and synthetic definitions helps eliminate ambiguity and
vagueness in language (in science). These types of definitions are perhaps gener-
ally the ones used most, but we shall also look at some of the other kinds, which
may differ from (DEq), (DEe) and (SD).
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Further types of (improper) definitions

Operational definitions In operational definitions, the aim is not so much to
define the meaning of the definiendum as to specify the conditions under which
an object (entity, set of objects) has a certain property that is not directly observ-
able, or whether there is a certain relationship between objects (entities) that is
not directly observable. The meaning of the definiendum of some theoretical
terms does not necessarily identify a property that can be directly observed as its
denotation. However, we can use an operational definition so that the definiens
expresses a certain operation (a test) that specifies the conditions under which the
property (or relation) can be attributed to the entity (entities). In general, opera-
tional definitions take the form:

(OD) (∀x) [T (x) ⇔df IfO (x) , then E (x)]

whereT (x) is the definiendum containing at least one theoretical termT whose
conditions of applicability to object x are expressed in the definiens. The state-
ment in the definiens expresses the fact that if x is subjected to observable opera-
tionO, then xwill display certain observable featuresE.16 Consider the following
examples:

(g) Liquid A is an acid ⇔df If litmus paper is dipped in the liquid, it turns
pink.

(h) X is of above-average intelligence ⇔df If X completes a standardized IQ
test, thenX ’s score will be in the interval [111, 120].

Example g) is an operational definition of the term “acid”, while example h) is an
operational definition of the term “of above-average intelligence”. In both cases,
16 The fact that the definiens of an operational definition has the form of a (material) implication

(an “If α, then β”statement ) has an unfortunate consequence. For that statement to be true,
we simply need the antecedent (i.e. α) to be false. In our case, simply by not subjecting x to
operationO the complex statement “IfO (x), thenE (x)” will be true, and so will beT (x). This
problem can be solved pragmatically by limiting operational definitions to objects that we test
under the observable conditions described by the antecedent of the definiens.
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the terms express (theoretical) properties that are not directly observable. Simply
by looking at the liquid, we cannot determine whether it is an acid or an alkali.
This is also true of the attribute of being of above-average intelligence. (In both of
these definitions, universal quantification is assumed. In other words, the defini-
tions hold for any liquid and any personX , respectively.)

In these definitions the definiens specifies operations (in the form of a complex
conditional statement) that enable us – if the observable or measurable effect of
the operations occurs – to ascribe the property denoted by the definiendum to
the object (i.e. to state that the liquid is an acid, or that X is of above-average
intelligence).

Operational definitions are an important instrument for formulating the con-
ditions under which indirectly observable properties (relations, etc.), denoted by
the terms of the theory, can be ascribed to objects (phenomena, events). On the
other hand, these definitions cannot be considered the definitions of the meaning
of these terms. They merely indicate the conditions under which one can indi-
rectly verify whether the objects have the given theoretical properties or not. If
we were to equate the meaning of the operationally defined terms with the oper-
ations described in the definiens of the definitions, any change in the operation
would also lead to a change in the meaning of the term. It is evident, however,
that the meaning of the term “acid” in the language of chemical theory will not
change simply because we replace the litmus operation with another procedure.

To summarize, if we use terms such as “content”, “aggressive”, “rare”, “conser-
vative” in our research, it is advisable to provide operational definitions for these
(and similar) terms in addition to the standard definitions of their meaning.

Inductive (recursive) definitions Another type of definition is the inductive
definition. This type is often used in mathematics, computer science and law, but
also to define the rules of some games. We can use these definitions to specify the
objects we wish to denote using a particular term.

All inductive definitions define the object denoted by the definiendum in three
steps: (1) the definiens must contain an inductive base – a statement or formula
that specifies the basic objects denoted by the definiendum; (2) the definiens must
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also contain an inductive step that specifies the means of getting to all the other
objects denoted by the definiendum; this step can be formulated using several
rules (or steps); and finally (3) an inductive closure that states that no other objects
are denoted by the defined term than those determined by steps 1) and 2).

We can illustrate this schematically using the definition of the term “descen-
dant”. It comprises the following steps:

1. Every child of its biological parents is their descendant.

2. If y is the descendant of x, and z is the descendant of y, then z is the descen-
dant of x.

3. No objects apart from those satisfying conditions 1 or 2 are descendants.

The definiendum in this inductive definition is the term “descendant”. It denotes
the relation between two or more individuals, the second (third, fourth, etc.) of
whom is the descendant of the first. This relation is then specified in the definiens
via three steps. The first two steps specify the tuple (or n-tuple) of individuals,
while the third states that only the tuples (n-tuples) of individuals that satisfy the
conditions listed in the first two steps are or can be in this relation.

Inductive definitions can thus help us define a property, relation, set, etc., (de-
noted by the expression in the definiendum) by means of rules that specify exactly
which objects have (or can have) the property in question, or are (can be) elements
of the given set, etc.

Ostensive definitions Although ostensive definitions are not truly definitions,
they are used to teach the (empirical) terms used in a given language.

An ostensive definition is one where we say the expression and gesture towards
one or more objects found within the extension of that expression. Consequently,
we can only use ostensive “definitions” when the extension is an object that can
be seen. For example, we can ostensively “define” the meaning of the term “book”
by pointing to a particular book (an element within the extension of the expres-
sion) that the target audience can see or observe. On the other hand, we cannot
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ostensively define the meaning of terms such as “state”, “idea” or “the number
ten”, since the entities currently found in the extensions of those terms cannot
be seen, are not observable.

Moreover, even when the defined expression has an observable extension, its
meaning cannot be properly defined using an ostensive definition. The meaning
and denotation of terms are not reducible to an extensional object. Therefore,
the methodological uses of this type of definition are extremely limited.

Verbal extensional definitions As in the previous type, the definiens of a ver-
bal extensional definitions should contain one or more of the elements compris-
ing the extension of the expression being defined. However, these definitions dif-
fer from ostensive ones in the way that these elements are selected. Their definiens
usually contains the (proper) names of some or all of the elements belonging to
the extension of the term being defined. For example, the “meaning” or the (in-
complete) extension of the expression “president of the United States” can be
(partially) defined using the following verbal extensional definition:

(VED) the president of the U. S. =ext
{

Barack Obama; Donald Trump
}

As with ostensive definitions, their methodological potential for eliminating am-
biguity and vagueness is rather limited.

2.2.3 The method of explication

As was the case with the method of definition, explication can be approached in
two ways. It can be viewed both as a method, i.e. the process of explication or
a methodological activity, and as the product or result of that activity.

In an intensional definition, the definiendum and the definiens should express
the relation of semantic identity or the relation of semantic equivalence. In con-
trast, in explication, the meaning (concept) of the expression (or expressions) be-
ing explicated is replaced by another, non-equivalent (and therefore non-identical)
meaning (concept) of the expression (or expressions) explicating it.
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The basic form of an explication (product of the method of explication) can
be schematically expressed as follows:

(Exp) explicandum ⇒e explicatum!

The explicandum is therefore the starting point in the method of explication. It is
an expression whose meaning we intuitively understand and use in certain com-
municative situations, but which cannot be used more systematically to solve the-
oretical problems. The goal of explication is to find an explicatum that is as precise
and unambiguous as possible, and can then be used to deal more systematically
with theoretical problems. Generally, explication can be delineated using the fol-
lowing instructions:

(I1) Select (identify) the explicandum, an expression with an imprecise or the-
oretically unfruitful meaning!

(I2) Replace the explicandum with an explicatum, an expression that meets the
criteria of adequate explication (cae)!

Before turning to the general criteria of adequate explication (cae), we should
note the fundamental distinction between an explication and a definition. When
introducing the concept of analytic definitions, we noted that analytic definitions
express a preexisting (already constituted) relation between the meaning of the
definiendum and the meaning of the definiens. Analytic definitions therefore re-
spect (implicit or explicit) linguistic conventions. By contrast, in our discussion
of synthetic definitions we saw that synthetic definitions are a means of introduc-
ing these conventions into language (or a theory). Therefore both these kinds of
definitions – analytic and synthetic – are in some way related to linguistic con-
ventions. The former express them, while the latter can be used to introduce
them.17 However, the relations between explications and conventions are much
looser. When formulating explications, our goal is not to express a meaning that

17 We do not go into the conditions that must be met for synthetic definitions to be successfully
integrated into language.
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has already been established. At most the fixed meaning of the term being expli-
cated (i.e. the explicandum) serves as the starting point of explication, because
we want to replace that fixed meaning with another meaning: the meaning of
the term (or terms) explicating it. Moreover, when explicating a term, our aim is
not necessarily to create and codify a new linguistic convention, as is typically the
case with synthetic definitions. An explicatum may represent a larger conceptual
whole (such as a theory) that goes beyond the process of definition.

Yet we should also note that a synthetic definition might become part of the
explication, if we wish to associate the new meaning of the explicatum with the
expression originally occupying the position of explicandum. We will give exam-
ples of this distinction, but before doing so, let us turn to the criteria of adequate
explication (cae).

Despite the fact that there are no strict rules governing explication and there
is considerable room for creativity, there are some general criteria that determine
whether an explication (the product of the method) should be accepted as ade-
quate.18 The following criteria (see Carnap 1962, 5–8; Kuipers 2007, vii–ix) must
be followed when replacing the explicandum with the explicatum:

1. the meaning of the explicatum should be precise; it must be given in an
exact form;

2. the meaning of the explicatum should be theoretically fruitful; i.e. it should
be useful for formulating (new) theoretical statements;

3. the explicatum should be as simple as possible; if several explicata (of the
same explicandum) are considered, the simplest one is preferred;

18 Rudolf Carnap states, in his discussion of whether an explication is adequate or right, that: “[. . . ]
if a solution for a problem of explication is proposed, we cannot decide in an exact way whether
it is right or wrong. Strictly speaking, the question whether the solution is right or wrong makes
no good sense because there is no clear-cut answer. The question should rather be whether the
proposed solution is satisfactory, whether it is more satisfactory than another one, and the like.”
(Carnap 1962, 4).
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4. the explicatum should be similar, in some respects, to the explicandum;
including in being applicable to all the unproblematic cases to which the
original explicandum can be applied. Moreover, the meaning of the ex-
plicatum should preserve all the conditions of adequacy that apply to the
explicandum.

Condition 3 is the least specific. What exactly do we mean by “simplicity” here?
Two clarifications can be made. Firstly, each explicatum must be assessed on its
own merits (without comparing it to the other explicata). Simplicity can be un-
derstood to mean that the explicatum should be economical in postulating (as-
suming) the existence of certain entities; and that its use in formulating and solv-
ing (conceptual) scientific problems is straightforward. Secondly, when compar-
ing the explicatum to other explicata, we can determine its simplicity based on the
entity and type of entity it postulates and how straightforward it is to use. (For
a view on understanding the criteria of simplicity, see Bielik 2018).

The remaining criteria should be clear: we covered precision of meaning when
discussing definitions, so it should be clear why precision is required in the cur-
rent context. The theoretical fruitfulness of an explication hinges on the explica-
tum allowing a more precise and more comprehensible formulation of a theoret-
ical problem or its solution. Lastly, the reasons as to why the explicandum should
be similar to the explicatum are explained in condition number 4.

We have already suggested that we can compare explications in terms of how
well they satisfy the cae. There is little sense therefore in thinking of an explica-
tion as being “right” or “wrong” in an absolute sense. Instead we should assess
whether the various explications are adequate in terms of the shared theoretical
goal. (Explication E1 may be more satisfactory than explication E2 with respect
to theoretical goalG.)

To illustrate the method of explication, we shall give several examples from
different areas:

(a) truth ⇒e correspondence between the statement and the fact (state of af-
fairs) described by the statement
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(b) being close to x⇒e being within 15 meters of x

(c) evidence e confirms hypothesis h⇒e the probability of h, assuming that e
is true, is higher than the prior probability of h before considering e

(d) many human lives ⇒e more than 50 million human lives

(a)–(d) represent explications from different areas. While a) could be a philosoph-
ical explication of the pre-theoretical term “truth”, (b) could be an attempt at pre-
cision or at finding an alternative to “being close to x” – for instance during the
questioning of the witnesses of a crime. Of course, depending on the theoretical
goals, the way in which we specify distance from x may change. For example, in
a discussion between astronomers on the distance of two cosmic objects (such
as stars or galaxies), the term “being close to x” could be replaced with “being
within 136 light years of x” (or with a different specification) etc. Hence, how
the explicatum is specified will depend on the particular area of inquiry and the
problem the explicatum relates to. Example (c) is one possible explication of the
expression “confirming hypothesis h using evidence e”, while (d) is a possible ex-
plicatory substitution for “many human lives”, e.g. in the context of summarizing
the consequences of World War II.

Carnap (1962) considered paradigmatic cases of explication to be cases where
qualitative concepts are replaced with comparative concepts and the latter with quan-
titative concepts, or qualitative ones directly with quantitative concepts. Carnap’s
“qualitative concept” can be equated with the meaning of a term denoting a prop-
erty (of an individual), such as “being tall”, while “comparative concept” can be
understood as denoting a relation comparing the extent to which a property is
present, such as “being taller than”. Finally, a quantitative concept is the quanti-
tative expression of a certain magnitude, such as “being 178 cm tall”.

2.2.4 Methods of analysis

The term “analysis”, as used in everyday and specialist language, has several mean-
ings. However, the procedures denoted by the term all share something in com-
mon (see Beaney 2015; Kosterec 2016).
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Any analysis can be identified as a series of general instructions specifying how
to get from one theoretical starting point (a whole) to the final state of analysis –
the identification of the structure of the whole.

(I1) Identify (delineate conceptually) the object or starting point of the analysis
– a whole of some type!

(I2) Using concepts of an appropriate theory T , identify some or all of the ele-
ments comprising the whole!

(I3) Check whether these are the basic elements!

(I4) If the elements are not basic elements and should be basic elements, repeat
step (I2)! If the elements are basic elements, proceed to the next instruc-
tion.

(I5) Using concepts or theoretical instruments of theoryT , determine the prop-
erties of the elements and the relations between them that are relevant to
the present inquiry!

(I6) Using the previous steps, formulate the structure of the whole!

When analyzing a theoretical or empirical whole we always have to rely on cer-
tain pre-theoretical or theoretical concepts and categories in order to intellectu-
ally grasp the whole and its integral parts. Any analysis will therefore be based on
the conceptual system containing the concepts within which the object is grasped
and analyzed.

We can illustrate the method of analysis using a simple example from modern
theories of syntax:

Suppose we have the sentence “Jane greeted John”. Our background theory
of analysis is modern syntax theory. Our goal is to express the structure of the
sentence. We can explicitly set out the steps in this kind of sentence analysis thus:

(a1) Identify the object of analysis!
(Result: “Jane greeted John”.)
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(a2) Using concepts from modern syntax, identify some or all of the elements
comprising the whole!
(Result: “Jane”, “greeted”, “John”.)

(a3) Verify whether these are basic elements!
(Result: Yes, these are the basic elements. The sentence cannot be broken
down to any simpler elements.)

(a4) If these are not basic elements, and if necessary, repeat step (I2)! If these
are basic elements, proceed to the next instruction.
(Result: We move onto the next instruction.)

(a5) Assign the respective category of constituents to each element of the sen-
tence!
(Result: “Jane” ⇒ subject; “greeted” ⇒ predicate; “John” ⇒ object)

(a6) Express the syntactical parts!
(Result: Subject – predicate – object)

This example has been simplified, but nonetheless is an illustration of how the
method of analysis can be used in relation to the background syntactical theory.

There are a variety of different analytical approaches because the theories that
can be selected as the background theory of analysis have different conceptual
systems. We can therefore talk of linguistic analysis, conceptual analysis, textual
analysis, frequency analysis, causal analysis, statistical analysis, chemical analysis
and many others.

2.2.5 Classification

Classification is another conceptual method. One of the basic ways of system-
atizing the field of interest in which the objects (entities) whose properties and
relations are of interest to us belong is to classify the objects of that universe of
discourse into classes or orders of classes. The basic principle for classifying ob-
jects (of a certain kind) is to select the appropriate classificatory property (prop-
erties) used to sort the objects into classes. Successful classification depends on



40 methodology of science

whether the classificatory property (properties) are clearly specified and whether
they are (easily) recognizable. The process of selecting the appropriate classifica-
tory properties is dependent on the theoretical role the classification is supposed
to play (in relation to the theoretical goal).

We can illustrate this by looking at an example of an ambiguously specified
property. Suppose we are in an apple orchard and our task is to only select species
of trees that have red apples from among the many varieties. When distinguish-
ing between the class of apple trees with red apples and all the other trees, we may
encounter cases where no such distinction can be made. Imagine, for example,
that some of the apples were partly red and partly yellow or green. We would not
know how to classify them. Some trees would remain unclassified. The problem
is that the expression “red apple” is not sufficiently precise for us to unambigu-
ously classify the apples on that basis. Since the meaning of the term “red” is not
specified exactly, it makes it difficult to determine which property (of redness) the
expression identifies and which objects (apples) in fact have that property.

If we need classifications that are based on precisely defined properties (or rela-
tions), then we have to select terms with meanings that allow us to clearly identify
the classificatory properties (or relations). Moreover, if the property is an empir-
ical one, we must also be able to identify whether the objects exhibit it, or at least
be able to indirectly test whether it is present.

Depending on the nature of the classification process, we can distinguish the
following types of classifications:19

1. analytic classification

2. synthetic classification

3. order-based classification

Analytic classification This is a type of classification in which the initial set
of objects (of a certain type) is divided into subclasses based on a classificatory
19 Our explanation of the method of classification is based on Bunge (2005a, 82–89) and Filkorn

(1960).
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property (or properties). This method can also be represented as a set of two
instructions:

(I1) Identify the initial set of objects – universe of classification U – that will
be the object of classification!

(I2) In relation to theoretical goalC , select the classificatory propertiesF1, . . . ,Fn
of the initial set of objectsU that satisfy the following two requirements:

(i) U = F1 ∪ . . . ∪ Fn, where n ≥ 2;

(ii) Fi ∩ Fj = ∅ for any two properties Fi, Fj ∈ {F1, . . . , F n}.

The starting point of analytic classification is always a collection (set) of objects,
such as a set of words, plants, real numbers, elementary particles, an author’s lit-
erary works etc. The aim is to divide initial setU into mutually exclusive classes
represented by the properties F1, . . . , Fn.

Condition (i) of instruction (I2) states that based on the properties F1, . . . , Fn
belonging to the objects in initial setU , all the objects in the set will be classified
into at least one of classes F1, . . . , Fn. In other words, no object from the initial
set should remain unclassified. Condition (ii) states that each classified object be-
longs to a single class at most. When the two conditions are combined, each object
inU will belong to one class only in the resulting classification. If both conditions
are met, we can say that the analytic classification is adequate and complete.

The simplest example of an analytic classification is dividing the initial set into
two classes. All we need to do is select any property F exhibited by at least one
object in the initial set. In most cases, however, more than one object will exhibit
the property. Property F enables us to distinguish a (non-empty) class of objects
with that property. The remaining objects in the set will belong to the second
class – the class of objects not exhibiting property F , i.e. exhibiting property non-
F . A set of elements that has been classified into two mutually exclusive classes
is also known as a “dichotomy”. Richer analytic classifications are based on the
elements in a set containing more than two properties.

We can illustrate analytic classifications using two simple examples:
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Example 1

Suppose that our initial set is a set of integers
{

. . . , −1050, −2, −1, 0, . . . , 5, 6,
. . . , 478 985, . . .

}
. Examples of the many properties exhibited by (some) elements

in this set are the properties of being an even integer, being an integer divisible by
three, being a number greater than 1000 etc. For our classification, we will pick two
mutually exclusive properties: being a positive integer and being a negative integer.
The properties enable us to divide the universe of discourse (the set of integers)
into two classes: a class of positive integers and a class of negative integers. But is
this classification adequate and complete?

Clearly, no integer can be both positive and negative. Condition (ii) is thus
met. What about condition (i)? Have all the elements in the initial set (the set of
all the integers) been classified? No. The number zero remains unclassified, since
it is neither positive nor negative (the set of positive integers including zero is usu-
ally called “the set of non-negative integers”). Therefore, this classification is not
complete. To complete it we have to include another classificatory property, such
as that of being an integer that is neither positive nor negative. Having adjusted
the classification, the initial set has now been exhaustively (completely) divided
into three mutually exclusive classes.

Example 2

This time our initial set is the set of Slovak consonants. We will select three clas-
sificatory properties: being a soft consonant, being a hard consonant and being an
unmarked consonant. In Slovak, all consonants belong to one of three classes:

A: class of soft consonants =
{

c, dz, j, ď, ť, ň, ľ, č, dž, š, ž
}

B: class of hard consonants =
{

g, h, ch, k, d, l, n, t
}

C: class of unmarked consonants =
{

b, f, m, p, r, s, v, z, x
}

We should again ask whether this classification is both adequate and complete.
We can see that condition (i) has been met. Has condition (ii) been satisfied as
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well? It seems to have been. We can therefore state that the classification is both
adequate and complete. However, the classification could suffer from another
defect that cannot be eliminated by meeting conditions (i) and (ii). In Slovak,
consonants are classified as soft, hard and unmarked based on grammatical rules,
but words that have been adopted from other languages do not necessarily fol-
low these rules. In Slovak words whether a consonant is followed by “i” or “y”
is determined by the class of the consonant (“i” follows a hard consonant) but
words of foreign origin don’t necessarily follow this classification (in “cylinder”
the “y” follows a soft rather than a hard consonant).20 In addition to the condi-
tions listed above, the classification can be considered adequate if the elements
exhibit the classificatory properties without exception and if they exhibit them
under the circumstances in which the classification was assessed.

When checking to see if an analytic classification is both adequate and com-
plete, we thus need to consider whether conditions (i) and (ii) have been met and
whether the objects being classified in fact exhibit the classificatory properties as-
cribed to them in the classification.

Synthetic classification Synthetic classification is another means of sorting ob-
jects. Similarly to the previous type of classification, it involves an initial set of ob-
jects or, more precisely, a set of classes of objects (expressions, numbers, empirical
data, etc.). The objects or the classes of objects are classified into larger classes –
superclasses.

Synthetic classification can be schematically represented as follows:

(I1) Identify the initial set of objects belonging to the different classes (in other
words, identify the different classes of the objects)!

(I2) Take the properties of the objects in the initial set and select one property
(or more properties) that can be used to categorize the elements of the dif-
ferent classes into one common superclass or multiple superclasses!

20 On the classification of consonants in Slovak, see Mistrík (2002, 195–197).
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Synthetic classification therefore aims at finding an unambiguous common prop-
erty that can be used to group elements in the original different classes into a su-
perclass. This procedure is the inverse of analytic classification.

Let us briefly look at an example of this type of classification. Suppose we want
to find a common property that would enable us to group together states such
as Bulgaria, Croatia, Czech Republic, Denmark, France, Germany, Lithuania,
Slovak Republic and Turkey into a common class. Some of the states belong
to the class of Visegrad countries

{
Czech Republic, Slovak Republic

}
, some are

Balkan countries
{

Bulgaria,Croatia
}

. However, (as of January 2019) all the coun-
tries have the property of being members of the North Atlantic Treaty Organiza-
tion. These countries (and, of course, others) are therefore elements of the class
of natomember states. It holds that nato=

{
. . . , Bulgaria, Croatia, Czech Re-

public, Denmark, France, Germany, Lithuania, Slovak Republic, Turkey, . . .
}
.

Order-based classification The third type of classification we shall introduce
is known as order-based (relation-based) classification. This classification is used
to order objects or classes of objects based on a relation or sequence. The starting
principle is finding the appropriate relation or order that enables us to place the
objects (or classes of objects) in a characteristic sequence. The classificatory rela-
tion could be the relation of being greater than or equal to (“≥”), the relation of
being a subset (“⊂”) etc.

Order-based (relation-based) classification can be specified using the following
instructions:

(I1) Identify the classes of objects F1, . . . , Fn in universe of discourseU !

(I2) Order the classes of objectsF1, . . . , Fn into ann-tuple ⟨A1, . . . , Am⟩ or a re-
lation R (A1, . . . , Am) such that each class Aj , where 1 ≤ j ≤ m ≤ n, is
identical to exactly one class Fi, where 1 ≤ i ≤ n.

Instruction (I2) states that the original classes in the universe of discourse should
be placed in a sequence or a characteristic relation, where each class in the se-
quence (⟨A1, . . . , Am⟩ or relation R (A1, . . . , Am)) is identical to exactly one of
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the original classes F1, . . . , Fn. This assumes that no classAj in the set of classes
A1, . . . , Am is identical to any of the other classes in the set.

An example will help us understand this general characterization. Suppose the
universe of discourse comprises all the chemical elements (or classes of chemical
elements) from hydrogen (H) to Ununoctium (Uuo). Our classificatory relation
is being an element with a lower proton number than, denoted by the symbol “<p”.
The goal is to place the chemical elements into a characteristic sequence based on
this relation. The resulting sequence (or part thereof) can be expressed thus:

H <p He <p Li <p . . . <p Uus <p Uuo

Another example of an order-based classification is the well-known biological
taxonomy or Linnaean System named after the Swedish botanist Carl Linnaeus
(1707–1778). It is a hierarchy of living organisms (animals and plants) from the
most general category – taxa – to the most specific, based on certain biological
features. The taxonomy takes the following form:21

Domain ⊃ Kingdom ⊃ Phylum ⊃ Class22 ⊃ Order ⊃ Family ⊃

Genus ⊃ Species

The symbol “⊃“ represents the relation of being a proper superset, where the first
set (class) is a superset of the second set (class). However, the taxa also contain
other elements that can be classified in other ways within the taxon – typically
using analytic classifications.

Classifications are the basic methodological tool for systematizing knowledge
about objects in the universe of discourse being investigated. By classifying ob-
jects, we can divide the original universe into smaller wholes and then examine
them, or conversely, we can express the most general features of the original whole,
or represent the hierarchy of the features revealed by the objects of our inquiry.

21 See e.g. the entry on Carolus Linnaeus by Staffan Müller-Wille in the online version of the En-
cyclopaedia Brittanica: britannica.com/biography/Carolus-Linnaeus/.

22 The term “class” has a specific meaning in Linnaeus’ classification, which differs from the “set-
theoretical” meaning used in this book.

https://www.britannica.com/biography/Carolus-Linnaeus/
britannica.com/biography/Carolus-Linnaeus/
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We need not emphasize that the prior and adequate classification of objects is
crucial to applying other conceptual and empirical methods. It also lays the foun-
dations for adequate scientific explanations, interpretations and reliable predic-
tions.

2.2.6 Methods of abstraction and idealization

Methods of abstraction and idealization are crucial tools for constructing and for-
mulating scientific theories, (theoretical) models, scientific laws, computations,
explanations and so on.

Jones (2005, 175) describes the basic difference between abstraction and ideal-
ization (as both a method and its product) as follows: abstraction involves omit-
ting a truth about an object, while idealization amounts to the deliberate misrep-
resentation of an object. Due to space constraints, we will limit ourselves to de-
scribing the basic structure and function of these methods. We refer the reader to
Jones’ paper (2005), which forms the basis of this subsection; see also McMullin
(1985), Weisberg (2007), Halas (2015a,b,c, 2016a,b) and Hanzel (2008; 2015).

Abstraction

In applying the method of abstraction, we begin from the fact that object o, which
is the object of our investigation, displays a number of properties ϕ1, . . . , ϕn. (In
fact, all objects have an infinite number of properties, but only a few of these are
accessible to us. These are the ones we have identified asϕ1, . . . , ϕn.) Thus, we can
generally truthfully state that object o is (or has the property of being) ϕ1, or ϕ2,
. . . , or ϕn. However, in some situations – in our case in the context of scientific
research and in relation to some theoretical goals G – we may be interested in
only some of the properties ϕ1, . . . , ϕn, while the remainder are of no theoretical
significance. We therefore disregard or abstract from the remaining properties.
For example, if property ϕi, where 1 < i < n, is not relevant to our theoretical
goalsG, we abstract from it. Suppose we are investigating the behavior of a group
of adults in a situation where they are subjected to short-term stress (for example,
performing a complex mathematical task). We want to find out which factors
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affect their ability to perform the task effectively. We thus abstract from a variety
of the properties the adults exhibit: for example, their clothes, eye color, month
of birth etc. These properties (and many others) are irrelevant to goalsG and we
therefore pay no attention to them.

The method of abstraction can generally be given thus:

(I1) Identify object o that is known to have the properties ϕ1, . . . , ϕn!

(I2) Select each property ϕi from the set of properties
{
ϕ1, . . . , ϕn

}
known to

be unimportant to object o given the theoretical goalsG!

(I3) Identify the set of remaining properties
{
ϕ1, . . . , ϕn

}
that are relevant, given

G, with the set
{
ϕj, . . . , ϕm

}
, where 1 ≤ j ≤ m < n.

(I4) Represent the object o using only properties ϕj, . . . , ϕm.

The method of abstraction leads us away from the realization that object o ex-
hibits certain (different) properties and towards a situation in which we focus
only on the properties that are relevant to the goal. It is indispensable to the effec-
tive application of other methods – those that use a conceptual/theoretical appa-
ratus, and those in which we use our senses and various measuring, observational
or experimental instruments.

Idealization

Similarly to the method of abstraction, the method of idealization also assumes
that object o, which is the object of our investigation, exhibits a variety of proper-
tiesϕ1, . . . , ϕn. Unlike in abstraction, an additional step is required in idealization
in which it is claimed or assumed, that for theoretical purposes G, o has at least
one other propertyψ that differs from the properties ϕ1, . . . , ϕn. But in reality
object o does not have, and cannot have, propertyψ. Moreover, from the state-
ment that object o has propertyψ it follows that object o does not have at least
one of the properties ϕ1, . . . , ϕn, whereas in actual fact it has.
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To illustrate this abstract characterization of the method of idealization, let
us return to our example of research into the behavioral responses of individuals
subjected to short-term stress. Suppose we make the following assumption: “Per-
sons o1, . . . , on who took part in the test had approximately the same sleep pattern
the preceding night.” This assumption is almost certainly false. It is highly prob-
able that the length and quality of sleep was different for each participant. We
know this assumption is (probably) false, but by accepting it, we can focus on
other aspects of the problem. Accepting idealizing assumptions of this kind is an
important part of the process of solving some research problems, and is a funda-
mental part of the process of constructing scientific models.

The method of idealization can be represented using the following sequence of
instructions:

(I1) Identify object o that is known to have the properties ϕ1, . . . , ϕn!

(I2) Given theoretical goalsG, select at least one propertyψwhere (i) object o
does not in fact have propertyψ; but (ii) if object o had propertyψ, this
would enable us to solve problem P; and (iii) it follows from the assump-
tion that o has propertyψ that object o does not have at least one property
ϕi from the set of properties

{
ϕ1, . . . , ϕn

}
!

(I3) We accept the assumption that o has propertyψ (as well as properties ϕ1,
. . . , ϕn but not property ϕi)!

The method of idealization typically fulfills a constitutive function in the con-
struction of theoretical models, where the model system is a simplified and delib-
erately “distorted” representation of another – usually empirical – system.

Abstraction and idealization play an important role in simplifying the investi-
gation of certain phenomena, reducing the computational complexity involved,
isolating causal factors, identifying the general properties of certain systems etc.
Typically, they are part of a host of conceptual and empirical methods and con-
tribute to their effectiveness.
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2.2.7 Reasoning as a method

Our discussion of reasoning, the types and products (i.e. inferences or arguments)
of reasoning, and their basic logical and methodological properties is based chiefly
on Cmorej (2000; 2001b), Salmon (1995), Skyrms (2000) and Viceník (2001a,b).

Reasoning is one of the intellectual activities we use throughout our lives (ex-
cluding the first months). In reasoning, the goal is always to express a relation
between at least two thoughts that are expressed (or may be expressed) in state-
ments. In what follows, we will treat reasoning as the derivation of statement(s)
(propositional expressions) from (the set of) other statement(s). A statement is
a sentence that has (or may have) one of two truth-values, True or False. A broader
definition of reasoning would include not just statements, but statement forms
as well. A statement can be transformed into a statement form by replacing at
least one expression in the statement with a suitable type of variable. Consider
the statements

(S1) Tom is the brother of Jane.

(S2) It is not true that Rupert is sick.

One of the possible statement forms (SF1) can be obtained by replacing the ex-
pression “Tom” with a so-called individual variable. We could obtain another
form by additionally replacing the expression “Jane” with (another) variable:

(SF1) x is the brother of Jane.

(SF1*) x is the brother of y.

From (S1), we may also obtain the statement form

(SF1′) xRy or, equivalently, R
(
x, y

)
.

Here, R is a variable replacing the expression “is the brother of”. Hence, it is
a (binary) predicate variable. We read (SF1′) as “x is in relation R to y”.

On the other hand, we can also transform statements into statement forms by
replacing the entire statement with a variable. For example, if in (S2) we replace
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the statement “Rupert is sick” with the statement (propositional) variable “p”,
we obtain:

(SF2) It is not true that p.

Statement forms are neither true nor false. By making appropriate substitutions
(for example, substituting proper names, the names of properties and relations,
statements etc.), we can transform statement forms back into statements.

If we call both statements and statement forms propositional expressions, we
can also define reasoning more precisely. Reasoning is a thought-process or act in
which we derive a propositional expression from other propositional expressions
(i.e. a non-empty set of propositional expressions) (see Cmorej 2000, 329). This
derivation always has a certain logical structure that can be represented as an in-
ference. By inference, we do not primarily mean the thought-process whereby we
derive the conclusion – a statement (statement form) – from certain statements
(statement forms) also known as premises. What we are interested in is the result
of this activity.

An inference (also argument) is a tuple ⟨P, C⟩ where P is a (non-empty) set of
statements called the premises, and C is a statement called the conclusion of the
inference. P may contain one or more statements which may also be the conclu-
sions of other inferences.

An inference form can be obtained from an inference by replacing each state-
ment in the inference with a statement form. For example, if we have the infer-
ence:

(I1) It is not true that Rupert is sick.

Rupert is healthy.

we can construct one of the possible inference forms by replacing the expression
“is sick” with the predicate variable “F”, the expression “is healthy” with the vari-
able “G”, and the name “Rupert” with the individual constant a:
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(IF1) It is not true that F (a).

G (a)

or:

(IF1′) ¬F (a).

G (a)

Inference forms (or inference schemes) can be expressed using inference rules that
in general take the following form:

(IR) If the premises P1, . . . , Pn have the formA1, . . . , An, derive conclusion
C whose statement form is B.

Inference rules (which are themselves inference forms) can express a logical form
or structure that is common to several inferences that differ in content and gram-
mar. The logical form of inferences is an inference form whose statement forms
(appearing in the premises and conclusion) contain logical constants and variables
only, or variables only. Logical constants are expressions denoting logical opera-
tors, such as sentential connectives (negation, conjunction, disjunction, implica-
tion, equivalence), quantifiers (universal, existential etc.) or logical predicates (=).

Let us illustrate the concept of logical form or structure of inference using these
examples:

(I2) Any metal heated to temperature T expands.
This is a metal which we heat to temperature T .

This metal expands.

(I3) All Slavic languages are Indo-European
(i.e. they belong to the family of Indo-European languages).
Slovak is a Slavic language.

Slovak is an Indo-European language.
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Clearly, inference (I2) differs grammatically and content-wise from inference (I3).
These inferences concern two completely different areas of knowledge: the first
is about the physical properties of metals, the second is about the classification
system of languages. Despite these differences, inferences (I2) and (I3) have the
same logical form (if we simplify some of their inferential features):

(LF1) (∀x) (F (x) → G (x))
F (a)

G (a)

We read the inference form (LF1) as

“For all x, if x is F (e.g. x is a metal heated to temperature T , or:
x is a Slavic language), then x is G (e.g. x expands or x is an Indo-
European language). Further, a is F (e.g. This is a metal heated
to temperature T ; or: Slovak is a Slavic language); and, finally, the
conclusion states: a is G (e.g. This metal expands; or: Slovak is an
Indo-European language).”

What is the point, though, of revealing this abstract structure? After all, in sci-
entific research, we are interested in the content, i.e. in what the statements are
about, and the information that can be derived using inferences. It is true that
the logical or inference form provides us with no information about the intellec-
tual content of statements or inferences. However, it enables us to explicitly ex-
press what several inferences – different in terms of grammar and content – have
in common. By recognizing the logical form of inferences, we are (in principle)
capable of distinguishing those inferences (or their forms) that are logically (de-
ductively) valid from those inferences (or their forms) that are not, and hence are
not deductive. Moreover, from among those inferences that are not deductive,
we can identify, based on their logical form, some that can be used to formulate
hypotheses and scientific theories, or in testing and evaluation in light of the em-
pirical data.

In the previous paragraph, we used the terms “logically valid” and “deductive”
when speaking about inferences, but did not define these terms. We shall do so
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shortly. However, let us first turn to the role of reasoning or inference as a method
(or, more precisely, a collection of methods) in scientific research.

Argumentation is a process whereby we put forward statements as reasons for
accepting (or rejecting) other statements. The result of argumentation is none
other than an inference (argument), in which the statement (or statement form)
that is justified or supported (the conclusion) can be distinguished from the state-
ments (statement forms) used to justify the given statement (the premises). The
premises of an inference are put forward as reasons for accepting the conclusion
of an inference.

When assessing the reliability and adequacy of the argumentation and its re-
sults (i.e. arguments or inferences), we are faced with the following two basic
questions:

1. Are all the premises, put forward as reasons for accepting the conclusion,
true – or are only some of them true?

2. Assuming that the premises are true, do they guarantee the conclusion is
true? Alternatively, how do the premises (assuming they are true) support
the conclusion?

The first question concerns the factual truth of the premises – i.e. whether the
statements put forward as reasons for accepting a thesis are indeed true. Answer-
ing the second question requires us to determine whether the (assumed) truth of
the premises suffices to demonstrate the truth of the conclusion or provides some
support for the conclusion.

To answer the first question, we need to compare the statements appearing as
premises with the state of affairs. (Of course, this process for testing the truth of
statements applies only to (some) empirical statements, not analytic statements.
When determining the truth-value of an analytic statement, we simply under-
stand what they mean, and there is no need to compare them with the world out
there.) But, where (empirical) statements are concerned, it is only through this
process of empirical testing that we can decide whether they are true or not.
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Determining whether the truth of the premises guarantees the truth of the con-
clusion, or if it provides sufficient support for the conclusion, depends primarily
on the logical form of the inference. The logical form of some types of arguments
is such that their logical constants and variables guarantee their validity.

Deductive inference

What, however, do we mean if we say that an inference (argument) is logically
(deductively) valid? An inference is logically valid if and only if its conclusion is
(logically) entailed by the premises.23 The concept of logical validity of an infer-
ence therefore depends on the concept of logical entailment. In the literature on
logic, logical entailment is usually defined and specified in relation to a particular
formal logical system or language. Our two definitions of logical entailment be-
low will be somewhat simplistic but sufficient for our purposes. Although these
definitions refer to the relation of logical entailment between the set of statements
{S1, . . . , Sn} and the statement S, where n ≥ 024 we can extrapolate the concept
of logical entailment to inferences or inference forms. Logical entailment can
therefore be defined using the following two equivalent definitions:

(LE) Statement S is logically entailed by set of statements {S1, . . . , Sn} if and
only if, assuming that all statements in the set {S1, . . . , Sn} are true, S
must also be true.

(LE′) Statement S is logically entailed by set of statements {S1, . . . , Sn} if and
only if it is not possible (logically conceivable) that all statements in set
{S1, . . . , Sn} are true and statement S is false.

If we substitute conclusion C for statement S and premises P1, . . . , Pn for the
statements in set {S1, . . . , Sn}, where the number of premises is n ≥ 1, we ob-
23 We disregard the distinction between entailment and logical entailment often made in the liter-

ature on logic (see, e.g., Cmorej 2000, 335) since it has no bearing on our interpretation.
24 A statement (or formula) can be entailed by an empty set of statements (formulae). In that case,

the statement is a tautology, i.e. one that is logically true in every interpretation. Inferences
require at least one premise, i.e. n ≥ 1.
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tain an alternative definition of the logical entailment as a relation between the
premises and the conclusion of the inference.

In logic, it is standard to assess the logical validity of inferences based on the
logical validity of their inference forms (or logical forms). An inference is valid
if its logical form is valid. We then require a definition of the relation of logical
inference between the set of statement forms {A1, . . . , An} and statement formB.
A working definition of the entailment between statement forms can be expressed
thus (see, e.g. Cmorej 2000, 333):

(LEF) Statement formB is logically entailed by the set of statement forms
{
A1,

. . . , An
}

if and only if under no substitution for the variables of forms
A1, . . . , An, and B is it possible to obtain true statements from
A1, . . . , An and a false statement from B.

Logical entailment therefore expresses a specific relation of truth-dependence be-
tween a certain set of statements (statement forms) and another statement (state-
ment form). There is a big distinction between whether an inference or infer-
ence form is valid (i.e. its conclusion is entailed by the premises) and whether the
premises or conclusion in the inference is true. In logic, there are effective meth-
ods for proving whether a set of statements logically entails another statement,
but we shall not discuss those here. (The reader is referred to the work of Cmorej
2001b; Gahér 2003; Hammack 2009; and Zouhar 2008 on the various types of
methods of proof).

The definition of logical entailment or argument validity will enable us to dis-
tinguish a number of situations that may occur when evaluating the premises and
conclusion where the inference is valid. An inference may be valid and one of the
following situations may occur:

(a) all the premises are true and the conclusion is true

(b) some premises are true, some are false, and the conclusion is true

(c) some premises are true, some are false, and the conclusion is false
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(d) all the premises are false and the conclusion is true

(e) all the premises are false and the conclusion is false

The only case which is ruled out by the definition of logical entailment between
the premises and the conclusion is one where all the premises are true and the con-
clusion is false. An inference in which all the premises are true and the conclusion
is false is therefore invalid.

However, we must distinguish this situation from one where we have an infer-
ence where the premises and conclusion are known to be true. The fact that all the
premises are true, and the conclusion is true, does not necessarily mean that the
inference is valid. Even where invalid inferences are concerned all of the situations
a)–e) described above may occur. The fact that the premises and conclusion are
true does not tell us whether the inference is valid or invalid. Its validity or other-
wise is determined by its logical form (or inference form). Inferences (I2) and (I3)
listed above are logically valid because their logical form (LF1) is valid. Whatever
(appropriate) natural language expressions we substitute for individual constant
“a” and predicate variables “F ” and “G”, the conclusion of an inference that has
this logical form will be true whenever both the premises are true.

To illustrate the logical form of an inference that is invalid, let us look at the
following inference:

(I4) Some humans are mortal.
Socrates is human.

Socrates is mortal.

In inference (I4), both the premises are true, and the conclusion is true. (The
formulation of the first premise may seem unnatural, since we believe all people
are mortal, not just some. However, this does not rule out the premise being true.
For it is true that there exists at least one human who is mortal, and that is exactly
what the statement says.) The logical form of inference (I4) can be expressed in
the language of predicate logic as follows:
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(LF2) (∃x) (F (x) ∧ G (x))
F (a)

G (a)

The logical constants in the first premise (i.e. the existential quantifier and con-
junction) do not take a form (meaning) that would guarantee that in any infer-
ence of this logical form in which the premises are true, the conclusion must
be true as well. Therefore, the logical form of this inference is invalid. We can
construct another inference with a logical form identical to (LF2), but while its
premises will be true, the conclusion will be false. Consider the inference:

(I5) Some singers are Chinese.
Michael Jackson is a singer.

Michael Jackson is Chinese.

Both the premises in (I5) are true (assuming we disregard the tense or relate the
premises to when Michael Jackson was alive), but the conclusion is evidently false.
But the logical form of (I4) and (I5) is identical. Because it is not logically valid,
that means we can find examples of inferences that correspond to situation a), as
well as inferences where the premises are true but the conclusions are false.

Below we list some of the infinite number of inference rules that are logically
valid that we may encounter when reconstructing the logical forms of arguments
that often appear in scientific research. Some are formulated using propositional
logic, others in predicate logic, and some in both forms. We also include examples
of inferences where the logical form is identical to the logical form of these rules:

p→ q
p
q

If we examine language diachronically, we account for its development.
We examine language diachronically.

We account for its development.

p→ q
¬q
¬p

If we examine language diachronically, we account for its development.
It is not true that we account for the development of language.

It is not true that we examine language diachronically.



58 methodology of science

(∀x) (F (x) → G (x))
F (a)

G (a)

All Slavic languages are Indo-European.
Slovak is a Slavic language.

Slovak is an Indo-European language.

(∀x) (F (x) → G (x))
¬G (b)

¬F (b)

All Slavic languages are Indo-European.
Hebrew is not an Indo-European language.

Hebrew is not a Slavic language.

(∀x) (F (x) → G (x))
(∀x) (G (x) → H (x))
(∀x) (F (x) → H (x))

All Slavic languages are Indo-European.
All Indo-European languages are natural languages.

All Slavic languages are natural languages.

Some of these logically valid rules will be used in the next sections; some we
will look at later on.

We have not yet mentioned one specific type of inference. It is a logically valid
inference (and hence satisfies the definition of logical entailment) but it has no
cognitive value in argumentation and justification. It is an inference where the
conclusion is also one of the premises. The following form represents the simplest
variant of this type of inference:

(LF3) p

p

Here, “p” can be substituted with any statement. Inferences in which the state-
ment in the conclusion is one of the premises are trivially valid inferences.

In the class of all valid inferences, we can distinguish between inferences that
are trivially valid and inferences that are valid, but not trivially valid. We can call
the latter non-trivial inferences. In the class of non-trivial inferences, we can iden-
tify another subclass: arguments where the premises are all true. We call these
sound inferences (see Figure 1).25

25 This terminology has been adapted from Cmorej (2001b). Cmorej also distinguishes rigorous
inferences (or arguments) that are the (proper) subset of sound inferences. Rigorous inferences
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sound
non-trivial

valid

Figure 1. The classification of valid inferences.

To summarize, we have distinguished a class of inferences that are deductively
(logically) valid. Within this class, we have identified inferences that are non-
trivially valid, as well as inferences that are non-trivially valid and all their premises
are true. The latter are called sound inferences. Their cognitive advantage is that
they always lead from true assumptions to true statements. However, this prop-
erty means their potential to extend our knowledge of the world is rather limited.
The conclusion of a valid argument (including sound ones) does not contain any
new empirical information that has not already been expressed (or was at least
implicitly present) in the premises. Thus, if in non-trivially valid arguments we
begin from true premises then we always arrive at true conclusions, but the truth
of the conclusion is always “contained” in the truth of the premise. Neverthe-
less, valid arguments represent a precious tool for uncovering (new) analytic (i.e.,
non-empirical) information contained (implicitly) in the premises.

Many forms of deductive inference or reasoning are used in ordinary commu-
nication as well as in scientific discourse. Their use is one of the fundamental
(essential) principles of rationality. Logically valid inferences (or, equivalently, de-
ductive inferences) are used much more systematically in the fields of mathemat-
ics, logic, computer science and generally in the formal (analytic) disciplines than

are sound inferences where the premises are known to be true.
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in most empirical science disciplines. The implication therefore is that empirical
disciplines also rely on the many types of non-deductive reasoning, especially the
various kinds of inductive and abductive inference.26

In the remaining part of this section, we will learn about several types of non-
deductive reasoning. We shall again focus on two questions in our discussion of
non-deductive inference as a conceptual method: 1. Are all the premises of the
non-deductive argument true? 2. Does the fact that the premises are true provide
(sufficient) support for the conclusion to be true? To answer the first question
in relation to empirical statements, we need to apply an empirical method (such
as observation, measurement etc.). The second question again depends on the
logical form of non-deductive inferences, and on other factors that are key to the
representation and evaluation of the inferences.

Non-deductive inference

What are non-deductive inferences? The basic definition is quite simple: Non-
deductive inferences are inferences that are not logically valid. In other words, the
conclusion of these inferences is not entailed by the premises. Non-deductive
inferences are therefore all inferences where the logical form does not guarantee
that whenever all the premises are true, the conclusion is also true. Inference (I5)
above is a type of non-deductive inference, since its conclusion is not entailed by
the premises.

However, we will not look at all types of non-deductive inference, just the
many forms and varieties used in science. Although they do not provide us with
a tool for obtaining infallible beliefs or knowledge, they are important for gener-
ating and testing our beliefs about the world.

We have noted that non-deductive inferences are those that are not logically
valid. But how do we identify the non-deductive inferences that are better at gen-
erating knowledge? There is still no entirely satisfactory answer to this question.
However, there are several theoretical approaches (for example, theories of non-

26 Reasoning by analogy is sometimes distinguished from inductive inference. However, we shall
treat reasoning by analogy as a kind of inductive reasoning.
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monotonic inference, attempts at constructing an inductive logic, many theories
in formal epistemology or argumentation theory) that provide a set of criteria for
representing and evaluating many cognitively relevant non-deductive inferences.
These approaches differ in terms of their goals, as well as in the criteria for non-
deductive inferences. We will limit ourselves to giving a neutral overview of the
logical form and some of the methodological criteria for certain types of cognitively
relevant non-deductive inferences. Cognitively relevant inferences are those that
are used in scientific (expert) discourse (and sometimes also in non-scientific dis-
course) to generate and test predictive and explanatory hypotheses (or theories).

The reliability or cogency of non-deductive inferences depends on various fac-
tors: (a) on the mutual relevance of the premises and conclusion; (b) on the (kind
of) mutual support between the set of premises and the conclusion; and (c) on the
truth-value of the premises of these inferences.

The relations between relevance and support are defined variously in the differ-
ent philosophical approaches. In general, we may say that the former relation can
be defined in two basic ways (see also Schurz 1991):

(a1) Premise Pi that is an element in set of premises {P1, . . . , Pm} is relevant to
conclusion C if set {P1, . . . , Pm} is consistent and {P1, . . . , Pm} entails C ,
butC is not entailed by set {P1, . . . , Pm} \ {Pi} from which premisePi has
been eliminated (i.e. C is not entailed by the difference of sets {P1, . . . , Pm}
and {Pi}).

(a2) Premise Pi is relevant to conclusion C if the probability of C , assuming
that Pi is true, is different from the probability of C (without taking the
premise into account), i.e. Pr (C | Pn) , Pr (C ).

In general, premise Pi is relevant to conclusion C if and only if either (a1) or (a2)
is true.

However, it is much more difficult to provide a theoretically neutral definition
of the relation of support between the premises and conclusions of cognitively
relevant non-deductive inferences. The existing approaches model this relation,
and other related factors, in different ways. We shall simply point out three simple
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principles that underlie several approaches to defining the criteria for evaluating
non-deductive inferences. These criteria establish the relation of support between
the conclusion and the premises of an inference:

(b1) The relation of support is modeled using a conditional probability func-
tion Pr (X | Y ) defined on the elements of some language L, where some
of the elements appear as premises and another element(s) as a conclusion:
Pr (C | P1 ∧ . . . ∧ Pn).27 More precisely, the relation of support is defined
as the degree of probability the premises confer on the conclusion.

(b2) The relation of support is modeled using schemes of defeasible arguments.
Here, the premises of cognitively relevant non-deductive inferences are
viewed as the prima facie reasons for accepting the conclusion, unless there
is a known counterargument that would challenge the truth of the premises,
conclusion or the relation between the premises and the conclusion in the
original argument. The conclusion of a defeasible argument can be ac-
cepted temporarily, relative to the premises and the available knowledge
base, but it can later be rejected in the light of new information.28

(b3) The relation of support is modeled by an explanatory relation between the
premises (or their components) and the conclusion. If the conclusion (or
more precisely, the truth of the conclusion) of a non-deductive argument
can explain the truth of the particular premise(s) of that argument (bet-
ter than other, alternative conclusions), then this explanatory function is
considered to be a reason to accept the conclusion (or the belief about the
truth, plausibility or probability of the conclusion).29

27 We read this as “The probability thatC is true assuming that all the premisesP1, . . . , Pn are true”.
We will provide a more detailed explanation in the subsection on inductive arguments.

28 On modeling non-deductive inferences as defeasible arguments, see e.g. Pollock (1987).
29 This approach is typical of so-called abductive reasoning or inference to the best explanation.

See e.g. Harman (1965) or Lipton (2004).
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These three principles underlie a variety of approaches where the goal is to ana-
lyze, reconstruct, represent and evaluate non-deductive arguments. We shall char-
acterize them in greater detail in the next two subsections.

Finally, even though the actual truth of the premises is not a necessary condition
for evaluating the probabilistic modeling of the relation of support, it remains an
important factor in evaluating non-deductive arguments.

The three factors discussed above (relevance, relation of support and the truth-
value of the premises) do not rule out the possibility (or need) to include other
criteria that fulfill a methodological or logical role in the representation and eval-
uation of inferences or inference forms.

The non-deductive inferences we will be most interested in can be divided into
two groups: inductive inferences and abductive inferences.

Inductive inferences One approach to delineating a (non-empty) class of cog-
nitively relevant inductive inferences relies on the concept of probability. More
precisely, it makes use of the conditional probability function that expresses the
probability of a statement (proposition) representing the conclusion of an in-
ference, assuming that the premises of that inference are true. This use of the
concept of probability (probability function) enables us to define two different,
non-equivalent concepts of inductive support.

The first option is to define the concept of an inductively strong argument:

(ISA) An argument is inductively strong if and only if (i) it is not deductively
valid; and (ii) the probability of its conclusion, assuming that all the
premises are true, is greater than the probability of the negation of the
conclusion, assuming that all the premises are true:

Pr (C | {P1, . . . , Pn}) > Pr (¬C | {P1, . . . , Pn})

This definition is partially based on Carnap’s concept of absolute confirmation
(see Carnap 1962; but also Hájek – Joyce 2008 and Crupi 2015). However, Carnap
thought the project of constructing an inductive logic as a generalization of the
relation of deductive entailment, and so did not accept condition (i) of the (ISA)
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definition. The (ISA) definition is close to the way inductive arguments are typ-
ically defined in the literature (see e.g. Skyrms 2000, 17). To express the idea be-
hind (ISA) less formally, we could say that an inductively strong argument is one
whose premises make the conclusion (highly) probable. Just how probable? The
(ISA) definition establishes minimal probability only: the premises must make
the conclusion more probable than its negation. Moreover, since according to
probability theory, Pr (C | {P1, . . . , Pn}) + Pr (¬C | {P1, . . . , Pn}) = 1, it fol-
lows that Pr (C | {P1, . . . , Pn}) > 0.5.30

The second option is to compare the prior probability of conclusion Pr (C )
with conditional probability Pr (C | {P1, . . . , Pn}), as expressed in the definition
of incremental inductive support:

(IIS) PremisesP1, . . . , Pn inductively support the conclusionC of an (induc-
tive) inference if and only if the probability of the conclusion, assum-
ing that all the premises are true, is greater than the prior probability of
the conclusion (i.e. the probability of the conclusion before taking the
premises into consideration):

Pr (C | {P1, . . . , Pn}) > Pr (C ).

The (IIS) definition does not require the premises to make the conclusion more
probable than its negation. It suffices if they increase the original probability as-
signed to it before the premises are taken into account. (IIS) also originated in
Carnap’s work (1962) and is now one of the standard definitions of the Bayesian
theory of confirmation (see Crupi 2015, Hájek – Joyce 2008, Hawthorne 2017,
Howson – Urbach 2006).

We will come back to the theory of confirmation that makes use of the concept
of incremental inductive support (IIS) in Chapter 4. It has to be noted, though,
that neither of these definitions of inductive support tells us anything about the
meaning of the concept of probability Pr that appears in it. For a detailed intro-
duction to several interpretations of the concept of probability, see e.g. Gillies

30 This is a logical consequence of the axioms of probability theory.
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(2000), Hájek (2012) or Childers (2013). Here, we will simply briefly character-
ize two (epistemic) interpretations of the concept of probability associated with
the (ISA) and (IIS) definitions: the concept of probability as the degree of belief
of a rational agent and that of logical probability. According to the first, subjec-
tivist interpretation, the concept of probability expresses the degree of belief of an
(ideal) agent who represents the differing “strength” of their beliefs using proba-
bilities in the interval [0, 1] of real numbers R. The system of the degrees of the
agent’s belief should be coherent. Coherence is understood as compatibility be-
tween the system of degrees of the agent’s belief and the axioms of probability
theory. On the other hand, according to the logical interpretation, the concept of
probability expresses the degree to which the conclusion is partially entailed by
the premises (as formulated in a – formal – language).

Next, we shall abstract from the details of the particular approaches to model-
ing the relation of inductive support. We will focus on characterizing the logical
form and the basic methodological criteria associated with the given type of in-
ductive inference.

Before doing that, let us briefly look at the following two inductive inferences:

(I6) I met stranger a.
Person a borrowed money from me,
saying they would pay me back within the week.

Person awill pay me back within the week.

(I7) I met friend b.
Friend b borrowed money from me,
saying she would pay me back within the week.

Friend b has always kept her word.

Friend bwill pay me back within the week.

Both inferences share something in common, but also differ substantially. They
share a similar, although not completely identical, logical form. They differ in
the degree to which the premises support the conclusion. Their logical form is
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not sufficient to determine which premises are inductively strong and which are
inductively weak, or, in other words, to determine which inference contains the
premises that confer greater probability on the conclusion. In both inferences,
the conclusion may be false despite their premises being true. However, it seems
reasonable to say that the probability of the conclusion being false seems quite
high in the first inference, and that we would probably expect the conclusion to
be true, rather than false, in the second inference. If we were to explicitly for-
mulate our reasons for believing that, we could say that our implicit assumption
leads us to doubt the conclusion of (I6): “Strangers who ask others for money,
promising they will pay them back, usually do not keep their word.” And since
we have met someone to whom this generalization applied, we expect this person
won’t keep their promise. Conversely in (I7) our willingness to accept that the
conclusion is true or highly probable is related to our belief that “Friends who
have kept their word in the past and could be relied on will also be reliable in the
future.” Even though we do not consider this belief infallible, the fact that it is
representative of our experiences so far leads us to accept that conclusion (I7) is
highly probable or more probable than its negation. In assessing the reliability or
strength of the argument, we have (implicitly) relied on the concept of inductive
strength as defined in (ISA).

Although we are not always capable of distinguishing precisely between reli-
able and unreliable inductive inferences – since it may be difficult to specify the
numeric probabilities appearing in the (ISA) and (IIS) definitions – we are usu-
ally able, at least in principle, to specify the reasons for deeming a certain inference
reliable or unreliable.

Let us now look at and briefly characterize the types of inductive arguments
commonly listed in the literature as schemes of inductive inference (see e.g. Car-
nap 1962, Chapter 4, §44; Gustason 1994; Salmon 1995, Chapters 4–5; Skyrms
2000, Chapter 5; Viceník 2001a,b).

Enumerative induction The basic form of enumerative induction consists
of one or more premises stating that in number n of cases, object a had (charac-
teristic) propertyF , while the conclusion states that in the next (n+1) case, object
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awill also have property F . A stronger variant might state that object a always (in
any situation) has property F .

The premises and conclusion of an enumerative induction may be more com-
plex in structure. Consider the following inference:

(I8) Jozef is a Comenius University (“CU”) graduate and had found
a job within 6 months of graduating.

Petra is a CU graduate and had found a job within 6 months
of graduating.

Júlia is a CU graduate and had found a job within 6 months
of graduating.

. . .

. . .
Kamil is a CU graduate and had found a job within 6 months
of graduating.

The next CU graduate will find a job within 6 months (. . . ).

We can express the logical form of this inference using predicate logic (simplified
somewhat) thus:

(EI) F (a) ∧ G (a)
F (b) ∧ G (b)
F (c) ∧ G (c)
. . .
. . .
F (n) ∧ G (n)

F (n + 1) → G (n + 1)

or in its stronger form:
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(EI′) F (a) ∧ G (a)
F (b) ∧ G (b)
F (c) ∧ G (c)
. . .
. . .
F (n) ∧ G (n)

(∀x) (F (x) → G (x))

The premises in (I8) of the logical form (EI) or (EI′) state thatnobjects have prop-
erties F andG. In our case, the objects are individuals who have the properties of
being a CU graduate and having found a job within 6 months of graduating. The
conclusion states that the next (or every other) object (person) to have property
F will also have propertyG.

The double horizontal line marking off the premises from the conclusion in-
dicates that the inference is not a deductively valid one, but one whose premises
– depending on a number of factors – confer a certain probability on the conclu-
sion, ideally a high one.

Sometimes expressions like “F” or the properties denoted by them are called
reference predicates or reference properties, while expressions like “G” or the prop-
erties they denote are called attribution predicates or attribution properties.

Typically, all the premises in an enumerative induction express a certain state of
affairs that has been observed or otherwise empirically identified. Therefore, these
statements are sometimes called observational statements. They express what has
been observed or empirically tested with observable results. While the statement
appearing in the conclusion of an enumerative induction of the form (EI) is some-
times called a predictive statement or simply a prediction. Stronger conclusions of
the form (EI′) are usually called inductive generalizations or simply generaliza-
tions.

We have noted that the logical form of an inductive argument does not in itself
conclusively point to which inductive inferences (if any) are reliable or strong (or
more reliable, stronger). In the methodological literature, a range of requirements
can be placed on reliable inferences of the form (EI) or (EI′):
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1. All the premises of an enumerative induction must be true.

2. The number n of observed cases in which objects exhibiting property F
also exhibited propertyGmust be sufficiently large relatively to population
size.

3. No case contradicting the inductive generalization in the conclusion has
been observed; i.e. no case has been observed of object i exhibiting prop-
erty F but not propertyG (i.e., F (i) ∧ ¬G (i), where i ≤ n).

4. Property G was examined (or identified) in the most diverse number of
cases in which objects had property F .

These four conditions do not guarantee the reliability of any examples of the enu-
merative kind of inference satisfying them. However, they do hint at candidates
that may potentially be reliable enumerative inductions. It is generally the case
that we can characterize the relation of support between the premises and the
conclusion in inferences of form (EI) or (EI′) using probabilistic approaches that
rely on the (IIS) definition or theories of defeasible reasoning (see e.g. Pollock
1987, 489).

Let us briefly outline the interpretation of inductive support provided by the
(IIS) definition. Let the probability of the conclusion in enumerative induction
(EI) or (EI′) bePr (C ) = r1. Let the probability of the conclusion of (EI) or (EI′),
assuming that the premises are true, be P (C | {P1, . . . , Pn}) = r2. If r2 > r1, the
premises inductively support the conclusion. Alternatively, we could interpret
a situation in which the concept of probability from the (ISA) definition is used
to evaluate an argument of the form (EI) or (EI′).

We might similarly use one of the approaches representing schemes of defea-
sible arguments to interpret inductive support. The plausibility of an inductive
inference of the form (EI) or (EI′) is based on its premises being the prima facie
reason for accepting the conclusion. If we had an object with reference property
F but not attribution propertyG, we would reject the conclusion (see condition
(iii) above).
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Nelson Goodman (1983, 72–83) established that enumerative induction only
works with certain suitable properties or predicates. He showed that a purely syn-
tactical definition of (enumerative) induction (i.e. one based on a logical form
only) can lead to cases in which the same empirical evidence can be used to for-
mulate (at least) two different inferences in which the premises are true, but the
conclusions are mutually inconsistent. Several attempts have been made in the
literature to deal with this problem. On Goodman’s “new riddle” of induction
and its solution, see Fitelson (2008) and Schwarz (2011).

Despite the problems associated with it, enumerative induction is often used
in scientific discourse. Whenever partially observed results are extrapolated to the
entire, untested population of objects, we make an inference based on the scheme
(or rule) of enumerative induction.

In characterizing the remaining forms of induction we will limit ourselves to
introducing their logical form. The methodological conditions under which the
relevant forms of inference can be characterized as reliable or strong are similar
to those applying to enumerative induction. We will leave it up to the reader to
specify them.

Statistical generalization This is another type of inference that is similar in
some respects to enumerative induction. Typically, the premises of an inference
of the statistical generalization type state that m% of the elements of a sample
of objects with reference property F also had property G. In the conclusion the
percentage of objects exhibiting property F that also exhibit propertyG is extrap-
olated to the whole population. This type of inference can be expressed thus:

(SG) m% of the objects tested (observed) that have property F
have propertyG.

m% of all objects that have property F have propertyG.

This type of argument is representative of the type of inference found in the sta-
tistical theory of point estimation. In point estimation, we take a certain feature
of the sample, such as the mean or proportion, as the base of our point estimate of
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a parameter (e.g. the mean or proportion) of the entire population of objects. We
shall not discuss statistical methods further here. But, we will add that there are
standard statistical methods for estimating the parameters of a population based
on the statistical indicators of a (random) sample. Making inferences in the form
of a statistical generalization is one of the main forms used in such methods.

Probabilistic and statistical inferences Having briefly introduced statisti-
cal generalization as a type of statistical inference, we shall now turn to another
type of statistical inference. In this type the premises presuppose a statistical gen-
eralization of the kind represented in the conclusion of the preceding type of in-
ference (SG). Consider the following inference:

(I9) 92% of Slovaks are religious.
Person a is Slovak.

Person a is religious.
[92%]

The general form of statistical inference can be represented thus:

(SI) m% of objects that have property F also have propertyG.
F (a)

G (a)
[r]

Instead of using percentages, we can refer to probability r from the interval [0, 1]
of real numbers and express the equivalent logical form of inferences of this type
thus:

(PI) Pr (G | F ) = r
F (a)

G (a)
[r]

The premises of statistical and probabilistic inferences of this kind characteris-
tically include at least one statement that expresses a statistical generalization or
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a probabilistic hypothesis. In inferences (SI) and (PI), the first premise does so (in
(PI), we read the first premise as “The probability of any object having property
G assuming that it has property F is equal to the real number r”). However, re-
liable statistical (or probabilistic) arguments must also satisfy the condition that
the percentage (or probability) value is greater than 50% (or 0.5). Moreover, the
higher the value, i.e. the nearer it is to 100% (or r = 1), the greater the probabil-
ity an object that has property F as indicated in the first premise will also have
propertyG (which is indicated in the conclusion of this type of inference).

In addition, the reference class of objects established by propertyF must be ho-
mogeneous. A class of objects with property F is homogeneous if further divid-
ing it into subclasses has no effect on the probability of the object having property
G.

If probability m is very high (approaching 100%) and the given statistical hy-
pothesis has not been rejected in tests and the reference class satisfies the homo-
geneity requirement and we have the information that a particular object belongs
to that reference class, then we may relatively reliably infer that there ism% prob-
ability that the object will also have attribution propertyG.

Reasoning by analogy Analogical inference is sometimes considered to be
a specific type of non-deductive reasoning within inductive inference. However,
we shall treat it is a kind of inductive inference.

Analogical inference is a type of inference in which we can infer, based on
premises that state that two or more cases share certain characteristic features,
that the cases in question also share another similar feature. We can illustrate rea-
soning by analogy using the following two examples:
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(I10) Peter is a student and he uses email, Skype and Facebook
to communicate with his peers.

Jane is a student and she uses email, Skype and Facebook
to communicate with her peers.

Tanya is a student and she uses email and Skype
to communicate with her peers.

Tanya also uses Facebook to communicate with her peers.

(I11) Mice and humans have similar physiological mechanisms.
to communicate with his peers.

Mice suffering from illnessX and treated with drugD
exhibited symptoms Y .

Humans also suffer from illnessX .

If we treat humans suffering from illnessX with drugD,
they will exhibit symptoms Y .

Typically, analogical inferences can be reconstructed using one of the following
two schemes:

(AI1) Object a has the characteristic properties F1, . . . , Fn, G.
Object b has the characteristic properties F1, . . . , Fn, G.
. . .
Object n has the characteristic properties F1, . . . , Fn.
[There is an evidential connection between
properties F1, . . . , Fn, G.]

[It is probable that:] Object n also has characteristic propertyG.

(AI2) System s1 has the properties F1, . . . , Fn in common with system s2.
System s1 also has propertyG.

[It is probable that:] System s2 also has propertyG.
We shall use the now standard terminology (see Hesse 1966; Bartha 2010) and refer
to propertiesF1, . . . , Fn (with respect to objects a, b, . . . , n and systems s1 and s2) as
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positively analogous properties and property G (with respect to the same objects)
as a hypothetically analogous property. If there is evidence showing that properties
F1, . . . , Fn (of objects in a system) are somehow related to property G, and the
set of objects (or system s1) shares properties F1, . . . , Fn in common with another
object (or system s2), we have prima facie reason to believe that the second system
also has propertyG.

What do we mean, though, when we state that there is some evidential connec-
tion between propertiesF1, . . . , Fn and propertyG? There are many explanations
in the literature. For example, properties F1, . . . , Fn may be causes or causal fac-
tors related to effect G. Alternatively, G may be the cause or causal factor (partial
cause) of properties F1, . . . , Fn. Or there may be a positive correlation between
properties F1, . . . , Fn and property G; all of the properties may be the effects of
a common cause. In other contexts, propertiesF1, . . . , Fn, andGmay be elements
of a certain structure etc. (see Bartha 2010).

Whether this type of reasoning is plausible depends, among other things, on
whether we know of any relevant differences between the systems (objects) that
would cast doubt on the conclusion of a hypothesis stating that a system (object)
exhibits propertyG.

We can also assess analogical reasoning based on the probability model (IIS) or
the defeasible argument model. According to the probability model, the proba-
bility of the conclusion of an analogical inference, assuming its premises are true,
is greater than the initial (prior) probability of the conclusion. According to the
defeasible approach, the conclusion of an analogical inference (whose premises
are true) can be accepted until such time as there is relevant and reliable evidence
refuting it.

Eliminative induction The last type of inductive inference we deal with
here is eliminative induction, also known as Mill’s canons (methods) of induction.
They are a set of inferential rules explicitly and systematically presented by the
British philosopher John Stuart Mill (1806–1873) in his System of Logic Ratiocina-
tive and Inductive (see Mill 1886, Book iii, Chapter viii). The system comprises
five rules – the methods of agreement, difference, agreement and difference, con-



a toolbox of scientific methods 75

comitant variations and residue. Mill believed that by using these rules and a set
of phenomena or factorsA, B, C ,D, . . . , that we consider to be potential causes
of another phenomenon (or event) E, we can establish which of the phenomena
or factors is the probable cause (see also Viceník 2001b, 203–209). The methods
of eliminative induction are used on the assumption that during empirical test-
ing we focused on or directly modified certain initial parameters (A,B,C ,D, . . . ),
and then observed whether their presence or absence leads (led) to phenomenon
(effect) E.

Simplifying somewhat, and using mathematical concepts to describe the way
in which the cause of the phenomenon is identified, we may state that parameters
A, B, C ,D, . . . , represent the independent variables and phenomenon (event) E
the dependent variable. The aim in using Mill’s canons is to establish a relation
of functional dependence between any of the independent variablesA, B, C ,D
on the one hand and dependent variable E on the other. The (ideal) type of de-
pendence sought is causal dependence.

For the first three rules, and the fifth rule, the value of the independent and
dependent variables is the presence or absence of factorA,B,C ,D, . . . , or eventE.
The respective lowercase letter, i.e. a, b, c, d, . . . , or e, is used to indicate the pres-
ence of the parameters, while their absence is noted as “–”. Each column in the
rules of eliminative induction represents a single parameter of the test conditions
that is a potential cause of E. The results of the test (observation, experiment) are
typically recorded in each row as the value of the respective variable. The number
of tests performed is indicated by the number of rows under each parameter.

We will discuss the first three methods of eliminative induction in schematic
form:
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(i) Method of agreement

A B C D E
1. a b c d e
2. a − c d e
3. a b − d e
4. a b c − e
5. a − − − e

A is the probable cause of E.

The table shows that in the tests (in this case, five) involving parametersA, B, C ,
andD, factorA occurred whenever eventE occurred. The method of agreement
states that based on the assumption (implicit and not included in the premises
of this rule of inference) that parametersA, B, C , andD represent the potential
causes of phenomenon E, and based on the assumption thatA was the only pa-
rameter present during the tests whenE occurred, we can infer that parameterA
is the probable cause of event E.

In principle, the maximum number of factors appearing as potential causes
of E is not limited. However, there must be at least two parameters (potential
causes) of a finite number.

Let us examine how this rule would work in a simplified situation. Suppose we
want to determine which of the various motivational factors makes participants
in a random sample of citizens willing to participate in a survey on, for example,
interest in environmental issues. Phenomenon E represents the event of the par-
ticipant completing and returning the survey offered to them. The participant
completing and returning the survey will be represented by value “e” of the vari-
able “E”. The first motivational factor (A) is the information that participants
will be paid €20 for completing the survey. Factor B is the information that par-
ticipants will receive brochures on environmental activism. The third factor (C )
is the information that participants will receive a bottle of mineral water. Let us
assume that all the promises are kept and the participants are in no doubt they



a toolbox of scientific methods 77

will receive their reward after completing the survey. Imagine we approach 50
participants, all of whom we offer reward A. Only some of them (say, 20) are
also offered reward B or C or both B and C . Let us assume that all the 50 par-
ticipants return their completed survey (phenomenon E), regardless of whether
they receive either reward B or C in addition to rewardA. The method of agree-
ment would lead us to infer that the financial award was the probable cause of (or
reason for) the participants completing the survey.

But this conclusion is not certain. The assumption is that in all cases parameter
Awas the only reason for completing the survey. However, we can hardly rule out
the possibility that participants who were offered reward B and/or C in addition
toAwere motivated by factorB orC (or both), or by the combination of all three
factors.

The method of agreement relies on several philosophical assumptions (prin-
ciples) that are not necessarily met in situations of this type. They are: 1. The
method of agreement assumes that (in the given situation) we have considered
all the potential causes that lead or may lead to phenomenon (event) E; 2. The
method also assumes that only one factor is the active cause (the other factors do
not have an effect); 3. The use of this method requires the potential causes to be
observable or otherwise empirically identifiable.

Therefore, the (assumed) truth of the conclusion inferred by this rule depends
not only on whether one of the potential factors leading to E was always present
(unlike the other factors), but also depends on whether the three assumptions
above are true in the given situation (when using this rule).

A weaker – conditional – version of the rule appears more plausible, schemat-
ically represented thus:
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(MA*) One of factorsA, B, C ,D is the cause of E.
Factor B was not present in test ti and E occurred.
Factor C was not present in test tj and E occurred.
FactorD was not present in test tk and E occurred.
None of the factors B, C ,D were present in test tm and E occurred.
FactorA was present in all of the tests t1, . . . , tm and E occurred.

FactorA is the cause of E.

This type of inference is, in fact, deductively valid. In this sense, it may be plau-
sible. However, the plausibility of the conclusion in (MA*) depends on whether
all of the premises are true. Whether premises 2–6 are true depends on what was
observed in the tests. However, we cannot test whether the first premise is true
through observation. Indeed, there may be reasons to assume we haven’t fully
thought through the causes of eventE. Therefore, the conclusion of this (deduc-
tively reconstructed) argument may be false.

Let us turn to the next canon, which also serves to identify which of the po-
tential causes is the active one:

(ii) Method of difference

A B C D E
1. a b c d e
2. − b c d −

A is the probable cause of E.

If in one test we observe the presence of parametersA, B, C , andD, followed by
phenomenon E, while in another test, we find that E did not occur even though
all the parameters (potential causes) exceptA were absent, we may infer that pa-
rameterA, absent in the second test, is the probable cause of E. In other words,
the second test revealed that the presence of parameters B, C , andD is not suffi-
cient for phenomenon E to occur.



a toolbox of scientific methods 79

However, this rule does not eliminate the possibility that the actual cause ofE
is factorA combined with another factor (say, B), so the cause of phenomenon
E would not beA, butA combined with B.

The third rule combines the preceding two in a single eliminative method:

(iii) Method of agreement and difference

A B C D E
1. a b c d e
2. a − − − e
3. − b c d −

A is the probable cause of E.

This rule, by itself, cannot eliminate the possibility that what appears to be poten-
tial causeA under the test conditions may in fact just be the symptom of another
cause. Nonetheless, the method of agreement and difference is a more complex
and effective tool for testing how a change in the value of an independent variable
translates into a change in the value of the dependent variables.

To illustrate this rule, let us return to our example of the factors motivating
survey participation. Assume that 20 of the 50 participants were offered rewards
A,B, andC , and all of them completed the survey. Assume that another 10 partic-
ipants completed the survey after receiving rewardA only. Finally, the remaining
20 participants refused to return the completed survey despite being offered re-
wards B and C (but notA). In this case, we may infer that ifA, B, and C are the
potential causes of E, then it is probably factorA that was the probable cause of
(reason for) the participants completing and returning our environmental survey.

For the sake of completeness, we list Mill’s remaining two canons in schematic
form:
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(iv) Method of concomitant variations

A B C D E
1. a b c d e
2. a∗ − − − e∗

A is the probable cause of E.

(v) Method of residue

A B C D E1 E2
1. a b c d e1 e2
2. B& C &D is the cause of E1.

A is the probable cause of E2.

Applying eliminative induction involves identifying, under test conditions, those
factors we can call the causes of phenomenon (or of combined phenomena) E.
These methods can be used to identify or eliminate what we call the causally nec-
essary or causally sufficient condition of a phenomenon. The two concepts can be
defined thus (for now we will leave aside the problems associated with the use of
these concepts in some contexts):

(cnc)
A is a causally necessary condition for B if and only if it holds that if
A does not occur, B does not occur.

(csc)
A is a causally sufficient condition for B if and only if it holds that if
A occurs, B occurs.

Note that the method of agreement enables us to eliminate those parameters that
are not causally necessary conditions – i.e. parameters B,C , andD. Why? Because
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if a causally necessary condition does not occur, phenomenon E will not occur
either. In the 2nd to 5th row of the corresponding table, we saw that factorsB,C ,
andD were absent but phenomenon E still occurred.

The method of difference shows (in the 2nd row) that factors B, C , andD (ei-
ther by themselves, or in combination) are not causally sufficient conditions. Why?
Because whenever a causally sufficient condition occurs, it always leads to phe-
nomenon E occurring, as it is the cause. As the 2nd row of the corresponding
table shows, the presence of parameters B, C , and D was not enough for E to
occur.

Finally, the method of agreement and difference shows that parameterA is both
a necessary and a sufficient causal condition for phenomenon E to occur.

Eliminative induction is the last of the inductive forms of reasoning we look
at, so we shall now turn to another significant class of non-deductive inferences
that plays an important role in scientific and non-scientific discourse.

Abductive inferences Abductive inferences are a specific type of non-deductive
inference. Their premises typically include (i) statement(s) about the state of af-
fairs, situation or fact to be explained, and (ii) statements that involve potential
explanations (causes or reasons) for the state of affairs described in (i). The con-
clusion of an abductive inference is the potential explanation that appears to be
the best one given the knowledge base. There is much debate on which factors
determine which of the hypotheses is the “best” (available) explanation.

We can trace the term “abduction”, and the explicit definition of abductive
inferences, back to the work of the American philosopher Charles Sanders Peirce
(1839–1914).31 However, before turning to the logical form of abduction, let’s look
at an informal example of the use of abductive inference:

Imagine that, walking through the woods, you come upon an old, abandoned
shack. You notice that the lock has been pried open and the door is ajar. You go
in and see a room covered in dust, with cobwebs on the windows and walls. The

31 See e.g. Peirce (1992, 186–199). On defining abductive arguments and the problems associated
with their use, see Harman (1965), Lipton (2004), Niiniluoto (2004) or Aliseda (2006).
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glass in the window is broken. You conclude that the shack is uninhabited, long
abandoned. The hypothesis that the shack is abandoned is the best available ex-
planation for its current state. Observing that the shack is desolate, you assume
that the hypothesis – that the shack has been abandoned is the best available ex-
planation – is true. You could be wrong. It may be that a tramp uses the shack
as shelter and doesn’t look after because it provides enough shelter as it is. Nev-
ertheless, since there are no further clues to indicate the shack is inhabited, you
assume that in the circumstances the best (most natural) explanation is provided
by the hypothesis that the shack is abandoned.

Expressed in the language of propositional logic, the form of this abductive
inference can be formulated thus:

(AB) p→ q
q

p

The premises and conclusion of the inference are:

p→ q: “If the shack is abandoned, then it is ramshackle.”

q: “The shack is ramshackle.”

p: “The shack is abandoned.”

Alternatively, the first premise can be expressed “If the shack were abandoned,
then it would be ramshackle.” This formulation linking the explanatory hypoth-
esis with the evidence (fact) is closer to how the typical user of abduction would
initially think about the hypothesis. It can be semi-formally expressed using the
following scheme:

(AB′) If hypothesisH were true, then E would be true.
E is true.

It is plausible thatH is true.
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For our purposes, the difference between schemes (AB) and (AB′) can be disre-
garded, although it should be noted that both schemes only express simple cases
of abduction in which the premise is a single explanatory hypothesis “p” . How-
ever, we frequently encounter cases where the fact can be explained by several
alternative hypotheses. In such situations, our goal is to eliminate the hypotheses
that appear to be false or less probable given the empirical information available.
If we are able to select one hypothesis that provides a good enough explanation
of the phenomenon and offers the best (most probable) explanation (relative to
the context), we infer that the hypothesis is probably true. (For a critique and de-
fense of abductive arguments, see Douven 2017.) This more complex abductive
inference is represented by scheme (AB*):

(AB*) p1 → q
p2 → q
. . .
pi → q
q(
¬p2 ∧ . . . ∧ ¬pi

)
p1

Statements p1, p2, . . . , pn are components of the conditionals that constitute the
premises of form (AB*) and represent the alternative hypothesis that, in these cir-
cumstances, potentially explain the phenomenon described by statement q. One
of the premises states that the phenomenon described by q occurred. The last
premise –

(
¬p2 ∧ . . . ∧ ¬pi

)
– expresses the ideal case in which the available in-

formation allows us to eliminate all the alternative hypotheses except for one, hy-
pothesis p1. The latter is therefore the best explanation, in the circumstances, of
why q is true. And that is precisely what the conclusion states. Hypothesis p1 is
therefore the best explanation (given the evidential base) of phenomenon q. Ob-
viously, this does not mean that the hypothesis we abductively infer is actually
true.



84 methodology of science

As our example of the use of abductive inference in science, we will compare
two traditional theories in physics: the corpuscular theory of light and the wave
theory of light (see Thagard 1978, 78). Phenomena such as the reflection, refrac-
tion, diffraction or polarization of light have long been known in physics. These
phenomena represent the facts an adequate physics theory of light should be
able to explain. Corpuscular theory could explain reflection and refraction, but
diffraction and polarization presented more of a challenge. In other words, if cor-
puscular theory were true, it would explain why light reflection and refraction
occur. But other light phenomena also required explaining, including diffrac-
tion and polarization. The alternative theory, wave theory of light, was capable
of explaining not just reflection and refraction, but also diffraction and polariza-
tion. Therefore, at the beginning of the 19th century physicists preferred wave
theory, which they thought better explained optical phenomena (than the com-
peting theory). We can reconstruct this as follows:

The phenomena of light reflection, refraction, diffraction
and polarization exist.

If corpuscular theory were true, it would explain the existence
of light reflection and refraction (but not diffraction and polarization).

If the wave theory of light were true, it would explain the existence
of light reflection, refraction, diffraction and polarization.

It is plausible that wave theory is true.

Quantum mechanics later showed that neither theory provided a complete and
true description of the nature of light and optical phenomena. Nonetheless, given
the knowledge available in the 18th and 19th centuries, wave theory provided a bet-
ter explanation than corpuscular theory at that time.

Abductive inference plays a key role whenever we are considering which of the
available hypotheses is true and underpins the process of finding a plausible hy-
potheses. Moreover, abductive inference also has a role to play in the application
of a suitable theory (or hypothesis) to explain a state of affairs.



a toolbox of scientific methods 85

2.3 Empirical methods

The theoretical methods discussed above are indispensable to scientific research.
But research is also empirical and we use a range of empirical methods to help us
obtain and verify data through sensory experience. We have already noted that
empirical methods cannot conceivably be used without concepts and theoretical
methods. Furthermore, empirical methods require us to use our sensory organs
and various observational, measuring or experimental tools, as well as the many
techniques for obtaining, recording, evaluating and analyzing information about
the world we live in.

In this section, we will introduce the three fundamental methods of empirical
research: observation, measurement and experimentation. The forms of these
three general empirical methods differ according to the scientific discipline in
question. However, we shall focus on some of the common features shared by
many of the methods (or techniques) of observation, measurement and experi-
mentation. Although all three methods are interlinked in scientific research, we
will try to characterize them in isolation. (Our discussion draws especially on
Čížek et al. 1969, Chapter 8; Berka 1983; Bunge 2005b, Chapters 12–14; and Co-
hen – Nagel 1934.)

2.3.1 Observation

As is the case with the names of other methods, the term “observation” can be
used to refer to (a) a whole set of specific types of observation; or (b) denote
a simplified, generally stated procedure that captures several of the shared aspects
of the different methods of observation. Unless otherwise specified, we refer to
observation in the second sense.

Observation is one of the most fundamental methods in empirical science. Al-
though it is not the only empirical method, it is part of several other, empirical
and complex methods, such as measurement, experimentation, the testing of em-
pirical hypotheses and scientific explanation.
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Observation can be characterized as the intentional, planned, focused and sys-
tematic perception of the outside world using sight and optical instruments as aids
(see Čížek et al. 1969, 402). Unlike ordinary observation, scientific observation is
the intentional and systematic investigation of the world from within the wider
context of scientific research. It has two basic methodological functions: (a) it
is the basic tool for obtaining empirical information about the world; (b) it is the
main tool for testing empirical hypotheses about the world. It enables us to system-
atically collect the data used to formulate hypotheses or that forms the empirical
basis on which the hypotheses are tested.

Although observation procedures differ according to the type of research, we
can identify some of the basic steps they share in common. Schematically, these
steps can be represented using the following instructions:

(I1) Determine the starting point, object and goal of the observation!

(I2) Isolate, either in the mind or practically, the object of observation from
other phenomena associated with the object being observed!

(I3) Intentionally and consciously observe the main and secondary aspects of
the object being observed!

(I4) Using concepts of initial theory T , describe and record the observed as-
pects of the object!

(I5) If you have achieved your goal, terminate the observation and analyze the
data collected! If not, return to one of the previous instructions and repeat
the process!

These instructions have been greatly simplified; nonetheless, they capture the ba-
sic steps of a range of observation methods. We will now briefly discuss what lies
behind these instructions.

The first instruction requires us to establish the circumstances under which
we want to carry out the observation. Naturally, we are only interested in the
circumstances we assume relevant to our object – in other words, we need some
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prior knowledge about the object to be observed. Observation is an intentional
and planned activity so we need to establish what the intended goal is from the
start. Do we want to obtain data needed for further analysis? Do we want to
collect data to test an existing hypothesis?

Our existing knowledge will influence our determination of the context, ob-
ject and goal of observation as set out in instruction (I1). This includes our pre-
theoretical beliefs or intuitions relating to the object of observation, as well as the
theoretical knowledge and assumptions we rely on throughout the observation.
We typically use the concepts of scientific theories to conceptually grasp the object
of observation. Moreover, as we have noted, scientific observation is always car-
ried out with a particular goal in mind. This goal determines the role the process
of observation will play in the wider structure of scientific research.

The second instruction, (I2), is closely related to the first. Our pre-existing
knowledge as observer also affects the intended focus and what we abstract. The
ability to isolate, in the mind or in practice, the object of observation from its
wider environment can be crucial to the effectiveness of the collection, recording,
analysis and interpretation of the data.

Instructions (I3) and (I4) characterize the core of the method of observation –
i.e. the process of concentrating on the object and recording what is seen. Unlike
in ordinary observation, in scientific observation the linguistic (symbolic) record
of the features observed is typically expressed using the concepts of the initial theory
used to determine the object and goal of observation (in step (I1)).

Finally, the last instruction determines when the process can be terminated and
what to do if the observation fails to achieve its goal.

We shouldn’t be too cautious in our understanding of the process outlined in
the instructions. Some of the observation activities can be performed in parallel
and we may return repeatedly to some of the previous instructions. Nonetheless,
the scheme provided above sets out some of the features the otherwise distinct
methods of observation share in common.

Similarly to many other methods, observation forms part of other, more com-
plex methods, such as those for testing hypotheses (confirmation, falsification
etc.), discovering the causes of phenomena or for measuring or experimenting.
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But equally, at certain stages, the method of observation involves the use of other
(e.g. conceptual) methods such as abstraction and idealization, and several meth-
ods of reasoning and analysis.

The various methods of scientific observation can be classified using a range
of criteria. In the methodological literature (such as Čížek et al. 1969, 403), a dis-
tinction is made between direct observation (using only sensory organs) and in-
direct observation (using optical instruments and aids as well). A distinction is
also made between qualitative observation (which results in qualitative data) and
quantitative observation (which produces quantitative data). Finally, observation
can be classified as simple/natural (no modification of the environment or con-
text of observation) or experimental observation (involving the manipulation of
the conditions).

Looking at observation in terms of the components involved, we may distin-
guish the following elements:

(1) The observer Observers initiate the process of observation and select all the
other components of the process. However, observers are also a common source
of error. Their knowledge of the methods of observation (or techniques involving
e.g. measurement), or lack thereof, affects the quality of the data collected. The
observer’s pre-existing knowledge can affect the choice of data or the selection of
the recording technique. This, in turn, may negatively affect the final evaluation
of data (e.g. with respect to the hypothesis tested).

(2) The object of observation The object of observation is an object in space-
time whose observable properties we are interested in. Alternatively, we might
focus on unobservable properties that can be accessed via operationalization. If
the objects of observation are people, they should not include the observer.

(3) Medium of observation The medium or means of observation are the ob-
server’s organs (natural medium), as well as optical aids or measuring instruments
(artificial medium). In both cases, they must be reliable mediators of the data be-
ing observed (or measured).
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(4) Context and environment Each observation is embedded within a stage
of scientific research. The research is therefore the main context within which
the observation takes place. We have noted that all observations are “laden” with
the concepts and categories of a theory. This theory forms the theoretical context
of the observation. All observations take place within a natural, social or cultural
environment. Therefore, the factors within this environment will also exert an
influence on the process of observation.

These four elements lie at the heart of all processes of scientific observation.

2.3.2 Measurement

If we want to determine whether object a has propertyF , we can express our find-
ing using either the statement “a has property F” or the statement “a does not
have property F”. For example, if we ask whether Barack Obama is the President
of the United States, the answer will either be yes or no. By contrast, some objects
exhibit properties to lesser or greater degrees. For example, we can ask whether
Barack Obama is taller than Donald Trump or if Hilary Clinton has been in-
volved in politics for longer than Sarah Palin. In the first case, we are interested in
whether the object Donald Trump exhibits the property of physical height (“tall-
ness”) to a greater degree than the object Barack Obama does. In the second case,
we are asking who has spent more time in active politics – Hilary Clinton or Sarah
Palin. We call the properties that can be used to compare objects in terms of the
degree to which the property is present, and to order the objects on that basis
(for example, from lowest to greatest degree) comparative properties or compara-
tive magnitudes.

With some properties, the difference in the degree to which they are present
can be both ordered and numerically expressed on a scale. These are quantitative
properties.

Although the literature includes several, non-equivalent definitions of the con-
cept of measurement, for our purposes, it will suffice to define “measurement” (in
the proper sense of the term) as the method of assigning numerical values to ele-
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ments of an empirical system or as the method of assigning numerical values and
units to elements of an empirical system.32

The birth of modern science at the turn of the 16th and 17th centuries was
accompanied by attempts to use mathematical language to describe nature. This
was evident in the tendency to use quantitative expressions in relation to various
phenomena, as in “How fast will a body fall to Earth if dropped from a certain
height?” or “How far away from Earth are the other planets?”.

Today, a number of methods and techniques of measurement are used in the
traditional disciplines of natural science, but also in research in the various social
science disciplines. In this section, we shall introduce some of the relevant terms
and presuppositions relating to various different methods of measurement.

Method of empirical counting

The first and most basic method of measurement, also an essential component of
many others, is that of empirical counting. Note that this method is not identical
to the arithmetic operation of summing (“+”), although it makes use of sum-
ming (and many other operations). In empirical counting, the goal is to find the
number of elements in a set.

When counting the elements in a set we assume that each element in the set
is assigned one and only one natural number (1, 2, 3, 4, . . .) and that one and only
one element in the set corresponds to each natural number. (In the language of
set theory, it is a one-to-one function from a set of objectsO to the set of natural
numbers N.) Counting thus enables us to establish the number of elements in
a set of (empirical) objects or to compare sets of objects in terms of the number
of elements.

32 Formally, measurement can be defined as a function f : D→ Num× {uf } that projects objects
of an empirical systemD onto the Cartesian product of a numerical system Num with a given
unit of measurement (see Schurz 2014, 102). Similarly, Berka (1983, Chapter 2) draws on the defi-
nition of measurement as a projection homomorphism of an empirical system onto a numerical
relational system.
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For example, when working with a sample (or population) of people, we might
be interested in the number of men and women in the sample. Alternatively, we
could be interested in whether the percentage of unemployed people in a country
has increased, decreased or remained constant from one year to another. To an-
swer this question, we need to count the number of unemployed people as well
as all the people in the labor force, and compare that ratio to the corresponding
ratio for the following year. Thus, counting forms part of many other methods
and measurements, especially those used in descriptive statistics.

It should be noted that counting the number of elements in a set presupposes
that this set (and hence its elements) has been clearly delineated. For example,
if we wanted to extract “smart” students from a sample of students, and count
the number of them, we would run up against the problem of determining what
exactly a “smart student” is. We therefore have to clearly identify the elements in
a set before we can count them. In its most general form, the method of empirical
counting involves the following instructions:

(I1) Clearly identify set S of empirical objects that you want to count!

(I2) Progressing from 1 toN , assign one and only one natural number to each
of the objects in the set such that each number is assigned to no more than
one object!

(I3) If every element in S has been assigned a number from 1 toN , thenN is
the number of elements in the set (the cardinality of the set).

Although the third instruction is an explicit declaration, and not an imperative,
it can also be read as a recommendation for the researcher: Identify numberN
with the number expressing the total count of elements in a given set.

Before turning to the other characteristics of methods of measurement, we
shall introduce some of the basic concepts associated with measurement gener-
ally.
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Variables

For our purposes, the term “variable” will denote (a) a property that can acquire
at least two different values; or (b) a term denoting such a property. In either case,
we are talking about variables in relation to their values and these may change in
relation to changes in the conditions.

Variables can thus denote the varying conditions that we focus on in research.
The properties expressed by variables acquire at least two (usually more) different
values. In observational and experimental research, we are usually interested in
whether any change in the value of at least one variable is associated with a change
in the value of another variable. For example, one variable could be the time spent
studying for a test. Its values will be, for example, 60 minutes, . . . , 90 min., . . . ,
240 min., . . . , 960 min. . . ,. Another variable could be the test score, whose value
would be the number of points acquired on a test by the subject, ranging from
0 to 100 points. In our research, we might be interested in whether the subject’s
test score increases according to the amount of time spent studying for the test
(in minutes or hours).

The variables we assume could lead to changes in other variables are called in-
dependent variables. Variables that are affected by the values of independent vari-
ables are called dependent variables, because we view any change in their value as
resulting from a change in the value of the independent variables. In our exam-
ple in the previous paragraph, time spent studying for the test is an independent
variable, while test score is a dependent variable.

In observational research using only simple observation and involving no ma-
nipulation of the environment, our goal is to track and record whether any change
in the value of the independent variable is associated with any change in the value
of the dependent variable. In experimental research, we manipulate the value of
the independent variables; in other words, we are able to modify these values. In
this sense, variables may represent magnitudes, i.e. properties that determine size.
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Measurement scales

The value of a variable (dependent or independent) can vary in nature. When
observing and measuring certain properties (magnitudes, parameters), different
measurement scales can be used to determine the type of value possessed by the
variable. Therefore, measurement involves both the measurement process itself
and a measurement scale. Generally, a measurement scale is a measure or a scale
(conceptual or material) characterized by an “ordered interval of numerical val-
ues, the so-called scale values, which can be theoretically assigned to the measured
magnitudes. . . ” (Berka 1983, 85). In the methodological literature, we can find the
following classification of variables based on the types of scales that characterize
the properties of their values:

(1) Nominal scales Nominal scales are the basic instrument for differentiating
between the elements in a set. The number, letter or name of the value of a vari-
able (or other symbol or expression) assigned to a particular object does not in
this case express the degree to which the property is present. It is merely the code
or label assigned to the object to clearly differentiate it from the other elements in
the set. An example of a variable with a nominal scale would be the month of the
year. The names of the months of the year, i.e. January, February, . . . , November,
December, then become the values of the property of being a month of the year.
Nominal scales represent qualitative categories that enable us to classify, compare
or analyze objects. They do not provide quantitative data that can be compared
in terms of size (i.e. the degree to which the property is present), but they do pro-
vide a starting point for the use of other methods, such as empirical counting. To
express the possible relations between the values x1, x2, . . . , xn of variableX using
a nominal scale, we could either state that x1 = x2 or x1 , x2.

(2) Ordinal scales Ordinal scales show the type of value possessed by variables,
and these can be put in order. For example, the subjects of a test can be ranked
from least successful (i.e. the subject with the lowest test score) to most success-
ful. Similarly, minerals can be ordered in relation to being harder than. Cohen
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– Nagel (1934, 295) give an example definition of this type of relation: An object
(such as a diamond) can be said to be harder than another object (such as a piece
of glass) if and only if the first object can scratch the second object, but the second
object cannot scratch the first object. Moreover, an object is as hard as another
object if neither of the two objects can scratch the other. Based on this definition,
we can order the minerals in progression. Ordinal data can always be put in order
based on the intensity of the property exhibited. However, ordinal scales tell us
nothing about the difference between the first and the second value, or the second
and the third, the third and the fourth etc. Ordinal scales can express the follow-
ing relations between values x1, x2, . . . , xn of variable X : xi < xj , xi > xj , xi = xj .
However, if we put 50 objects, such as minerals, in order from softest to hardest,
we cannot say that the difference in hardness between the 50th and 40th object
is equal to the difference in hardness between the 35th and 25th object. This is
because the difference between the values is not defined on a scale like this.

(3) Interval scales Interval scales are like ordinal scales in that they represent the
type of values (data) that can be ordered from smallest to greatest. Interval scales
have a conventionally established zero point and a unit of measurement (such as
°C) which can be used to compare the extent to which one value is greater (or
smaller) than another (see Schurz 2014, 102–105). If, for example, we measure the
temperature of a substance in degrees Celsius, the difference between the values
34 °C and 35 °C is equal to the difference between the values 100 °C and 101 °C.
In both cases, the difference is 1 °C. In addition to all the relations available on or-
dinal scales, the difference between the values of the variables (

��xi − xj ��) is defined
on interval scales. The conventionally established zero point is another important
feature of an interval scale. It is important because when measuring the temper-
ature in degrees Celsius, for example, point 0 °C (conventionally) indicates the
temperature at which water changes from a liquid state to a solid state (ice). As
temperatures can also have a negative value in degrees Celsius, the zero point does
not indicate that the object exhibits the minimal possible value of that magnitude.
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(4) Ratio scales Ratio scales are similar to interval scales in that they indicate
the difference between (any) two values of magnitude. In both cases, there is
a conventionally established unit of measurement. In contrast to interval scales,
however, ratio scales have an absolute zero point, which is not based on conven-
tion. It is assumed to exist objectively. For example, the mass of 0.000. . . kg rep-
resents the absolute zero point for masses measured in kilograms. To say a mass
has a negative value (such as −16.79 kg) is meaningless. Similarly, no object can
have a temperature lower than the (theoretical) temperature of 0 K (Kelvin).

Sometimes the methodological literature distinguishes between intensive and
extensive magnitudes (properties); see e.g. Cohen – Nagel (1934, 293–297). This
distinction is based on whether the values of these magnitudes (variables) can
be meaningfully added together. Consider temperature or intelligence (IQ): It
makes no sense to say that a person with an IQ of 160 has double the intelligence
of a person with an IQ of 80. Magnitudes whose values cannot be added together
are called intensive magnitudes. Magnitudes whose values can be added together
(such as weight or length) are called extensive magnitudes.

Where methods of measurement are concerned, an object is assigned a num-
ber expressing the degree to which it exhibits a property (magnitude). Although
we don’t provide a general characterization of measurement in the form of a se-
quence of instructions here, we can state that when performing measurements
we have to select the variable and the values we want to observe. In order to char-
acterize the values of a variable, we must first establish the type of scale to be used.
Finally, the method of observation and the relevant empirical methods for deter-
mining the values of the magnitudes being measured form an essential part of the
methods and techniques of measurement.

In conclusion, let’s just point out the difference between a measured value and
an actual value. Whenever we measure a magnitude, it is possible that random
factors and systematic errors may occur. We have no control over the first, but we
can avoid systematic errors.
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2.3.3 Experimentation

In experimentation, like simple observation, we select the observable properties
of the phenomenon under investigation and use our sensory organs, along with
any appropriate optical aids or instruments. Unlike in simple observation, how-
ever, in experiments we also have to modify or manipulate the conditions of the
initial observational situation, while controlling or fixing others at a constant
value. We then observe whether this change in circumstances is manifested in
the results of our observation.

In an experiment we intervene in the situation being observed by influencing
the values of at least one independent variable and tracking whether this change
leads to a change in the values of the dependent variable (or variables). An ex-
periment is thus the observation of previously selected properties in controlled and
intentionally manipulated conditions.

Like observation and measurement, experimentation can be viewed as com-
prising a range of different, albeit related, methods. The common features of
these methods can be expressed using the following instructions:

(I1) Select the phenomenon you wish to study experimentally!

(I2) Isolate the phenomenon you wish to study from the factors that could af-
fect it!

(I3) Determine the aspect of the phenomenon that will be represented by the
independent variable and the aspect that will be represented by the depen-
dent variable! Similarly, determine the extraneous variables whose values
could affect the values of the dependent variables!

(I4) Manipulate the values of the independent variables, while controlling for
extraneous variables, and track whether the change in the values of the in-
dependent variables leads to any change in the values of the dependent vari-
ables!

(I5) Record the results of the experiment!
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(I6) Analyze and systematically express the results of the experiment!

It is clear from these instructions that experiments are carried out in modified
or consciously produced conditions. Although not expressed explicitly in these
instructions, experiments are typically repeated if the circumstances allow.

Another condition required for an experiment to be adequate is the random,
or as random as possible, sampling of the subjects or objects of testing. This is be-
cause the adequacy of an experiment depends on whether the selected properties
are tested on a representative sample of the population (or entities), or whether
the choice of experimental group is influenced by factors that prevent represen-
tative sampling.

Instruction (I3) refers to, among other things, extraneous variables. These are
variables which are secondary to the goals of the testing, but which may affect the
result of the experiment if not controlled for. There are two main strategies for
ensuring an experiment is reliable despite the presence of such secondary factors.

The first strategy is to control for the values of the extraneous variables when
manipulating the values of the independent variables. The extraneous variables
are fixed at constant values throughout the various tests. This strategy is not al-
ways available to us, though. We may not be able to control some of the extrane-
ous variables. The second strategy is to experimentally test two groups of the test
object – an experimental group and a control group.

This strategy is applied when we are unable to identify all the relevant extrane-
ous variables or fix them at a constant value. The idea behind this approach is sim-
ple: first, we need a random sample in which we can unambiguously identify the
features (of a larger population of objects) that correspond to the independent
and dependent variables. We then use random sampling again to divide this set
of objects (the sample) into two groups: the experimental group; and the control
group. Since the first sample (from the population) and the second sample (from
the first sample) are both random, we may assume that the values of the extra-
neous variables are equally represented in both groups. Therefore, even though
we cannot assume that the values of the extraneous variables in our sample are
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constant, we can assume that their various values are present in both groups to
a comparable degree.

In both the experimental and the control group, we then identify features X
and Y that represent the independent and the dependent variables of the phe-
nomenon. The crucial difference between the experimental group and the con-
trol group is that we intervene in the values of independent variable X in the
experimental group so they differ from the values of variable X in our control
group. Sometimes variable X is not explicitly present in the control group, but
this can be represented as the zero value of this variable. For example, when test-
ing the effects of drugD, independent variable X could be “administeringD to
the patient”. In the control group, this variable has the value of 0, representing
the fact that the drug was not administered to the patients in this group. In the ex-
perimental group, the value ofX is (for example) 1, representing the fact that the
drug was administered to the patients in this group. We now want to see whether
this difference between the values of the independent variables in the experimen-
tal group and in the control group will be reflected in any change in the value
of dependent variable Y . For example, when testing drugD, we could track the
differences in the symptoms of the disease, represented by value Y , between the
experimental group and the control group. If we spot any differences in the symp-
toms, we can ascribe these to the difference in the values of X , since the impact
of all the other, extraneous variables was approximately equal in both groups.

Naturally, as was the case with measurement, when experimenting we have to
use other methods as part of our theoretical and material preparations of the test
conditions. In addition, as in observation and measurement, experiment is part
of other, more complex methods used in scientific research.

Study questions

1. Characterize the concept of method.

2. Do methods amount to algorithms?
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3. Describe the difference between analytic and empirical (synthetic) state-
ments and provide an example of both from your (or a similar) discipline.

4. Characterize the difference between a priori true or false statements and
a posteriori true or false statements.

5. Definitions and explications help us eliminate two semantic phenomena
from the language of science. Name and briefly characterize them.

6. Choose any two expressions from your discipline. Provide a definition of
them and characterize the type of definition.

7. Briefly characterize the difference between analytic and synthetic defini-
tions. (When do we use each of them?)

8. State the basic difference between (proper) definitions and explications!

9. List and briefly characterize the four (Carnap’s) criteria of adequate expli-
cation!

10. Which two basic conditions must analytic classifications meet for them to
be adequate? Briefly characterize them. Provide an example of an analytic
classification from your discipline.

11. Briefly characterize the concepts of reasoning and inference (argument)!

12. What is the purpose of identifying the logical form of arguments?

13. Which two basic questions must be taken into consideration when evalu-
ating the reliability of an argument (in the context of scientific argumen-
tation)?

14. When is an argument logically valid, when is it non-trivial and when is it
sound?

15. Three basic factors determine the reliability (strength) of non-deductive
inferences. What are they?
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16. Pick any type of non-deductive inference (such as enumerative induction)
and briefly characterize it (with reference to logical form and other prop-
erties).

17. Explain: (a) whenA is a causally necessary condition for B; (b) whenA is
a causally sufficient condition for B.

18. Briefly characterize the method of observation and list its basic functions
in scientific research.

19. Briefly characterize the four basic components of observation: the observer,
the object of observation, the medium and the context (environment).

20. Explain the difference between independent variables and dependent vari-
ables.

21. What are the different scales of measurement?

22. Briefly characterize what an experiment is and what experimentation in-
volves.

23. What two strategies can we use to limit the influence of extraneous vari-
ables in an experiment? Briefly explain both strategies.



3 types of scientific
research: the h-d model

Now that we are already familiar with the basic theoretical and empirical meth-
ods, we can turn to the question of how they take part in the process of scientific
inquiry or scientific research. We shall see that scientific research comes in various
forms, depending on the goals and kinds of data used. Despite these differences,
all types of scientific research share certain elements in common. In this chapter,
we will examine these elements by looking at an intentionally simplified research
model – the model of hypothetico-deductive research. Its name reflects the fact
that the hypothetico-deductive method is used to test and evaluate hypotheses. It is
a model that provides a basic scheme with a number of variations, specifically for
testing and evaluating scientific hypotheses.

In section 3.1 of this chapter, we deal with the basic typology of scientific re-
search. Then, in section 3.2, we look at research into the social causes of suicide by
the French sociologist Émile Durkheim to illustrate the structure of hypothetico-
deductive research. Finally, in the last section of the chapter, we shall return to
our basic characterization of the hypothetico-deductive model and explain the
components that make up the structure of research.

3.1 Typology of research

Scientific research (in empirical disciplines) can be characterized as the systematic
and (in principle) replicable application of (theoretical and empirical) scientific
methods for collecting, analyzing and evaluating empirical data (given a certain
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theoretical background) where the goal is to find a solution to a scientific prob-
lem.

Scientific research is therefore the use of scientific methods to solve a cogni-
tively relevant problem (see Zouhar et al. (2017)). A cognitively relevant problem
is one that, when resolved, will (potentially) enrich (modify, extend) our knowl-
edge. Thus, scientific research can be seen as a system of methods connected in
time and in substance. These methods form the structure of the research process.
The process is structured such that it begins with a particular epistemic (theoreti-
cal) problem and ends with a set of information relevant to solving that problem.
In between the first and last stages of research come the methods that are best
suited to solving the given problem.

Although there are many different types of scientific research, and each method
(or its particular use) has a characteristic sequence, this does not mean that the se-
quence is always specified strictly and in full by the given type of research. Rather,
each stage in our model of research will represent a basic step towards solving the
cognitive problem while also allowing the researcher to, for example, return to
an earlier step. This will become clearer as we learn more about the hypothetico-
deductive research model.

To some extent, the structure of the research will depend on the nature of the
data and the research goals. These also underpin the various typologies of scien-
tific research (see Kumar 2011, Chapter 1). For example, if we look at research from
the perspective of the types of data that are collected, analyzed and interpreted,
we can distinguish the following categories:

1. qualitative research

2. quantitative research

3. mixed research

(1) Qualitative research In qualitative research, we use nominal (categorical)
or ordinal data, but not interval or ratio data. Generally, qualitative research is
about obtaining a detailed description of a phenomenon, situation, person, event
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or process. The data used are not quantifiable. A qualitative research project
could be about identifying and presenting the views of a group of people on
a particular phenomenon. It could also describe related events and order them
in (chronological) sequence or it could describe the living conditions of a com-
munity or social stratum. Usually the results obtained by examining the subjects,
objects, situation and so forth cannot be generalized to other examples, even those
that are similar in certain respects.

(2) Quantitative research In quantitative research, we use interval or ratio
data. Generally, research is quantitative if the data (and methods of collection,
analysis and interpretation) contain information about the degree to which a prop-
erty is exhibited or the rate at which the phenomenon changes. This information
can be expressed in numbers and, usually, suitable units. Properties that are ex-
pressed in this way are sometimes called magnitudes. For example, suppose we
want to identify the degree of support for various political parties during a cer-
tain time interval using a poll. If our sample from the population of potential
voters is representative and the results show that x% of the respondents express
support for party A, while y% support party B, and so on, then we could state
that the values x%, y%, . . . , represent a (point) estimate (or the basis of an interval
estimate) of political party support for the political parties within the population
as a whole. Results obtained through quantitative research are usually generaliz-
able to the entire population (of subjects or objects) represented by the sample
provided the sample is representative.

(3) Mixed research As one might expect, mixed research uses both qualitative
and quantitative data, depending on the research questions.

Other typologies we may come across include, for example, typologies based
on the general research goals. We can distinguish between:

1. exploratory research

2. descriptive research
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3. correlational research

4. explanatory research

(1) Exploratory research The goal of exploratory research is to gain information
about a phenomenon or area on which we lack information. It is used to establish
a knowledge base that can then be used when developing further research tasks,
problems and hypotheses. The structure of this type of research is relatively loose
and flexible. Usually, there are no explicit hypotheses. However, partial (work-
ing) hypotheses may be formulated in the course of the research. For example,
using the participant observation method, the researcher could join a close-knit
community (group) to learn about the habits, behavior and values of its mem-
bers. At this stage, the findings are not used to test an existing hypothesis. Rather,
they generate a system of data that can be used to formulate new problems or hy-
potheses for further research. However, in order to continue investigating the
phenomenon, the researcher will require theoretical knowledge.

(2) Descriptive research In descriptive research, our efforts are aimed at provid-
ing a systematic description of the phenomenon, problem, situation or process.
Although universal hypotheses are not commonly found in descriptive research,
singular hypotheses are used (for more on types of hypotheses, see Chapter 4).
These express the assumption that a particular object, subject, situation or phe-
nomenon has certain properties. For example, the goal of a descriptive research
project might be to describe the types of services provided by a particular institu-
tion or firm. Alternatively, we could be interested in analyzing the administrative
structure of an organization (or political party), describing the environment in
which a particular writer or thinker worked or describing the themes of their work
etc. In this case, our hypotheses will relate to the particular institution (firm), or-
ganization, author or literary work etc. (Hence, they differ from the universal
hypotheses that relate to all institutions of a certain type, or to any organization,
writer or literary work etc.).
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(3) Correlational research When doing correlational research, we are inter-
ested in whether there is a positive or negative correlation between (at least) two
variables that represent certain factors of the phenomenon under investigation.
In other words, we want to know whether the values of one variable are accom-
panied by an increase or decrease in the values of another variable, or whether no
such change occurs. If the values of both variables increase, that is an example
of positive correlation, while if the value of one variable increases and the other
decreases, that is an example of negative correlation. If there is no dependency
between the values of the two variables, the correlation is zero. In correlational
research, we therefore formulate hypotheses in which it is assumed there is a re-
lation of positive correlation or of negative correlation. These are statistical hy-
potheses.

(4) Explanatory research The final type of research is the most complex. It not
only involves elements of descriptive research (in the collection of data) and corre-
lational research (in assuming a relation of dependence between at least two vari-
ables), but also attempts to answer questions such as “Why did this event occur?”
or “Why does phenomenon x have such and such a property?”. Put differently,
in explanatory research, the desire is usually to explain a phenomenon. Correla-
tional research might lead us to the conclusion that stress levels positively corre-
late with the incidence of heart attacks; or that the domestic environment cor-
relates (positively or negatively) with children’s grades. These results then form
the basis of explanatory research. We might be interested in finding out whether
stress does in fact increase the risk of a heart attack and, if so, why. Similarly, we
might ask in what way the domestic environment (positively or negatively) influ-
ences children’s results. In this type of research, we seek to explain why certain
phenomena occur, why a particular event has occurred or what mechanisms un-
derpin the processes.

Finally, when thinking about research in terms of the uses of the results, we
may distinguish two types:

1. basic research
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2. applied research

(1) Basic research In basic research, although we formulate and test hypothe-
ses (theories) relating to a cognitive problem, these may in fact have no practical
future use.

(2) Applied research On the other hand, in applied research we are seeking
solutions to problems (cognitive or technological) that directly affect society, the
individual, politics, a country’s economy etc.

We have noted that the structure of scientific research depends, to some extent,
on the nature of the data we are working with, and on our research goals. In
what follows, we shall draw on this distinction, while concentrating on the basic
structure of the hypothetico-deductive model of research. Before doing that, we
will take a closer look at an example of a research problem (or, more precisely,
part of a research problem). Later on, we will use this example to illustrate the
structure of our model of research.

3.2 Émile Durkheim on suicide

Émile Durkheim (1858–1917), a French sociologist, investigated the social factors
of suicide in the late 19th century. The results were first published in his 1897
book Suicide. It will serve as our example of the hypothetico-deductive research
model. However, a word of caution to the reader: we are not concerned here
with providing a complete and historically accurate description of the procedures
Durkheim used. Nonetheless, our account and reconstruction is based on his
work. It will be used in the next section to characterize the basic structure of
hypothetico-deductive research in more detail.33

33 The idea of using Durkheim’s Suicide to illustrate the hypothetico-deductive research model
came from Johannson (2016, 48–49). The hypothesis discussed below is also borrowed from his
work. However, our analysis also includes some broader aspects on which Johansson draws. For
a thorough discussion of Durkheim’s Suicide, see Pickering – Walford (2000).
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In Suicide (2005) Durkheim analyzes suicide as a specific social phenomenon
related to distinctive social factors that cannot simply be reduced to the psycho-
logical (pre)dispositions of the individuals involved. More specifically, Durkheim
was not interested in suicide as an individual act in which the mental state of an
individual leads them to “voluntarily” end their life. On the contrary, Durkheim
considered suicide to be a social phenomenon that can be investigated indirectly
within sociological research by investigating the suicide rate in different societies.
Therefore, his approach was to identify the social factors that could explain the
differences in suicide rates in societies. Before analyzing the available data and
formulating hypotheses that might explain it, Durkheim defined some of the ba-
sic concepts he used in his work. For example, he defined “suicide” as follows:

“[T]he term suicide is applied to all cases of death resulting directly
or indirectly from a positive or negative act of the victim himself,
which he knows will produce this result.” (Durkheim 2005, xiii)

“Suicide-rate” is then defined as

“the rate of mortality through suicide, characteristic of the society
under consideration.” (Durkheim 2005, xiv)

It must be noted that Durkheim’s analysis of (the differing rates of) suicide is
based primarily (albeit not exclusively) on European countries and societies. His
conclusions should therefore be interpreted (and perhaps viewed critically) as ap-
plying to the “Western civilization” in the main.

In addition to the critical, negative part of his work in which he objected to
the causes of suicide being equated with “mental alienation” or other extra-social
factors, Durkheim also offered a positive theory that distinguished three (main)
categories of suicide: (i) egoistic suicide; (ii) altruistic suicide; and (iii) anomic
suicide. He also formulated a theory of the social causes of each.

In what follows, we will not deal with Durkheim’s “crusade” against psycho-
logical explanations of (the causes of) suicide. Nor will we criticize Durkheim’s
anti-psychologism. Moreover, we will disregard the categories of altruistic and
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anomic suicide. Instead, we will concentrate on the part of Durkheim’s research
that deals with the causes of the first type of suicide – egoistic suicide.

Durkheim characterized egoistic suicide as resulting from an individual be-
coming less and less integrated in society (see Durkheim 2005, 165ff). If we were to
ask which social factors were (causally) responsible for the differences in suicide
rates between societies, Durkheim would have answered that one cause would be
the different degree of social cohesion, or, more simply, the different degree of inte-
gration between societies. Durkheim thought the degree of integration in a society
was inversely proportional to the suicide rate in that society. In other words, the
more integrated the society, the lower its suicide rate.

Durkheim tested this (main) hypothesis by testing three partial hypotheses for-
mulated as follows (see Durkheim 2005, 167):

(H1) Suicide varies inversely with the degree of integration of religious society.

(H2) Suicide varies inversely with the degree of integration of domestic society.

(H3) Suicide varies inversely with the degree of integration of political society.

Let us examine the first in more detail. It states that the higher the suicide rate in
a religious society, the lower the degree of integration typically found in that society.
Conversely, the lower the suicide rate in a religious society, the more integrated that
society. Note that this hypothesis does not state which is the cause and which is
the effect. It is obvious, though, that Durkheim’s goal was to identify the causes
of the different suicide rates. Therefore, the hypothesis must be interpreted as
stating that the degree of integration of a religious society is the cause, while the
suicide rate is the effect. A better and more explicit way of expressing the causal
nature of the hypothesis would be

(H1∗) The degree of integration of a religious society varies inversely with its
suicide rate and the former is the cause of the latter.

The question we now face is this: If hypothesisH1 (orH1∗) were true, how would
it manifest itself? One of the possibilities – call it E – can roughly be described
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thus: If we encountered (any) two (or more) religious societies that differed in
degree of social integration, their suicide rates should also differ (in inverse pro-
portion). More precisely, if religious society S1 had a higher degree of integra-
tion than religious society S2, then suicide rate M1 in S1 should be lower than
suicide rateM2 in S2. Indeed, Durkheim believed that the statistical data on sui-
cide, when viewed in the context of the religious profile of a (European) country,
would reveal something similar.

His analysis (see Durkheim 2005, Book ii, Chapter 2) of the first type of sui-
cide was based on the available statistics on suicide rates in European countries at
that time. Durkheim noted that predominantly Catholic countries such as Por-
tugal, Spain and Italy had a noticeable lower suicide rate (usually expressed as the
number of suicides per million inhabitants) than typically Protestant countries
such as Prussia, Saxony and Denmark (see Durkheim 2005, 105).

It could be objected, though, that this difference was due to other cultural dif-
ferences between these countries. To control for the influence of other cultural
differences between these countries, Durkheim thought that the effect of Catholi-
cism and Protestantism should be compared on the suicide rates within a society
(country). In his view, Switzerland provided suitable empirical “material” for this
as it contained Catholic cantons and Protestant cantons and these were inhabited
by both French and German national communities.

The data available provided the following information (see Durkheim 2005,
108):

french cantons german cantons
total of cantons
(all nationalities)

Catholics 83/mil. Catholics 87/mil. Catholics 86.7/mil.

Protestants 453/mil. Protestants 293/mil. Protestants 326.3/mil.

Mixed 212/mil.

Table 1. Data on suicide-rates used by Durkheim.
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The numerical data in the table refer to the number of suicides per million in-
habitants. It is clear from the table that the suicide-rate was lower in the Catholic
cantons and higher in the Protestant ones, irrespective of whether the population
was French or German. In principle, we can just look at the “All cantons” column
and the figures for the Catholic and the Protestant cantons. These show that the
suicide rate in the Protestant cantons is almost four times that in the Catholic
cantons. Using other statistical data, Durkheim also identified similar differences
in the suicide rates for other areas, such as Bavaria which had a predominantly
Catholic population and a lower suicide rate than the minority Protestant popu-
lation.

Turning back to hypothesisH1∗ and one of its implications, denoted above as
E, we can see that apart from a variation in the suicide rate,H1∗ and E also refer
to varying degrees of integration of religious society. But how can we tell if one
religious society is more integrated than another? In relation to the data analyzed
by Durkheim, we can be more specific: When comparing the Catholic and the
Protestant cantons of Switzerland, on what basis could we state that the former
show a higher rate of integration than the latter?

A fairly extensive part of the second chapter in Book ii of Durkheim’s work is
dedicated to answering this question. In brief, we may state that “[t]he only es-
sential difference between Catholicism and Protestantism is that the second per-
mits free inquiry to a far greater degree than the first” (Durkheim 2005, 112). The
difference between the two religions does not concern suicide per se. The latter
is morally inadmissible in both. Where Catholicism differs from Protestantism,
though, is in the roles ascribed to the individual and to the religious community
in interpreting and living according to the religious doctrine. Ultimately, this is
also reflected in the relationship between the individual and society:

“. . . the Catholic accepts his faith readymade, without scrutiny. He
may not even submit it to historical examination. . . The Protestant
is far more the author of his faith. The Bible is put in his hands and
no interpretation is imposed upon him.” (Durkheim 2005, 112)
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Catholic manifestations of spiritual life are far more closely connected to the
Church, which regulates many areas of its members’ private lives. Protestant
societies, in contrast, typically exhibit a greater degree of individualism. Conse-
quently, its members’ private lives are less regulated. As Durkheim put it, “. . . the
greater concessions a confessional group makes to individual judgment, the less it
dominates lives, the less its cohesion and vitality” (Durkheim 2005, 114). His an-
swer to the question posed above is that “the superiority of Protestantism with
respect to suicide results from its being a less strongly integrated church than the
Catholic church” (Durkheim 2005, 114).

Let us summarize the results we have obtained. Durkheim’s goal was to inves-
tigate the social causes of suicide as a social phenomenon. One of the hypotheses
he proposed was that there exists a class of suicides that are related to the degree
to which the individual is integrated in society. More precisely, Durkheim argued
that there is a relation of inverse proportionality between the degree of integra-
tion in society and the suicide rate of that society. The difference in the degree of
integration is the cause of the difference in the suicide rate. This hypothesis was
tested by means of three more specific hypotheses that concentrate on three kinds
of groups: religious societies, households and political societies. We have looked
at the first of these three hypotheses. It states that the degree of integration in
a society is inversely proportional to the suicide rate. If we take two societies, i.e.
a society represented by the Swiss Catholic cantons and a society represented by
the Swiss Protestant cantons, and assume that the former is more integrated than
the latter, we would expect the suicide rate to be lower in the former than in the
latter. The statistical data available to Durkheim attested to that.

This brief digression into Durkheim’s complex research project is sufficient for
us to illustrate the structure of scientific research in the following section.
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3.3 The structure of scientific research:
The hypothetico-deductive model

In section 3.1, we noted that there are various types of scientific research. In this
section, we will introduce the basic structure of a specific type of research – re-
search based on the hypothetico-deductive (h-d) method. First, we will identify
the six basic stages of this kind of research. We shall then attempt to reconstruct
the part of Durkheim’s investigations discussed above so we can show the differ-
ent components. Finally, we will generalize our description of the basic steps of
the h-d research model and provide a more detailed characterization.

In the philosophical and methodological literature the hypothetico-deductive re-
search model (h-d research) is considered to exhibit various degrees of complex-
ity. Our approach will be based mainly on Hempel’s work (1966, Chapters 2–3).34

h-d research usually comprises the following six basic stages:

1. Formulating the research problem

2. Proposing a hypothesis (hypotheses) as the potential solution to the prob-
lem (an explanation)

3. Deriving test implications (predictions) from the hypothesis (hypotheses)

4. Designing the methods of data collection and analysis

5. Testing the derived implications of hypotheses

6. Evaluating (interpreting) the results of the testing

These steps form the (ideal, simplified) core of h-d research, which can be further
developed and amended.35 There is also the possibility of returning to a previous
34 See also Bunge (2005a), Kitchener (1999, Chapter 12) or Giere et al. (2006, Chapter 2).
35 Some add further steps to this sequence. For example, Bunge (2005a, 10) includes an intermedi-

ate step between 4 and 5, in which the methods proposed for testing the hypotheses are them-
selves tested for relevance and reliability. Kitchener (1999, Chapter 12) introduces eight stages
instead of six. Then there are those who limit themselves to presenting the h-d method of hy-
pothesis testing and evaluation (i.e. stages 2, 3, and 6).
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step and then proceeding through the remaining steps. In this section we will
demonstrate that Durkheim’s suicide research, when suitably reconstructed, can
be divided into the six basic stages.

(1) Formulating the research problem (Durkheim)

In Durkheim’s research into suicide the assumption is that the latter can be inves-
tigated at the psychological level, where we can attempt to identify both an indi-
vidual (and often unreliable, according to Durkheim) motive that led the person
to take their life, and a social phenomenon related to the specific character and
structure of the society in which it occurs. If, Durkheim says, we look at partic-
ular societies (e.g. countries, religious communities), we can see that they have
varying suicide rates. Durkheim’s interest in this was such that it prompted him
to formulate several research questions. One of these was:

(Q) What social factors operate as causes of the (significantly) different sui-
cide rates in the European societies being compared?

Durkheim also noted that suicide rates vary in Catholic countries such as Portu-
gal, Spain or Italy, and in typically Protestant countries such as Prussia, Lower
Saxony or Denmark. He therefore based his research on the following question
as well:

(Q′) What social factors are responsible for the lower suicide rates in Euro-
pean Catholic societies (countries) relative to the suicide rates in Protes-
tant societies?

(2) Proposing a hypothesis as the potential solution to the problem

The part of Durkheim’s research we introduced above partly answers research
question (Q) and partly answers variant (Q′). Both answers can be formulated as
hypotheses – that is, as statements that, if true, would (partly) solve the research
problem (expressed by questions Q and Q′).

Durkheim’s hypothesis (H ) is thus a partial answer to research question (Q):
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(H ) One of the causes of the different suicide rates in any two (European)
societies Si and Sj is the different degree of social integration (cohesion)
such that the degree of integration of society Si (Sj) is inversely propor-
tional to the suicide rate in Si (Sj).

In response to questionQ′, which assumes that suicide rates differ in societies that
have a different religion, Durkheim offers the following hypothesis as a partial
answer:

(H1∗) The degree of integration of a religious society varies inversely with the
suicide rate and the former is the cause of the latter.

However, if we apply hypothesisH1∗ to a comparison of two (or more) religious
societies, the answer to question Q′ can be formulated more precisely:

(H ′) For any two religious societies Si and Sj , it holds that if the degree of
social integration of Si is greater than the degree of social integration of
Sj , then the suicide-rate in Si is lower than the suicide rate in Sj .

HypothesisH ′ is a special variant of hypothesisH1∗ that contrasts two random
religious societies.

(3) Deriving testable implications from the hypothesis

Note that none of hypotheses H , H1∗ and H ′ can be immediately evaluated as
true or false. Therefore, we have to derive test implications from them – state-
ments that tell us what should be observed or what empirical data should be col-
lected if the hypotheses were true. In other words, test implications should indi-
cate how we will know the hypothesis is true. In standard cases, test implications
are logical consequences of the hypotheses. However, further assumptions (also
known as “auxiliary” assumptions or hypotheses) are usually required to derive
the implications. These are not tested, but we rely on them when testing the im-
plications of the given hypothesis.
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In what follows, we shall focus only on hypothesisH ′. What would we expect
to observe if it were true? Assume, for example, that there are two religious so-
cieties: S1 represented by the Catholic Swiss cantons and S2 represented by the
Protestant Swiss cantons. Usually, an assumption of this kind expresses what we
call “antecedent conditions”. For the sake of simplicity, we can include it among
the auxiliary assumptions. Let us further assume that it is true that the Catholic
Swiss cantons exhibited (at the time of Durkheim’s research) a greater degree of
social cohesion than the Protestant ones. (We will leave aside the question of how
the degree of integration of a society can be objectively assessed.) This informa-
tion will be included as an auxiliary assumption. Finally, from hypothesis H ′

and the two auxiliary assumptions (denoted as “A”), we may derive statementE,
which represents the test implication of hypothesisH ′:

(E) The suicide rate in society S1 is lower than in society S2.

In other words, the suicide rate in the Catholic cantons is lower than in the Protes-
tant ones.

(4) Designing the methods of data collection and analysis

In Durkheim’s research, the available statistical data on the number of suicides
in the (mostly) European countries in the 1840–1870 period played a key role.
Durkheim relied on existing data. Nonetheless, at this research stage, the goal was
to acquire relevant data that would help establish the suicide rates in the Catholic
and Protestant Swiss cantons. If no such data had been available, Durkheim
would probably have had to use the survey method and contact the church and
state institutions which typically keep such information (usually in the form of
parish records).

(5) Testing

The statistical data on deaths in the Catholic and Protestant cantons available to
Durkheim enabled him to establish the suicide rates in these two religious soci-
eties and compare them with test implication E. In the Catholic cantons, the
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suicide-rate was around 86.7 persons per million inhabitants, while in the Protes-
tant cantons, the figure was 326.7 persons per million inhabitants. The data was
thus compatible with test implication E – that the suicide rate in the Catholic
cantons should be lower than in the Protestant ones.

(6) Evaluating (interpreting) the results of the testing

The fact that the data were compatible with the test implication of the hypothesis
H ′ can, under certain circumstances, be interpreted as evidence indicating the
hypothesis is true. We could therefore say that the data confirm hypothesis H ′,
because they are compatible with one of its implications (the prediction) and,
at that moment, there are no available data that would disconfirm or refute the
hypothesis.

Having briefly reconstructed Durkheim’s research, we can look at the six stages
once more, this time from a general perspective covering lots of different examples
of research.

Before returning to these stages, it will be useful to set out a logical scheme un-
derpinning the hypothetico-deductive testing of hypotheses. Although the next
chapter will be devoted to the issue of hypothesis testing, we will also briefly look
at two possible situations in which the results of testing (i.e. empirical evidence)
are used to evaluate a hypothesis – confirmation and disconfirmation (falsifica-
tion) of a hypothesis:

confirmation
IfH andA, then E.
E.

H .

disconfirmation
IfH andA, then E.
It is not true that E.

It is not true that (H andA).

The argument representing the confirmation of a hypothesis is non-deductive.
In contrast, the argument illustrating the disconfirmation (falsification) of a hy-
pothesis is deductive (it conforms to the modus tollens rule).
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In both cases, the schemes capture the following steps of the h-dmethod. The
first premise represents stages 2 and 3: proposing the hypothesis and deriving the
test implications from the hypothesis (and the auxiliary assumptions). The sec-
ond premise records the evidence (positive or negative) and expresses the data
obtained during hypothesis testing (stage 5). The conclusion of both schemes
corresponds to stage 6 – the final assessment of whether the results confirm or
disconfirm the hypothesis.

Let us now look again at the stages of h-d research and characterize them at
a more general level:

(1) Formulating the research problem

All research is motivated by a certain (cognitive) problem that we wish to solve,
eliminate, understand better etc. Here the term “problem” has two closely related
meanings: (i) problem=df a difficulty that cannot be overcome immediately; and ii)
problem =df a question for which no answer is immediately available. In science,
we assume that at least some kinds of scientific (research) problems can (at least
partially) be solved. The problems motivate the research and, ideally, the research
leads to them being solved.

In the process of scientific inquiry, we have to be as exact as possible when
specifying the problem we are interested in. Exactness and unambiguity can be
achieved – at least to some extent – by using suitable conceptual methods such as
those of definition or explication. It is crucial that we clearly define the key terms
relating to the area we are working in. To succeed in the later stages of research, we
must be sure to modify the language so as to eliminate or at least reduce polysemy
and vagueness.

Moreover, it may sometimes be useful to formulate secondary (partial) prob-
lems whose resolving can help us find the solution to the main problem.

However, before we can state the problem we have to select the data and facts
we consider relevant. The research problem may have been motivated by the fact
that the information we have is incomplete, in which case, our goal will be to ob-
tain a complete solution. Alternatively, the problem could have been motivated
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by the existence of inconsistent information. Then, the goal would be to identify
which parts of that information were true etc.

Finally, when formulating problems, existing theories and previous research
findings are of unquestionable importance. Therefore, the preparatory stage of
research is always about gaining a full picture, the “state of the art”, on the prob-
lem or the partial (secondary) problems, which if solved, may shed light on the
main problem.

(2) Proposing a hypothesis as the potential solution to the problem

As in the previous stage, the goal here is to be as precise as possible when cre-
ating the hypothesis. In scientific research, a hypothesis is a statement with an
unknown truth-value which we wish to discover (using certain methods) or at
least approximate. We therefore propose hypotheses in the form of conjectures
that represent a (preliminary) answer to the problem. In explanatory research,
hypotheses also have the potential to explain why a phenomenon occurred.

Usually, several alternative hypotheses H1, . . . , Hn can be considered in rela-
tion to the research problem. These may be (i) mutually compatible (when con-
firmed or falsified); (ii) compatible in part; (iii) mutually incompatible (at most
a single one may be true or confirmed).

(3) Deriving testable implications from the hypothesis

We have already seen that this is the stage where we describe the circumstances
we would expect to observe if the hypothesis is true. If the hypothesis contains
theoretical terms – terms referring to the properties or relations that are only in-
directly observable – we can use operational definitions when formulating the
implications.

Returning to the schemes of confirmation and disconfirmation (see above), we
see that the first premise is of the form:

IfH andA, then E.
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Variable “H” represents the main hypothesis (from stage 2), while variable “A”
represents the auxiliary assumptions, and variable “E” the test implication of hy-
pothesisH . In general, test implication E needn’t always express a simple state-
ment as it did in Durkheim’s research. In place of E, we could substitute a con-
ditional statement of the form “If observable (or empirically identifiable) condi-
tions C occur, then observable conditionsO occur”.

Moreover, at this stage of the research, a single hypothesis that has multiple
observable implications can prove useful. This is because the more different kinds
of implications we consider, the greater the possibility of refuting the hypothesis
and identifying the errors in our thinking.

(4) Designing the methods of data collection and analysis

At this stage, we need to obtain the kind of data that will help us determine
whether the testable implication is true or false. The type of design used to collect
and analyze the data depends on the nature of the testable implications. In other
words, in the preceding stage we partially establish the kind of data we require if
we are to probe the test implication of the hypothesis. In this step, we have to
select the methods that will best enable us to collect suitable data. As we have
seen, Durkheim used data that were already available. In general, at this stage,
we employ all the relevant empirical practical methods that will enable us to ob-
tain suitable data for testing: (simple) observation, participant observation, var-
ious measurement methods and techniques, experimentation, collection of data
via surveys or unstructured and semi-structured interviews, empirical data com-
parison, analysis of historical documents, methods of descriptive and inferential
statistics etc.

(5) Testing

Having established which methods of data collection and analysis we are going to
use, we may turn to the data collection, coding (recording) and analysis. We there-
fore organize the data into a predetermined structure so we can assess whether
they are compatible with the implication of the hypothesis being tested.
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Naturally, at this stage we may use some of the conceptual designed to elimi-
nate ambiguity (defining, explication) or to systematize (classify) data.

When testing hypotheses, we also have to be careful to control the test condi-
tions, making sure it goes to plan. Ideally, the tests are repeated in varying condi-
tions to eliminate or reduce the influence of unexpected factors.

(6) Evaluating (interpreting) the results of the testing

The final phase gives us an opportunity to compare the results obtained during
testing with what we derived from the hypothesis (its implications). We want to
determine whether the results confirm or disconfirm the hypothesis. Again, at
this stage, we use some of the conceptual methods – especially those related to
inference – to do this. If we state that the hypothesis has been confirmed or dis-
confirmed, this signals that we have used either non-deductive inference (where
it is confirmed) or deductive inference (where it is disconfirmed).

Finally, at this stage, we return to the original research problem (question) and
state whether it has been solved – completely or partially. In turn, this may lead
us to consider new questions that could serve as the basis for further research.

The six steps discussed above represent the core of the basich-d research model.
Although this is only one of several types of research, it contains all the essen-
tial components typically found in the other types of research. This is because
all research deals with research questions, hypotheses, auxiliary assumptions and
methods of data collection or analysis. Moreover, most research presupposes the
use of some model for testing and evaluating the hypotheses. An approach that
involved methods that did not contain some of these components could hardly
be called scientific research.

Study questions

1. Briefly characterize empirical scientific research.

2. Briefly explain the differences between basic and applied research.
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3. Briefly explain the differences between qualitative and quantitative research.

4. List the basic stages of hypothetico-deductive research.

5. Provide an example of a research problem and propose a hypothesis that
could represent the solution to it. The example should be from your area
of study (or a similar one).

6. Characterize the concept of a problem.

7. What (empirical) methods could be suggested in stage 4, “Designing the
methods of data collection and analysis” (in h-d research)?





4 hypotheses and empirical
evidence

In the previous chapter, we have noted that scientific research is generally about
solving a particular theoretical or practical cognitive problem. The solution is
usually a hypothesis that provides a potential answer to the research (i.e., epis-
temic) question. Under what circumstances can this potential answer be consid-
ered adequate?

In this chapter, we will look at some of the fundamental aspects of testing and
evaluating hypotheses. We shall introduce the concepts commonly used to de-
scribe this process. The most common are those of hypothesis, data and evidence,
but also other notions concerning the possible relations between hypotheses and
evidence: verification, falsification, confirmation and disconfirmation. We will ex-
plore the three main approaches to using evidence to confirm or disconfirm a hy-
pothesis: the instantial model, the hypothetico-deductive model and the Bayesian
model.

4.1 Data, evidence and the logical form of hypotheses

An inherent part of the research process is the phase in which the proposed hy-
pothesis (or multiple hypotheses) is submitted to a serious test. The goal in testing
is to ascertain whether the hypothesis corresponds to the data. Therefore, it is al-
ways assumed that there is data of some kind to test. Moreover, the data must be
relevant to the hypothesis being tested. For example, the data a political scientist
uses when formulating or testing hypotheses could take the form of statements
by politicians and public officials. Similarly, a microbiologist uses a microscope
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to obtain data on the various kinds of cells and their structure. The main data
sources used by a historian are various types of historical documents or other
material artifacts produced by individuals or human societies. In psychological
research, the relevant data may be the records (descriptions, photographs, audio
and video recordings) of the behavior of research participants or their statements.
In all the scientific disciplines, we work with empirical data resulting from a par-
ticular empirical (natural or social) process.

By “data” we shall understand the information or information indicators that
can be used in the research process to formulate or test hypotheses. That data
could be numbers (or numerals representing numbers or the values of certain
magnitudes), sentences, responses (from respondents), the values of a certain vari-
able (as captured in our measurements), records produced during an observation or
an experiment, documents, images, charts, statements, films, photographs etc.

Usually, the researcher has a large quantity of diverse data at their disposal
that has to be sorted using certain criteria – for example, based on the validity
of the data (i.e. relevance to the research problem) or the reliability of the data
(i.e. whether they were reliably obtained).36 The data obtained in an empirical
process that have not yet been analyzed are called raw data, while data that have
been sorted through analysis are called analyzed data (see e.g. Kitchener 1999,
214).

The information provided by the analyzed data can be expressed in the form
of statements. If the information in a statement relates to a particular hypothesis
or to phenomenon of interest, that statement is called an evidential statement
or more simply evidence. If the data support (verify, confirm) hypothesis H “in
some sense” (to be specified below), we say that they constitute positive evidence

36 On validity and reliability, see e.g. Gott – Duggan (2003, 7ff). In a nutshell, validity concerns
the question whether data (or their analysis and representation) correspond (i.e., are relevant) to
a research question or hypothesis. Reliability of data derives from the reliability of methods or
instruments that produced them. A method is reliable if and only if it produces either the same
data or data within a specified interval of values. For instance, when measuring distance (e.g., in
cm) and using a measuring device (such as a rod) properly, the data produced by are both valid
and reliable.
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E for H . Conversely, if the data in some sense refute hypothesis H (i.e. falsify,
disconfirm it), we say that they constitute negative evidence E for H .

If the (analyzed) data are irrelevant (to hypothesisH ), insufficient in quantity
(due to the nature of the hypothesis) or quality (degree of validity or reliability),
we say that the data constitute neither positive nor negative evidence forH .

Empirical data can also underpin our thinking about the existence of or char-
acteristic features of natural or social phenomena. By phenomenon, we mean
a theoretically postulated entity, whose relation to data and scientific theories can
be characterized thus:

“Data, which play the role of evidence for the existence of phenom-
ena, for the most part can be straightforwardly observed. However,
data typically cannot be predicted or systematically explained by the-
ory. Phenomena are detected through the use of data, but in most
cases are not observable in any interesting sense of that term. Exam-
ples of data include bubble chamber photographs, patterns of dis-
charge in electronic particle detectors and records of reaction times
and error rates in various psychological experiments. Examples of
phenomena, for which the above data might provide evidence, in-
clude weak natural currents, the decay of the proton, and chunking
and recency effects in human memory.” (Bogen – Woodward 1988,
305–306)

Thus, in contemporary methodology, a phenomenon does not mean something
that can be directly observed using our senses. A phenomenon is an entity whose
existence and properties we only consider on the basis of data and other available
theoretical assumptions. For example, political scientists might examine the phe-
nomenon of the credibility of politicianX or political party P. The credibility of
X or P is not something that can be directly observed. However, if the political
scientist acquires (e.g. from a sociologist) poll data that show high support forX
or P among all those polled, that data can then be used as the indicators of the
degree of credibility of X or P. The credibility of X or P is thus a phenomenon
that could be the subject of further theoretical research.
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Typically, the objects of scientific research are phenomena, states of affairs,
events or processes and their properties. We express our beliefs about the nature
of these entities using hypotheses. A hypothesis is a statement (or a proposition,
i.e. the meaning of a statement) with an unknown truth-value that we are trying
to establish or at least approximate using certain evidence. Scientific hypotheses
are always part of the broader research process: they represent a potential solu-
tion – complete or partial – to the research problem or are designed to explain
a certain phenomenon. A prediction, i.e. a statement saying what should occur if
some antecedent conditions are satisfied, can also be a hypothesis.

There are three contexts in which hypotheses are used: the discovery (or for-
mulation) of a hypothesis, the justification (i.e. of testing and evaluation) of a hy-
pothesis and the application of a hypothesis:

• The context of discovery includes all the psychological, social and theoretical
circumstances that lead a scientist (or research team) to discover a poten-
tial solution to the problem that is subsequently expressed in the form of
a scientific hypothesis.

• The context of justification is the systematically prepared conditions under
which this hypothesis is tested and positive or negative evidence obtained.

• Lastly, the context of application refers to the conditions in which the suc-
cessful (confirmed) hypotheses are used in processes that lead to related the-
oretical or practical problems being solved. Generally, this could be the use
of theoretical knowledge expressed as a hypothesis in designing technolo-
gies etc.

In this chapter, we do not go any further into the contexts of discovery, justifi-
cation and application; suffice it so say that all hypotheses, as formulated in the
context of discovery, must conform to certain standard requirements. Some of
these are (cf. Cohen – Nagel 1934, 207–215):

• logical consistency
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• testability (in principle)

• simplicity

Hypotheses that satisfy these criteria can be subjected to empirical tests. Scien-
tific hypotheses may express various kinds of potential facts. For example, some
hypotheses suppose that certain objects have such and such a property. Others
state that there is a correlation between two (or more) variables (properties) with
such and such a coefficient. Hypotheses may also postulate a causal relation be-
tween events of a certain kind etc. Let us look at some examples of the various
types of hypotheses:

1. There exists a planet, Vulcan, whose orbit lies between the Sun and the
orbit of the planet Mercury.

2. No two democratic states are at war with each other.

3. Napoleon died of arsenic poisoning.37

4. Regular smoking increases the risk of lung cancer.

5. There is water on the surface of some planets outside the Solar System.

6. For each light-ray incident on the interface of two optical environments
(with different optical properties), it holds that the angle of refraction β
(subtended between the incident ray and the normal to the interface) is
equal to the angle of incidence α.

These hypotheses differ not only in content, but also in logical form.
Since any given evidential relation between a hypothesis and empirical evidence

depends not only (i) on the state of affairs in the world but also (ii) on the logical
form of the hypothesis and the evidential statements, we will distinguish between
four basic categories of hypotheses in terms of their logical form.

37 See e.g. Broad’s article (2008) in the New York Times.



128 methodology of science

(1) Singular hypotheses

Singular hypotheses attribute a certain property or relation to one or more objects
identified by name or description. For example, statement 3 is a singular hypoth-
esis. The logical form of this type of hypothesis can be generally expressed using
one of the following schemes:

• F (a)

• F (a) ∧ F (b)

• R (a, b)

• . . .

The first scheme states that object a has property F . The second scheme states
that object a has two properties, F and G. The last scheme states that object a
is in relation R to another object b. Naturally, singular hypotheses can get more
complicated. What they all have in common, though, is that they attribute at least
one property to at least one object (named or described) or they ascribe at least one
relation to at least one tuple (triple, . . . , n-tuple) of particular objects. Moreover,
singular hypotheses may contain also a negation; in general, they may assume that
it is not the case that such-and-such an object has such-and-such a property.

(2) Existential hypotheses

Existential hypotheses attribute at least one property to an object that is not fur-
ther specified (or named) or express a relation between at least one tuple (triple,
. . . , n-tuple) of objects that are not further specified. Statement 5 above is an exam-
ple of an existential hypothesis, since it states that there exists at least one planet x
outside our Solar System that has water on its surface. We can capture the logical
form of existential hypotheses using the following schemes:

• (∃x) F (x)

• (∃x) (F (x) ∧ G (x))
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•
(
∃x∃y

)
R
(
x, y

)
• . . .

The first scheme states that there exists an object x which has property F . The
second scheme states that there exists an object x which has the properties F and
G. Finally, the third scheme can be read as stating that there exist objects x and y
such that x is in relation R to y. The difference between singular and existential
hypotheses is that while singular hypotheses name objects to which certain prop-
erties are ascribed (or denied), existential hypotheses do not directly name such
objects – they simply assume such objects exist.

Similarly to singular hypotheses, existential hypotheses can also include nega-
tion. However, it is important to note to which part of the statement the negation
relates. If, in a hypothesis with existential quantifier ((∃x)), negation (¬) appears
after the quantifier, the hypothesis is an existential hypothesis. This is the case in
the following schemes:

• (∃x) ¬F (x)

• (∃x) (F (x) ∧ ¬G (x))

•
(
∃x∃y

)
¬R

(
x, y

)
• . . .

If, however, the negation appears before the existential quantifier, the hypothesis
is a universal, not an existential, hypothesis. Consider the following schemes:

• ¬ (∃x) F (x)

• ¬ (∃x) (F (x) ∧ G (x))

• . . .
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The first scheme expresses the fact that there is no such object x that has property
F . This is the equivalent of saying that for every object x it holds that it is not
F . The second scheme expresses the fact that there is no such object x that has
both properties F andG. In other words, for each object x it holds that it is either
not F or not G. Hence, these hypotheses are not existential but universal, despite
containing the existential quantifier.

(3) Universal hypotheses

The structure of universal hypotheses can get fairly complicated, but what they all
have in common is that they ascribe a certain property to all objects (that satisfy
a certain other condition or have a certain characteristic property). For example,
statement 6 is a universal hypothesis. To every light-ray satisfying a certain con-
dition (i.e. that it is an incident on the interface of two optical environments) it
ascribes a certain property (i.e. that the angle of the ray’s refraction equals the
angle of incidence). The following logical form represents the simplest case of
a universal hypothesis:

(∀x) [F (x) → G (x)]

We read this scheme as “For all (objects) x it holds that if x has property F , then
x has propertyG”, or simply “All F s areGs”.

Universal hypotheses can also contain negation. As with existential hypothe-
ses, it is important to note the part of the statement in which the negation ap-
pears. Cases where the negation occurs after the universal quantifier are universal
hypotheses. For example, the schemes

• (∀x) [¬F (x) → G (x)]

• (∀x) [F (x) → ¬G (x)]

• (∀x) [¬F (x) → ¬G (x)]

are all cases of universal hypotheses. The first scheme expresses the fact that for
each object x it holds that if x is not F , then x isG. The second scheme states that
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for each object x it holds that if x is F , then x is notG. The third scheme expresses
the fact that every object x that is not F is also notG.

If, however, the negation is inserted before the universal quantifier, we get an
existential statement. For example, the scheme

¬ (∀x) [F (x) → G (x)]

can be read as “It is not true that each object x that is F is also G”, which can be
equivalently expressed as “There exists at least one object x that is F and is not
G”. Thus, the negation of an entire universal statement expresses an existential
statement. (Conversely, as we have seen above, the negation of an entire existential
statement expresses a universal statement.)

(4) Statistical/probabilistic hypotheses

Generally, statistical or probabilistic hypotheses express the probability of a cer-
tain phenomenon occurring. Alternatively, they may express the probability of
a phenomenon occurring assuming that some other phenomenon has already oc-
curred. For example, “The probability that it will rain in Bratislava tomorrow is
75%” or “The probability that it will rain in Bratislava tomorrow, assuming that
the temperature today was−10 °C, is low (e.g. less than 5%)”. In the first case, the
probability concerns a single phenomenon. This is known as unconditional prob-
ability. The second case is an example of conditional probability: the fact that it
was −10 °C on one day may affect the probability of it raining the next day. Since
a probability expressed as a percentage can be replaced with real number r from
the interval [0, 1], where 0 represents 0%, 1 represents 100%, and the numbers
between these extremes represent percentages between 0 and 100%, statistical hy-
potheses can be expressed in the following basic form. A statistical hypothesis
states that the probability of a certain object having a certain propertyG, assum-
ing the object belongs to reference class F , is equal to real number r ∈ [0, 1].
Schemes of statistical hypotheses therefore have the following form:

n% of objects which are F areG
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or

p (G | F ) = r, where r ∈ [0, 1].

If we look at the examples of hypotheses listed above, we can note that statement 4
is a statistical hypothesis, despite it not explicitly mentioning percentages or prob-
ability. It could be rephrased thus: “The probability that a person will contract
lung cancer, assuming they smoke, is high.” We have not explicitly expressed how
high that probability is, but we can assume, for example, that it is higher than 0.75
(or 75%). A limiting case would be a hypothesis stating that the probability of
a phenomenon (or property) occurring, assuming that some other phenomenon
(or property) occurred, is equal to 1 (or 100%). In this case, the statistical hypoth-
esis would be equivalent to a universal hypothesis.

We may also encounter hypotheses where it is not clear whether they are exis-
tential, universal or statistical (probabilistic) hypotheses. In some cases, the logi-
cal interpretation of a particular hypothesis may be problematic – for example, if
the quantification in the statement is implicit, i.e. the sentence does not contain
a quantifier (“some”, “all”, “none” etc.). In most cases, however, we are able to de-
cide (given the research context and the research problem) which (logical) type of
hypothesis it is. To avoid misunderstandings, it is always advisable to be as precise
as possible when expressing the hypothesis, and to include explicit quantification.
Where singular hypotheses are concerned, the object to which the property is as-
cribed should be given an unambiguous name or description.

In practice, hypotheses are often complex combinations of the basic types of
hypothesis. Below, we shall limit ourselves to the testing and evaluation of singu-
lar, existential and universal hypotheses.

Before moving on, let us first go back to the concept of empirical evidence.
We have noted that certain kinds of data can support or confirm a hypothesis.
It would be more precise to say that the data relevant to the testing of the hy-
pothesis are typically expressed using a singular (or, in some cases, existential or
statistical) statement (or combination thereof). A statement of this kind is called
an evidential statement.
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Thus, in testing hypotheses, we compare hypotheses and evidential statements,
assuming that evidential statements are true, that they have been verified as true
or that we have accepted them as true in the empirical situation. Evidential state-
ments therefore express what has been observed or what has been measured in
a certain environment using the necessary instruments. As such, evidential state-
ments or the truth-value of these statements can be viewed as the result of using
the given empirical method.

Of course, all observation or empirical identification relies on the system of
concepts and theoretical or pre-theoretical knowledge used in observations (and
sensual perceptions in general). However, our observations are not always reli-
able. The instruments used to obtain the data do not always work the way we
expect them to. The data obtained need not always be the result of a reliable pro-
cess. Sometimes an evidential statement that we assume is true turns out not to
be true. In the philosophy of science, admitting that errors can occur even in re-
lation to basic evidential statements is known as fallibilism. Fallibilism involves
recognizing that we may be wrong even when we have no reason to doubt a par-
ticular statement. A new evidential statement that is accepted as true may cast
doubt on another evidential statement that had previously been accepted as true.

However, all scientific reasoning and all hypothesis testing relies on the basis
of evidential statements which we either have no reason to doubt at that moment
or their uncertainty is within an accepted interval. In other words, unless there is
specific evidence indicating that we are wrong to consider an evidential statement
true, we treat that statement as if it were true.

In what follows, we will therefore assume that we have access to evidential state-
ments. We will be concerned with the kinds of possible relations between eviden-
tial statements and hypotheses, assuming that the evidential statements are true
and the hypotheses have one or other logical form.
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4.2 Verification, falsification and models of confirmation

Our discussion of the evidential relations between hypotheses and evidential state-
ments is based on some of the key literature on confirmation theory, especially
Carnap (1962) and Hempel (1945), but also Crupi (2015), Earman (1992), Earman
– Salmon (1999), Hájek – Joyce (2008) and Schurz (2014).

We have noted that in hypothesis testing the aim is to compare the hypoth-
esis with evidential statements describing the relevant data obtained by means
of observation, measurement or experimentation, or another specific empirical
method (survey, interview, content analysis etc.). We have also stated that the ev-
idential statement used to test the hypothesis is taken to be true unless there is in-
dependent conflicting evidence that casts doubt on its truth. If that assumption
is not satisfied, there is no point comparing the statement with the hypothesis.

When testing hypotheses, we normally end up with one of the following rela-
tions. HypothesisH may be

1. verified as true

2. falsified as untrue

3. confirmed

4. disconfirmed

on the basis of the empirical evidence expressed by evidential statement E.
Whether the evidence verifies/confirms or falsifies/disconfirms the hypothesis

depends on two factors: (i) the state of affairs, i.e. what the reality is and, therefore,
whether the evidential statement is true or false; and (ii) the logical form of the
hypothesis and the evidential statement. In the following subsections, we will
look at the situations in which hypothesis H is verified, confirmed, falsified or
disconfirmed by evidential statement E.
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4.2.1 Verifiable and verified hypotheses

Let us begin by making an important distinction. There is a fundamental dis-
tinction between cases in which the hypothesis is verifiable and cases in which it
is also verified.

Hypothesis H is said to be verifiable if it is logically conceivable (admissible)
that there exists an evidential statement E which – if true – would verify that H
was true. To be more precise, hypothesisH is verifiable by evidential statementE
if and only ifH is logically entailed byE (symbolically,E ⊨ H ), whereE expresses
an observable state of affairs.38 HypothesisH is therefore verifiable if and only if
it can (in principle) be verified (as true) by evidential statement E.

However, not all verifiable hypotheses are in fact verified. For hypothesis H
to be verified, another condition must be satisfied. Hypothesis H is verified by
evidential statement E (as true) if and only ifH is logically entailed by E and E
is true. In other words, hypothesisH is verified by evidential statement E as true
if and only if E being true guarantees that H is also true and we know (or have
good reason to believe) that E is a true statement.

To illustrate this, let us suppose that we want to test hypothesisH1:

(H1) Some people have lived to be over 120 years old.

We could transform our hypothesis into the following logical form:

(H1∗) (∃x) (H (x) ∧ L≥ (x, k))

Predicate symbol “H” represents the property “. . . is human”, symbol “L≥” rep-
resents the relation “. . . lived to be over . . . ” and individual constant “k” represents
120 years. We read the formal notationH1∗ as “There is at least one x such that x
is human and x lived to be 120 years old”.

Using data from Wikipedia’s “Oldest people” entry, which relies on data from
reliable sources such as the Gerontology Research Group and the Guinness World
Records, we can state the following evidential statement, E1:
38 Recall the notion of logical entailment defined in Chapter 2: StatementB is logically entailed by

statementA if and only if B is true wheneverA is true. In other words,A logically entails B if
and only if wheneverA is true, it is not possible for B to be false.
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(E1) Jeanne Calment (from France) lived to be 122 (and 164 days) years old.39

If we replace the name Jeanne with the individual constant “a”, the logical form of
statement E1 can be expressed as follows (some modifications notwithstanding):

(E1∗) H (a) ∧ L≥ (a, k)

This is equivalent to “Human a lived to be over 120 years old”.
Assuming thatE1 is true, we can see that its being true also guarantees the truth

of the hypothesisH1. In other words, whenever E1 is true,H1 must also be true.
We can express this in the statement that E1 logically entailsH1.

Not all hypotheses are verifiable, i.e. it is not true that for every hypothesis
there is a conceivable evidential statement that would entail the hypothesis. For
example, the hypothesis

(H2) All Comenius University graduates are able to find a job within six
months of graduating.

is not verifiable by any finite conjunction of singular evidential statements. Even
assuming that we have an evidential statement that states that up to now num-
ber n of Comenius University graduates have all been able to find a job within 6
months of graduation, the truth of this statement cannot guarantee that hypothe-
sisH2 is true. We can generalize this and state that only three kinds of hypotheses
are verifiable: singular hypotheses, existential hypotheses and those universal hy-
potheses that concern a finite number of objects (of some kind) which can all (in
principle) be identified. Neither universal hypotheses with an unlimited universe
of discourse nor statistical (probabilistic) hypotheses can be verified.

4.2.2 The falsification of hypotheses

Another possible relation between a hypothesis and an evidential statement is
that of falsification. Similarly to the previous case, it is important to distinguish

39 See https://en.wikipedia.org/wiki/Oldest_people.

https://en.wikipedia.org/wiki/Oldest_people
https://en.wikipedia.org/wiki/Oldest_people
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between the concept of a falsifiable hypothesis and the concept of a falsified hy-
pothesis.

When can a hypothesis be said to be falsifiable? Hypothesis H is falsifiable
if evidential statement E is logically conceivable and would logically contradict
the hypothesis. Again, there are hypotheses that are falsifiable but that are not
falsified. Hypothesis H is only falsified if and only if it is falsifiable (i.e. an evi-
dential statement E that logically contradicts it is conceivable) and we know that
statement E is true.

For example, given a universal hypothesis of the form

(H ) (∀x)[F (x) → G (x)]

and an evidential statement

(E) F (a) ∧ ¬G (a)

that we know is true, we may state that E logically contradictsH and, therefore,
E falsifiesH as (conclusively) false. If a hypothesis states that all F s areGs and we
discover an object which is F but is notG, that discovery falsifies the hypothesis.

We can be more precise in defining both falsifiability and falsification. H is
falsifiable by evidential statement E if and only if E can be true and E logically
entails ¬H . HypothesisH is falsified by evidential statement E if and only if E
is a true statement and E logically entails ¬H .

For example, if hypothesis H2 ascribes the property of “having found a job
within 6 months of graduation” to all Comenius University graduates, we just
need to find one graduate who (despite all efforts) failed to find a job within 6
months to have evidence that falsifies our hypothesis.

However, there are certain reasons why we may not always be able to determine
whether a hypothesis has been falsified even if we have negative evidence disput-
ing the hypothesis. We therefore need to think about whether there is a weaker
relation between the evidence and the hypothesis, and we look at this below as the
relation of disconfirmation. Only three kinds of hypotheses are falsifiable: singu-
lar hypotheses, universal hypotheses and those existential hypotheses which con-
cern a finite universe of objects. Existential hypotheses with an unlimited universe
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of discourse and statistical (probabilistic) hypotheses cannot by their very nature be
falsified.

4.2.3 Models of the confirmation and disconfirmation of hypotheses

Every evidential statement E that verifies hypothesisH (as true) also confirms it.
However, the relation of confirmation between evidence E and hypothesisH is
weaker than the relation of verification. In most cases where evidential statement
E confirms hypothesisH , the fact that E is true does not guarantee thatH is true;
nonetheless, E provides positive support forH . The various theories of confirma-
tion are attempts to establish what “positive support” means exactly.

For the sake of simplicity, we will not concern ourselves here with the difference
between confirmable and confirmed hypotheses (nor disconfirmable and discon-
firmed hypotheses), but readers can easily work out the difference based on our
remarks above.

There has been much discussion on the theory of confirmation and on defin-
ing the relations of non-deductive support (or countersupport) between hypoth-
esisH and evidence E (see Crupi 2015).

The main theories of confirmation are the instantial model of confirmation,
the hypothetico-deductive model of confirmation and the Bayesian model of confir-
mation (see Crupi 2015; Earman – Salmon (1999); Norton 2005).

The instantial model of confirmation

The starting point of this model is a universal hypothesis, i.e. a hypothesis of the
form

(H ) (∀x)[F (x) → G (x)]

According to this theory, universal hypothesisH is confirmed by its positive in-
stances, i.e. instances where we have identified objects that have both property F
and propertyG.

Evidence of this type can be expressed using evidential statements of the form:
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(E) F (a) ∧ G (a); F (b) ∧ G (b); . . . ; F (n) ∧ G (n)

This form of statement states that object a, object b, . . . , object n have both prop-
erties F andG.

Assuming that the evidential statements of the form E are true, this model
of confirmation allows us to state that E confirms H . Consider hypothesis H2
(see above) on the ability of Comenius University graduates to find employment.
If our evidence consisted of a record of all the graduates who had found a job
within 6 months of graduating, that evidence would confirm hypothesis H2 in
the instantial model.

Of course, it only makes sense to say universal hypothesis H has been con-
firmed if there is no evidence (expressed as an evidential statement) of object k
having property F (e.g. being a Comenius University graduate) but not property
G (e.g. not finding a job within 6 months). A case where we have observed (or
otherwise empirically identified) that object k has property F and does not have
propertyG (i.e. F (k) ∧¬G (k)) would falsify and disconfirm a universal hypoth-
esis of formH .

There are a number of problems with this model of confirmation. One is the
Raven paradox (see Hempel 1945), which arises if, in addition to the instantial
model (that positive cases confirm a general hypothesis), we also accept the equiv-
alence condition. The equivalence condition states that if E confirms (disconfirms)
one of two logically equivalent hypotheses, it also confirms (disconfirms) the other.
This means that if two hypotheses say the same thing using different words, they
must be evaluated identically in relation to the evidence. Let’s take the hypothesis
“All ravens are black” as our example. We can formulate another hypothesis that is
equivalent to the first hypothesis – “No non-black objects are ravens”. Suppose
we now formulate a true evidential statement describing my white socks. This
statement is an instance that confirms the hypothesis that “No non-black objects
are ravens”. This hypothesis is equivalent to the hypothesis “All ravens are black”,
and so according to the condition of equivalence my white socks (more precisely,
the statement describing them) are an instance confirming the hypothesis about
the color of all ravens. We won’t go into the various possible solutions to this
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paradox, but instead refer readers to the rich literature on this problem (see also
Hempel 1945; as well as Crupi 2015, Earman – Salmon 1999).

Another problem with this model is its limited applicability. Instantial con-
firmation can only be considered in relation to hypotheses that denote (directly)
observable properties. If the property F that appears in universal hypotheses of the
formH is not directly observable, then it is not possible to think about a situation
in which we could state that we had observed a case in which object n had prop-
erty F and property G. Put simply, we would not be able to observe n having
property F .

Despite these difficulties, many scientists use the instantial model, and if they
talk of having confirmed empirical hypotheses and refer to observable properties
(relations), they may well be using this model of confirmation.

The hypothetico-deductive model of confirmation

The hypothetico-deductive model of confirmation is also used in relation to uni-
versal hypotheses. In contrast to the instantial model, the hypotheses tested using
this model may also refer to theoretical properties (or relations), i.e. entities that
are not directly observable or directly empirically identifiable.

The basic idea in this model is summed up in the thesis that a hypothesis is con-
firmed by its successful (i.e. true) predictions. In this case, predictions are none
other than the test implications derived from the given hypothesis (and other,
auxiliary statements). We encountered the hypothetico-deductive model of hy-
pothesis testing in the previous chapter.

In its basic form, a hypothetico-deductive confirmation of a hypothesis can be
formulated using the following scheme:

If hypothesisH is true, then prediction E is also true.
Prediction E is true.

HypothesisH is (probably) true.

We have already noted that we can usually only derive test implications (E) from
hypothesis (H ) if we use other (so-called) auxiliary hypotheses (generally denoted
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as “A”). These hypotheses may concern (a) the test conditions or the collection
of empirical data; or (b) theoretical knowledge that is not being tested directly
but that is being indirectly relied on during testing. The resulting scheme has the
following form:

(H ∧A) → E
E

(H ∧A)

This inference scheme is non-deductive: the truth of the premises does not guar-
antee the truth of the conclusion. Therefore, even though we may be able to
derive predictionE from a hypothesis (and auxiliary statements) andE is eventu-
ally shown to be true, E being true does not exclude the possibility that hypothesis
H is not in fact true. Prediction E being true does, however, lend some kind of
(non-deductive) support to hypothesisH .

We can illustrate this using a historical example (see Giere et al. 2006, 58–63).
Galileo Galilei attempted to put forward an argument in support of Coperni-
cus’ heliocentric theory that – in short – assumed the Earth orbits around the Sun
which remains stationary. From this theory and a set of auxiliary statements, one
could derive the prediction that one of the planets in the Solar System, Venus,
exhibits observable phases that are similar to those exhibited by the Moon. What
was particularly interesting was the consequence that, during a certain interval
of its orbit around the Sun, Venus could be observed from Earth fully lit up. By
contrast, Ptolemy’s geocentric theory holds that Venus cannot be observed from
Earth fully lit up because (according to an assumption in geocentric theory) it
orbits the Earth in epicycles, and the Sun, orbiting Earth, lies beyond Venus.
In which case, if geocentric theory were true, the Sun would light Venus from
behind making Venus appear mostly dark or only partly lit up when seen from
Earth. Unfortunately, when looking at the night sky through the naked eye, we
can only see Venus as a tiny sparkling dot and so cannot discern whether it indeed
exhibits all of the phases that the Moon does. In other words, none of these pre-
dictions could be tested using our unaided eyes. Galileo, however, constructed



142 methodology of science

a telescope and was able to test whether Venus is ever fully lit up. Galileo’s ob-
servations of the phases of Venus, including the full phase, were in keeping with
heliocentric theory (and, conversely, disconfirmed the prediction of Ptolemaic
theory), and so his observation data were positive evidence. In other words, they
hypothetico-deductively confirmed the heliocentric hypothesis. His argument
and testing can be schematically expressed using the following inference:

If heliocentric theory is true and Venus’ orbit lies between the Earth’s
orbit and the Sun, and if the data gathered from the telescope
are reliable, then Venus’ disk will be fully lit up by the Sun
during one of the phases of the planet’s orbit.

(We have observed that) Venus’ disk was fully lit up by the Sun
during one of the phases of the planet’s orbit.

Heliocentric theory is (probably) true.

Although this argument is not deductively valid, Galileo accepted it as a case of
a successful prediction derived from the theory he tested.

This model, too, has several problems. One of them is the problem of the un-
derdetermination of hypotheses (theories) by evidence. It arises because a single pre-
diction E can be logically derived not just from a single hypothesisH , but from
an infinite number of other hypotheses that are incompatible withH . This leads
theoretically to a situation in which no finite amount of evidence E is sufficient
for us to be able to select one of the multiple (competing) hypotheses because the
evidence can be deductively derived from all of them. In practice, this problem
can be partially solved (i.e. the multiplicity of competing hypotheses can be re-
duced) by deriving multiple, different predictions from the hypotheses, and then
attempting to eliminate the hypotheses whose predictions are shown to be false.

Nonetheless, the hypothetico-deductive model is suitable for testing universal
hypotheses (and as an approximation of the testing of statistical hypotheses). It
is not suitable for confirming singular or existential hypotheses.

We have seen that when testing universal hypotheses we frequently rely on aux-
iliary hypotheses denoted as “A”. Often, it is only because of these auxiliary as-
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sumptions that we are able to derive certain predictions E from hypothesis H .
In such cases, if prediction E is shown to be false, we cannot simply conclude
that hypothesisH is also false. The correct inference, in this case, would have the
form:

(H ∧A) → E
¬E

¬ (H ∧A)

The first premise states that if hypothesis H and auxiliary statements A are all
true, then prediction E should also be true. The second premise states that E is
not true (i.e. ¬E is true). Therefore, the conclusion of this (deductively valid)
argument is that it is not true that the conjunction of H and A is true. In other
words, the conclusion tells us that either hypothesis H is false, or that auxiliary
statementsA are false, or that bothH andA are false. Neither this argument nor
evidence ¬E tells us which of these three possibilities obtains. This does not nec-
essarily mean that we would not be able to obtain richer evidence through further
testing that would enable us to determine if hypothesisH was wrong or if any of
the auxiliary hypotheses A were wrong. However, merely obtaining a negative
result during testing would not necessarily be enough to show that the hypoth-
esis had been falsified. In such cases, we can say that the hypotheses have been
disconfirmed but we cannot say that they have been conclusively falsified.

The Bayesian model of confirmation

These two models of confirmation – the instantial model and the hypothetico-
deductive model – are qualitative. The aim is to determine whether an evidential
statement confirms or disconfirms the hypothesis being tested (or is neutral rela-
tive to it). Bayesianism is a quantitative approach to confirmation. It begins with
the assumption that hypothesis H , evidential statement E and the compound
statements involving bothH andE can all be ascribed (given background knowl-
edge K ) a real number r from the interval [0, 1] that expresses their respective
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probabilities. Bayesianism comes in various forms, but they all share certain core
ideas.

Bayesian theory uses the mathematical theory of probability, and above all one
of its theorems, the Bayes’ theorem, to model the evidential relations between hy-
pothesisH and evidenceE with respect to background knowledgeK . More pre-
cisely, the relations of confirmation, disconfirmation and irrelevance (indepen-
dence) betweenH and E are modeled using a probability function P (or a set P
of such functions). This probability function assigns a real number r ∈ [0, 1] to
each of the elements in set S consisting of statements or propositions A, B, C ,
. . . , in line with the axioms and theorems of probability theory. Set S is closed un-
der the operations of negation and (countable) disjunction. That is, ifA andB are
statements or propositions of S, then¬A (and¬B) andA∨B are also statements
or propositions of S. The probability function P must satisfy the following four
axioms (see Hájek – Joyce 2008, 118):

(A1) The probability of any statement (proposition)A ∈ S is a real number r
from the interval [0, 1]:

0 ≤ P (A) ≤ 1

(A2) IfA is a tautology (a logically/necessarily true statement), then P (A) = 1.

(A3) If A and B are mutually incompatible statements (i.e. if it is true that
¬ (A ∧ B)), then:

P (A ∨ B) = P (A) + P (B).

(A4) If P (B) > 0 then:

P (A | B) =
P (A ∧ B)
P (B)

While axioms A1) – A3) are concerned with unconditional probabilities, axiom
A4) is concerned with conditional probability. It states that the probability of
statementA, given thatB is true, is equal to the probability of conjunctionA∧B
divided by the probability of statement B (where P (B) > 0).
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Bayesian agents who use probability functionP in accordance with the axioms
and theorems of the theory of probability can put all the information from their
knowledge base K into the function and use it to model their degree of rational
belief in the hypothesis (or hypotheses) being tested or in the evidence.

The Bayesian theory of (dis)confirmation is essentially about comparing two
probabilities. On the one hand, it is concerned with the probability P (H ) we
assign to hypothesisH based on our existing knowledge and beliefs (from setK ),
before we have even begun to consider the influence evidence E has on the hy-
pothesis. On the other hand, it is concerned with probability P (H | E), which
expresses the probability of hypothesisH , assuming that evidential statement E
is true. Probability P (H ) is also known as prior probability, while P (H | E) is
known as posterior or conditional probability. The Bayesian definition of the con-
cept of incremental confirmation and its complementary concepts are based on
comparing these two probabilities (see Howson – Urbach 2006, 91–93):

definition of confirmation
Evidence E confirms hypothesisH if and only if

P (H | E) > P (H ).

definition of disconfirmation
Evidence E disconfirms hypothesisH if and only if

P (H | E) < P (H ).

definition of neutral evidence
Evidence E is neutral (irrelevant) to hypothesisH if and only if

P (H | E) = P (H ).

In order to compare these two probabilities and thus decide whether the evidence
confirms, disconfirms or is neutral to the hypothesis, we need to know the values
of these three probabilities: P (H ), P (E | H ) and P (E).

We have denoted the first as the prior probability of hypothesis H . It is the
probability assigned to the hypothesis (by a Bayesian agent) before the latter is
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confronted with evidence E. In this sense, P (H ) may represent the (ideal) ratio-
nal agent’s subjective degree of belief given their (current) background knowledge
K , or the degree of belief of a group of rational agents (e.g. members of a research
team).
P (E | H ) expresses the probability of evidence E assuming that hypothesis

H is true. It is the likelihood of certain predictive consequences of the hypoth-
esis given that the hypothesis is true. There are two cases that limit the likeli-
hood of a hypothesis being true: If evidence E is the logical consequence of H ,
then P (E | H ) = 1 . If ¬E is the logical consequence of hypothesis H , then
P (E | H ) = 0. Most cases, however, presuppose some kind of a non-deductive
relation of probabilistic dependence between hypothesis H and evidence E. If
statistical hypotheses are involved, then P (E | H ) expresses a certain probabilis-
tic model; more precisely, it is the probability that certain evidence E will be ob-
served assuming statistical hypothesisH is true.

Finally,P (E), also known as the “expectability” of evidence, expresses the prob-
ability of E being true given all that we know (see Hájek – Joyce 2008, 119). This
probability can be computed using the theorem of total probability:

theorem of total probability
IfP (H1 ∨ . . . ∨Hn) = 1, and for each i , j it holds that¬

(
Hi ∧Hj

)
,

then:
P (E) = P (E ∧H1) + . . . + P (E ∧Hn)
= P (E | H1) × P (H1) + . . . + P (E | Hn) × P (Hn)

The relation between these three elements – P (H ), P (E | H ), and P (E) – and
posterior probability P (H | E) is expressed by Bayes’ theorem, named after the
English reverend Thomas Bayes (1701–1761), who first formulated it:

bayes’ theorem – version 1

P (H | E) =
P (E | H ) × P (H )

P (E)
, where P (E) > 0

If we express probability P (E) using the theorem of total probability, while tak-
ing only hypothesisH and¬H into account, for which it holds thatP (H ∨ ¬H )
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= 1 (and, trivially, ¬ (H ∧ ¬H )), then Bayes’ theorem can be formulated as fol-
lows:

bayes’ theorem – version 2

P (H | E) =
P (E | H ) × P (H )

[P (E | H ) × P (H )] + [P (E | ¬H ) × P (¬H )]

If we now consider the set {H1, . . . , Hn} of all mutually incompatible hypotheses
(in pairs), then the denominatorP (E) can be expressed in full, in accordance with
the theorem of total probability, as:

bayes’ theorem – version 3

P (Hi | E) =
P (E | Hi) × P (Hi)∑
j
P
(
E | Hj

)
× P

(
Hj

)
Hence, Bayes’ theorem is a systematic way of calculating the conditional posterior
probability that expresses the probabilistic effect of the evidence on the hypoth-
esis, and of comparing it with the prior probability of the hypothesis. If prior
probability P (H ) (or P (Hi)) is lower than posterior probability P (H | E) (or
P (Hi | E)), then evidence E confirms hypothesis H in the sense of the defini-
tion of (incremental) confirmation given above. If, on the other hand, probabil-
ity P (H ) is higher than P (H | E), then E disconfirmsH . Finally, if the values
of the prior and posterior probabilities are identical, the evidence is neutral with
respect to the hypothesis.

However, Bayes’ theorem does not tell us how we should update our prior
probabilities if we discover that evidential statement E is true. Apart from the
theory of probability and a specific interpretation of the concept of probability
(as degrees of rational belief), Bayesianism therefore also makes use of the rule of
conditionalization (although there are alternatives to it within Bayesianism):

rule of conditionalization
If agent I at time t did not know whetherE was true, and if the only
thing he discovers at a later time t + 1 is that E is true, then the new
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unconditional probability at t + 1, Pt+1 (H ) equals the conditional
probability at time t, Pt (H | E):

Pt+1 (H ) = Pt(H | E).40

The conditionalization rule instructs Bayesian agents on how to update (modify)
their prior probabilities in cases where the only change in their knowledge is the
fact that E is true.

Three basic elements – probability theory, the subjectivist interpretation of
probability and the conditionalization rule – make up the core structure of the
Bayesian model of confirmation. We shall not remain at the level of abstract prin-
ciples, but turn to an example that illustrates the basic features of this approach.

Example

Imagine we have the information that 1% of the population suffers from illness
Z. To determine whether a person is suffering from Z, we run tests. A positive
test result generally means the patient hasZ. More precisely, the probability that
the test will be positive, assuming the patient has Z, is 97% (or 0.97). There is
also a 5% probability that the test will be positive despite the patient not having
Z. Let’s say a patient was tested and the result came back positive. What is the
probability that the patient has Z if the patient tested positive?

Let “H” denote the hypothesis that the individual has Z. Similarly, let “¬H”
represent the hypothesis that the patient does not haveZ. The statement that the
(patient’s) test result was positive will be denoted as “E”. Conversely, “¬E” will
denote the statement that the test result was negative. The information from the
preceding paragraph can now be expressed the following way:

P (H ) = 0.01

P (¬H ) = 1–0.01 = 0.99

40 There is also a generalization of the Rule of conditionalization: the so-called Jeffrey condition-
alization. It is also related to contexts where an agent does not come to knowE, but she ascribes
some probability P (other than 0 or 1) to E. See, e.g., Earman (1992, 34).
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P (E | H ) = 0.97

P (E | ¬H ) = 0.05

We need to determine the posterior probability P (H | E). Entering the above
figures into Bayes’ theorem (version 2), we get:

P (H | E) =
(E | H ) × P (H )

[P (E | H ) × P (H )] + [P (E | ¬H ) × P (¬H )]

P (H | E) =
0.97 × 0.01

[0.97 × 0.01] + [0.05 × 0.99]
= 0.169

We can see that the posterior probability of the patient having Z is almost 17%,
assuming the test result was positive. Comparing the prior probability of hypoth-
esis H before the effect of the test was considered (i.e. P (H ) = 0.01) with the
posterior probability P (H | E), we may note that the latter is greater than the
former, P (H | E) > P (H ). Therefore, evidence E confirms hypothesisH (the
difference being about 16 percentage points). Moreover, if the patient decides to
undergo one more test, the conditionalization rule would require us to use the
conditional probability P (H | E) from the first test as our new prior probabil-
ity P (H ). Hence, the value of P (H ) would now be 0.17 instead of 0.01 and the
value of the alternative hypothesis P (¬H ) would be 0.83 instead of 0.99. (We
will leave the reader to calculate posterior probability P (H | E) after the second
test, using these updated values.)

The Bayesian model of confirmation can handle many of the problems en-
countered in the previous approaches (for example, the Raven paradox, the prob-
lem of underdetermination). However, there are other problems associated with
it. Explaining these and the Bayesianist defense against them is beyond the scope
of this book. Once again, we refer the reader to the rich literature on the Bayesian
theory of confirmation: see e.g. Howson – Urbach (2006); Earman (1992); Crupi
(2015); and Hájek – Joyce (2008).

There are a number of theoretical and practical problems that arise when test-
ing and evaluating whether hypotheses have been verified, confirmed, falsified or
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disconfirmed. Nonetheless, scientists often talk about confirmed or falsified hy-
potheses in their work. It is therefore always advisable to ask which model of
confirmation they used.

Study questions

1. What are data? Think of an example of data used in your (or a related)
discipline.

2. What is the difference between data and empirical evidence? When do data
become empirical evidence?

3. Characterize the concept of phenomenon as used in the methodology of
science.

4. Characterize the concept of hypothesis.

5. Explain the differences between the contexts of discovery, justification and
application of hypotheses.

6. What are the methodological requirements that apply to hypotheses in the
discovery and formulation phase?

7. Characterize singular hypotheses and give at least one example.

8. Characterize existential hypotheses and give at least one example.

9. Characterize universal hypotheses and give at least one example.

10. Characterize statistical hypotheses and give at least one example.

11. Describe the nature of evidential statements. Do they express infallible and
reliable knowledge?

12. Explain when a hypothesis is verifiable, and when is it verified.
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13. Explain what constitutes the confirmation of a hypothesis in the instantial
model of confirmation. Provide an example of a hypothesis and an eviden-
tial statement that confirms that hypothesis.

14. Explain when a hypothesis is falsifiable, and when it is falsified.

15. Explain when a hypothesis is disconfirmed only, and what the methodolog-
ical consequences of this are.

16. What are the three basic elements of the Bayesian theory of confirmation?

17. Define the concepts of confirmation, disconfirmation and neutral evidence
with reference to the Bayesian theory of confirmation.





5 causation and its role in
science

5.1 Introduction

Information about the causes of natural and social phenomena is an important
part of scientific knowledge. If we can identify the cause of an event, this en-
ables us (potentially) to explain why that event came about. Similarly, if we have
knowledge about the kind of conditions leading to a given event, that enables
us to derive a prediction – anticipate the kind of event that will occur if these
conditions are satisfied. Knowledge about the causes of phenomena and events
is thus an important tool that can be used to explain and predict (or historically
reconstruct) other phenomena and events. In general, the conditions leading to
a certain phenomenon (event, state of affairs, fact etc.) are known as the causes (of
the given phenomenon etc.), while the phenomenon, event (state of affairs, fact
etc.) they caused is called the effect of that cause.

Scientists formulate explanations just as the rest of us do. However, they are
not particularly concerned with what saying that one phenomenon is the cause
of another actually means. Conversely, philosophers (of science) do not spend
much of their time producing causal statements (at least not relating to the philos-
ophy of science), but pose questions instead, such as “Under what circumstances
is something the cause of a certain phenomenon (event etc.)?” or “What condi-
tions must be satisfied for us to identify something as the cause of something else?”.
In other words, philosophers (of science) inquire as to the ontological and episte-
mological assumptions of our causal statements.
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In what follows, we will look at some of the chief concepts of causation. These
play – or so it seems – an important role in science and underpin our efforts to
understand and predict the course of the events that we encounter.

5.2 Causation: concepts and approaches

“Long-term stress damages the brain”, “One of the causes of the extinction of
the dinosaurs was an asteroid hitting the coastal region of Yucatan”, “Long-term
smoking leads to a range of cardiovascular diseases”, “The introduction of teach-
ing method X in subject Y increased the students’ gpa”. These and other state-
ments show that in some situations, we consider certain events (phenomena, con-
ditions) to be the causes of other events (phenomena, conditions). It is not only
statements of fact like these that indicate causal thinking. It is often expressed
in questions such as “Is climate change today (primarily) the consequence of hu-
man activity?”, “Does a family’s economic conditions affect their children’s edu-
cational outcomes?”, or “What led Hitler to attack the Soviet Union?”.

This “causal language” is used more frequently in some disciplines than in oth-
ers. For example, a scientist working in pharmacological research would probably
pose causal questions more often than a linguist would. The former is often in-
terested in the desirable and undesirable effects of a drug or a specific dosage of
the drug. A linguist may be interested in the social or cultural factors that led to
a linguistic norm or in finding out why a particular dialect was selected for the
codification of a language. However, in the linguist’s case, such causal questions
would seem to be the exception rather than the norm.

Moreover, even within a single discipline (such as physics), there may be the-
ories that contain more causal expressions than other theories in that discipline
(for example, classical mechanics versus quantum mechanics).

Despite such differences, if we are to gain a better understanding of our causal
thinking, it is crucial that we understand the meaning of causal expressions, and
the role played by some of the ontological and epistemological assumptions un-
derpinning them. In the rest of this chapter, we will introduce some of the clas-



causation and its role in science 155

sic approaches as well as some of the more recent approaches to specifying what
causes (effects) actually are and what we mean when we sayX is the cause of Y .

Philosophically, the most fundamental question here is whether causation is
a feature of our world that can be reduced to some other (non-causal) features
of the world. Approaches that consider this to be the case are known as reduc-
tionist approaches, while those that reject this possibility are non-reductionist ap-
proaches.

When we say thatX is the cause of Y , we can think ofX and Y in two distinct
ways. We may view them as particular events or as aspects of a state of affairs that
obtained at a particular point in time and space, such as in the statement “One
of the causes of the extinction of the dinosaurs was an asteroid hitting the coastal
region of Yucatan”. Alternatively, we may think of causes and effects as certain
types of events or circumstances that are not fixed at a particular point in time
and space, such as in the statement “Long-term stress damages the brain”.

Some philosophical theories view causes as particular events (or types of events)
whose occurrence (or absence) makes a difference to some circumstances. Such
approaches are known as “difference-making accounts”. Other theories present
causes as things that produce certain phenomena. These theories are known in
the literature as “production accounts” (see Illari – Russo 2014).

Let us take a closer look at some of these theories, namely, the regularity ac-
count, the inus account, the counterfactual and probabilistic approaches, as well
as the manipulationist account.

As far as preferences regarding any of the approaches are concerned, we are
open to methodological pluralism. This is because there are research contexts to
which one particular approach is well suited while in others another approach
would be better. We will limit our discussion to briefly introducing the basic
approaches to causation and pointing out some of the problems with them.

5.2.1 Regularity theories of causation

The intellectual ancestor of modern regularity theories of causation was David
Hume (1711 – 1776). In his An Enquiry Concerning Human Understanding (1777),
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Hume formulated two non-equivalent characterizations (definitions) of the con-
cept of cause. The first defines a cause as

“[. . . ] an object, followed by another, and where all the objects similar
to the first are followed by objects similar to the second.” (Hume 1975,
Sec. vii, Part ii, Paragraph 60)

The second informs another, counterfactual approach to causation:

“Or in other words where, if the first object had not been, the second
never had existed.” (ibid.)

However, let us turn to the first definition. Using more up-to-date language, we
can restate it thus:

Assume that c and e are particular events in space-time, and that C and E are
types of events of which c and e are particular instances. Then, c is a cause of e if
and only if:

1. c is contiguous in space-time with e;

2. e follows in time after c;

3. all events of type C (i.e. events similar to c) are regularly followed by (or
invariably occur simultaneously with) events of type E (i.e. events such as
e) (Psillos 2002, 19; 2009, 131).

According to regularity theory, cause is based on a range of non-causal facts –
namely, on the existence of contiguity in space-time between the events, an order
of cause and effect in time and the constant regularity of occurrence. There is
thus no “power” or necessary connection binding the events (facts) that we call
“causes” and those we call “effects”.

For example, saying that the aerobic exercises Alexander did caused his (sub-
sequent) increased heart rate is equivalent to saying that (i) Alexander’s aerobic
exercises were contiguous in space-time with the event of his increased heart rate,
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(ii) that his increased heart rate followed the exercises time-wise and (iii) whenever
someone performs aerobic exercises, their heart rate will increase.

If we look at the key concepts in the definition of cause provided by regularity
theory, some of them are clearly not precise enough for us to apply this approach
to any example of causation. For example, when is event c contiguous with event
e? Just how spatially close do c and e have to be to satisfy the first condition? We
can illustrate this in the following way. Assume that someone has stated, “The
conflict in Syria between Bashar Assad’s government forces and their opponents
(with support from foreign powers on both sides) is the cause of the migration of
ordinary Syrians”. Can we say this statement is a true causal statement using the
regularity theory of causation? That depends on (among other things) whether
we view “the conflict in Syria between Bashar Assad’s government forces and their
opponents” and “the migration of ordinary Syrians” as two particular events. If
we do, we then need to know whether they are contiguous. With regard to the
first question, regularity theory gives no direct answers as to what kinds of enti-
ties can be considered events. Although Hume originally thought of causation
in terms of phenomena that are observable in space-time (such as a billiard ball
hitting another), his formulations provide no direct hint as to the granularity of
our thinking about events. For this reason, we may suppose that our example in-
volves (macro) events, even though both the conflict in Syria and the migration
of Syrians may represent processes that take place over a longer interval of time.
This means that answering the first question may not be straightforward. This is
because we may not be able to determine the precise borders of the conflict and of
the migration process, and so we cannot definitively say whether we can evaluate
these events as cause and effect using regularity theory.

We encounter a similar problem if we want to decide whether the second con-
dition is satisfied. When considering the third condition, we came across another
problem. In the third condition, type C events are always followed by type E
events. This assumption can never be verified as true, since it also involves events
(type C and E) that have not occurred yet and therefore by definition always
remain inaccessible to us. Thus, even though certain metaphysically “loaded”
terms, such as power and necessary connection are avoided in the regularity theory
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of causation, it still requires the metaphysical assumption that all events of a cer-
tain type are always followed by events of some other type. As we have pointed
out, this assumption cannot be verified.

For a regularity theorist, evidence plays an eliminative role. It helps eliminate
those causal hypotheses for which it has been shown – at least once – that even
though a type C event occurred, a type E event did not follow.

Apart from the problems involved in evaluating the conditions posited by the
regularity view, this approach also faces other challenges. We shall at least mention
some of these.

The first problem relates to the inability of regularity theory to distinguish be-
tween cases in which one event simply leads to another event, and cases where
a single event leads to two consecutive phenomena. More specifically, we may
discover that events c and e satisfy the regularity definition of causation, and thus
identify event c as the cause of event e. However, both c and e could be the effects,
following one another in time, of the earlier event c∗ that leads to them. For exam-
ple, lightning is contiguous with the acoustic phenomenon of thunder: thunder
occurs after lightning, and whenever lightning strikes, thunder follows. Never-
theless, lightning is not the cause of thunder. Both phenomena are the effects of
an earlier cause: an electrostatic discharge in the atmosphere.

This case can be generalized. The regularity approach cannot distinguish be-
tween cases in which, by pure coincidence, two events appear as if they are space-
time contiguous (in other words, occur “on the same spot”) and so formally sat-
isfy the regularity definition, but nonetheless we still have reasons to believe that
the first is not the cause of the other (based on our pre-theoretical or theoretical
knowledge), and cases in which one event is the cause of another event (and the
regularity definition is also satisfied).

Finally, the regularity approach cannot correctly identify causes in situations
where the effect of one cause preempts the effect of another cause. Let us assume
that person X ingests a critical dose of cyanide, and so will die within 24 hours.
However, before the cyanide takes effect,X suffers a fatal accident causing them
to die. Applying causation as regularity to this case will not lead us to correctly
identify the cause of X ’s death because both the ingestion of cyanide and lethal
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accidents have regular effects. Despite the person having ingested cyanide and
suffered a lethal accident, we would view only the accident as being the cause of
death.

Despite these problems, the regularity theory of causation lies behind some
of the causal statements we encounter in science. Knowing some of the difficul-
ties with this approach also enables us to critically assess causal statements that
use this concept of causation, even if implicitly. These difficulties also led to the
emergence of some other approaches, and it is to these which we now turn.

5.2.2 Causes as inus conditions

John Mackie, in his The Cement of the Universe (see Mackie 1974, Chapter 3),
put forward a version of the regularity theory of causation that analyzes causes
using the concepts of necessary and sufficient conditions.41 This approach builds
on John Stuart Mill’s analysis of causal statements. Specifically, Mackie makes
use of Mill’s idea that causes (usually) appear as sets of complex conditions. He
also notes that a certain kind of event (an effect) may have different causes. More
precisely, an effect (such as a fire) may have multiple causes. In turn, each of these
causes can comprise a cluster of factors, none of which on its own is sufficient for
E to occur. However, taken together, these factors constitute a condition that is
sufficient for E to occur.

We can illustrate these two ideas using a simple example. Suppose a house
catches fire. This particular fire (singular event e) is a general type of event –
a house fire (E). Fires can have various causes. Let us suppose, though, that in
this case the cause was a short circuit. If we say that the short circuit caused the
fire, we are using – or so Mackie says – the concept of cause in a specific sense:
“The short circuit (A) is one of the factors (say, BCD) that together cause fires
(E)”. If the short circuit caused the fire, this does not mean that the short circuit
was a necessary condition for the fire to occur. After all, house fires can (gener-

41 Brennan (2017) offers a synoptic overview of the contemporary debates around the concepts of
necessary and sufficient conditions. In the Slovak context, Gahér (2011; 2012) put forward a cri-
tique of the standard interpretations and a revision of both concepts.
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ally) be caused by a lit candle (and other factors) placed near a flammable object
catching fire. Neither does it mean that the short circuit was a sufficient condi-
tion for the fire. Hence, fire E could have been caused by a short circuit (factor
A), but that alone is not enough for a fire to start. For the short circuit to result
in a fire, other factors must be present – the house was built using flammable
materials (B), there was a source of oxygen near the short circuit (C ), the house
was not equipped with a sprinkler system (D) etc. The fact that these four (or
more) factors are present can be denoted as (the conjunction of factors)ABCD.
Taken together, these factors comprise a sufficient condition for the fire (E). Fac-
torsABCD are not, however, a necessary condition for E, since there is another
set (conjunction) of factors X that represents an alternative sufficient condition
for E. These could be the circumstances under which the fire spreads from the
candle (or fireplace) to an area where there is flammable material (the presence of
oxygen) etc.

Mackie argues that in cases such as that of the house fire, we use a concept
of cause that identifies the cause with a certain part of a complex condition – in
our case with factor A. To say that the short circuit A was the cause of fire E
actually means that factor A was a non-redundant part of complex condition
ABCD, which is in itself a sufficient (although not necessary) condition for E.
However, there may also be another set of facts (FGH ), where each of the factors
is a non-redundant part of FGH , which, as a whole, are a sufficient (though not
a necessary) condition for E.

According to Mackie, a causal regularity expressing the causes of house fires
would have the following form:

[(ABCD) ∨ (FGH ) ∨ X] ↔ E

Mackie argues that causal statements of this form express the fact that all cases of
ABCD or FGH orX are followed byE’s (typeE events), and allE’s are preceded
by factorsABCD or FGH orX (see Mackie 1974, 62).

In this sense, saying thatA causedE amounts to saying thatA is an Insufficient
but Non-redundant part of an Unnecessary but Sufficient condition for E, or its
acronym inus. EventA (a typeA event) is thus an inus condition.
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However, Mackie does not think exclusively about events as inus conditions.
He argues that if we think about causes in terms of necessary and sufficient con-
ditions, then causes are at the very least inus conditions. However, other cases
(such as these below) are also compatible with analyzing causes as inus condi-
tions:

1. A ↔ E

2. AX ↔ E

3. (A ∨ Y ) ↔ E

The first case corresponds to a situation in whichA is both a sufficient and nec-
essary condition for E. In the second case,A is an insufficient but necessary part
of a condition that, when taken as a whole, is both necessary and sufficient forE.
The last case represents the possibility ofA being a sufficient but not a necessary
condition for E.

Mackie was not satisfied with his own approach to causes as inus conditions
and later replaced it with a variant of the theory of causal mechanisms. Indeed,
there are several problems with his original version. Let us briefly review just two
of them.

The first relates to the apparent sensitivity of Mackie’s approach to the way in
which we describe complex conditions. The philosopher Jaegwon Kim came up
with the following example: Imagine a regularity of the form (A ∨ (¬A ∧ B)) ↔
E. Here, factor B is an inus condition. But note that the complex condition

(A ∨ (¬A ∧ B))

is logically equivalent to the condition

(B ∨ (¬B ∧A)).

This means that the former can be substituted with the latter to produce an equiv-
alent regularity (B ∨ (¬B ∧A)) ↔ E. However, in this logically equivalent vari-
ant, the inus cause is suddenly ¬B, and not B as is the case in the original ver-
sion (see Kim 1971). Identifying causes as (at least) inus conditions can produce
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results that vary significantly depending on how the complex circumstances are
described.

This problem indicates that if we analyze causes exclusively in terms of the
necessary and sufficient conditions, we cannot reliably identify the contributing
causal factors, which had been the original intent of Mackie’s project. However,
there is the possibility of adding further requirements to this approach that would
eliminate these problems (e.g. by introducing the temporal priority of certain fac-
tors or an explanatory function tied only to certain complex conditions, not their
logically equivalent variants).

The second problem, pointed out by Mackie himself, arises in connection with
a feature of regularity approaches noted in the previous section: Namely that
when we analyze the causes as an inus condition, we cannot distinguish the real
causes from cases in which certain phenomena are the effects of a single common
cause. Psillos (2009, 152) illustrates the general structure of these cases in the fol-
lowing way:

Assume that there are two effects, E1 and E2, whose common inus condi-
tion is C . For example, (CX or Y ) is a necessary and sufficient condition for E1,
whereas (CZ orW ) is a necessary and sufficient condition for E2. It follows that
the complex condition (E1 ∧ ¬ (Y ∧ Z)) is sufficient for E2, while the complex
condition ((E1 ∧ ¬ (Y ∧ Z)) ∨W ) is necessary and sufficient for E2. Thus, ac-
cording to the definition of an inus condition, E1 is an inus cause of E2.

As in the first problem, this case shows that analyzing causes as inus conditions
is insufficient. Nevertheless, it is possible to use the inus approach to discover
and identify causes. When thinking causally we usually draw on rich background
knowledge which does not restrict us to searching for factors that would be part
of complex conditions. Therefore, the concept of cause as (at least) an inus con-
dition can be used, along with other theoretical information, to search for and
identify the circumstances that led to the given events. Naturally, there may be
situations in which we are unable to identify the conditions that could (at least
hypothetically) represent the causes, no matter which other tools we bring into
play. However, none of the other approaches to causation avoid these problems
either.
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By way of conclusion, we may state that the concept of cause as an inus condi-
tion, when used in parallel with theoretical background knowledge, can be a valid
tool for analyzing the phenomena whose causal factors we are trying to uncover.

5.2.3 The counterfactual approach

The counterfactual approach to causation employs a concept of cause (of some
event) that can be defined using another, more basic concept – the concept of
counterfactual dependence. Like the regularity account, it is also a reductionist
approach. It views causes as factors responsible for differences in states of affairs
– in other words, as factors responsible for whether one or another state of affairs
obtains.

The terms “counterfactual” or “counterfactual statement” refer to statements
of the form “If C had been the case, then E would have been the case” or “If C
had not been the case, then E would not have been the case”. Thus, statements
such as “If I had struck the match, it would have lit” or “If the stone had not hit
the window, the window would not have broken” are examples of counterfactual
statements. In general, a counterfactual is a conditional statement describing how
the state of affairs would differ from the actual state if the condition expressed
in the sentence had been satisfied (assuming that the condition is not actually
satisfied).

One of the main proponents of the modern version of this approach was the
American philosopher David Lewis (1941–2001). Lewis analyzed causation in
terms of causal dependence. The latter is then defined using the concept of coun-
terfactual dependence (see Lewis 1986b, but also Lewis 1973).

The basic framework of Lewis’ theory of causation is provided by thinking
about “possible worlds”. In general, possible worlds can be viewed as theoretical
pendants of the logical possibilities that represent the ways in which the world
we live in could differ from the way it is. For Lewis, each of these possibilities
is physically just as real as the world we live in; however, his theory of causation
can be described without having to go into his theory of possible worlds in more
detail. Suffice it to say that we will be thinking about these possible worlds as
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various, mutually differing but logically consistent views of what the world could
look like. In other words, if two possible worlds differ in at least one fact (e.g.
in one world it is true that David Lewis is a philosopher, but in the other it is
false), or in at least one law of nature (e.g. in one world the speed of light c cannot
exceed300 000km/s, while in the other c > 300 000km/s), then the two possible
worlds are different.

The concept of possible worlds is key to Lewis’ counterfactual approach. Lewis
analyzes the truth conditions for counterfactuals by comparing our actual world
(its facts and laws) with other possible worlds. He assumes that possible worlds
can (in principle) be compared. Moreover, he believes that, in general, we can
list the features that make one of the possible worlds more similar to our actual
world than it is to other possible worlds. If one possible world is more similar to
our world than it is to other possible worlds, Lewis says it is closer to our world.
Let us illustrate these general theses using an example.

Imagine I am holding a box of matches in my hand but have no intention of
striking a match now or at any later moment. Assume I now declare, “If I had
struck this match, it would have lit”. Is this statement true? It appears to be.
Lewis would explain the truth of this counterfactual in the following way. Let us
denote our world using the symbol “@”. In @, the statement “I had struck this
match” is false. However, let us imagine a set of all the possible worldsA in which
that sentence is true. We will call them A-worlds. We can now define the truth
conditions for our counterfactual as follows:

The statement “If I had struck this match, it would have lit” is true
in the actual world @ if and only if those A-worlds in which the
statement “This match lit” is true are closer to @ than are thoseA-
worlds in which the statement “This match lit” is false.

To put it differently, the statement can be evaluated as true because those possible
worlds in which the statement’s condition is satisfied and in which the struck
match will light, are more similar to our actual world (and therefore closer to it)
than those worlds in which the condition is satisfied but struck matches do not
light.
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Generally, truth conditions for a counterfactual of the formA� E (“IfA
had occurred, then E would have occurred”) can be defined as follows:

The statement “A� E” is true in the actual world @ if and only
if those A-worlds in which E is true are closer to @ than those A-
worlds in which E is false.

These truth conditions for counterfactuals are an important part of Lewis’ coun-
terfactual theory of causality. The truth valuation of counterfactuals is a basic
step toward defining counterfactual (in)dependence. Let us now take a closer
look at the main components of Lewis’ approach (see Psillos 2002, 92–101).

Let’s assume we want to find out what the cause of event e was. According to
Lewis, causation is the relation between particular events. Therefore, the cause of
e will be a particular event ci. Counterfactual dependence, the concept of which
Lewis uses to define causation, is defined on statements (or propositions). In or-
der to move away from speaking about events and towards speaking about state-
ments, we need to introduce the labels “O (c)”, “O (e)” as the respective abbre-
viations of the statements “Event c occurred” and “Event e occurred”. Similarly,
“¬O (c)” and “¬O (e)” will be used to denote the statements “Event c did not
occur” and “Event e did not occur”.

We can now group the statements “O (c)” and “¬O (c)” into a single set
{
O (c),

¬O (c)
}

. Similarly, we group the statements “O (e)” and “¬O (e)” into another
set

{
O (e),¬O (e)

}
. We may define counterfactual dependence between these sets

as follows:

counterfactual dependence
A set of statements

{
O (c),¬O (c)

}
counterfactually depends on a set of

statements
{
O (e),¬O (e)

}
if and only if the counterfactualsO (c)�

O (e) and ¬O (c)� ¬O (e) are both true.

As we can see, this definition assumes that (i) we understand when counterfactual
statements are true and (ii) we know whether they are true. The second condition
is clearly far from trivial and in some cases, we may even doubt whether it is pos-
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sible to state exactly what the truth conditions are for the given counterfactual.
However, we shall not engage with these complications here.

Lewis then uses the concept of counterfactual dependence to define causal de-
pendence:

causal dependence
Event e causally depends on event c if and only if the set of statements{
O (e), ¬O (e)

}
counterfactually depends the on set of statements{

O (c), ¬O (c)
}

.

In other words, Lewis defines the causal dependence of events by means of the
counterfactual dependence of sets of statements that describe the occurrence of
these events. The causal dependence of one event on another is a sufficient con-
dition for causation. If it is true that e causally depends on c, then c is the cause of
e. However, causal dependence is not a necessary condition for causation.

Before completing his definition of causation, Lewis adds the definition of
a causal chain:

causal chain
The sequence of events ⟨c, d, e, . . .⟩ is a causal chain if and only if d
is causally dependent on c, e is causally dependent on d, etc.

Using all these concepts, Lewis formulates his definition of a cause as follows:

cause
Event c is the cause of event e if and only if there is a causal chain
leading from c to e.

The concept of cause as an event that grounds the counterfactual dependence of
the respective statements also plays a role in some theories of scientific explanation
(see e.g. Woodward 2003).

Let us look briefly at a particular kind of problem of which there are several
versions in the literature (early pre-emption, late pre-emption and the problem
of overdetermination – see Menzies 2017.)
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This problem involves a situation where a particular cause c1 of event e is not
the only (potential) cause of e that is present. More specifically, in addition to c1,
there is another cause c2 that leads to event e. Let us assume that it was in fact
c1, and not c2, that caused e. Nevertheless, it still holds that the fact that e oc-
curred does not counterfactually depend on the fact that c1 occurred. For even if
c1 had not occurred, e would still have occurred owing to the fact that c2 occurred.
Therefore, c1 cannot be identified as the cause of e using the counterfactual ap-
proach – much as we would like it to – because e was not causally dependent on
event c1.

As we have noted, there are several variants of this problem, which we shall not
deal with. In addition, the plausibility of the counterfactual approach to causa-
tion depends on the definition of truth conditions for the counterfactuals and on
testing the latter to establish whether they are true. Again, we refer the reader to
the existing literature (see Paul 2009, Menzies 2017 or Zeleňák 2008).

5.2.4 Probabilistic theories of causation

The starting point for probabilistic theories of causation is the idea that causal
thinking – thinking about the causes of the phenomena around us – is not lim-
ited to the deterministic notion of causation. Causes need not be the kind of
events that always (or necessarily) lead to effects of some type. The alternative
to this deterministic notion is the idea that causes are kinds of events (or their
instances) that increase or decrease the probability of some other kind of event
(or their instances) occurring. According to this approach, the causes are not the
factors that explain the difference between an event happening or not happen-
ing. They are the factors (conditions, circumstances) that are responsible for the
difference in the probability of an event (phenomenon) occurring or not occur-
ring. In general, probabilistic theories of causation view causes as kinds of events,
but in some versions (due to the way probability is interpreted), probabilities are
ascribed to particular instances of events. In our explanation, we shall limit our-
selves to attributing probabilities to kinds of events.
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Chance and the numerical expression of chance using the (concept of) proba-
bility lie in the background of the many processes and events that are the object of
empirical science. Hence, the idea that causation also relates to events that only
occur in a certain percentage of all cases fits with the role that probability plays in
research in several disciplines.

Probabilistic theories of causation have appeared in the work of a number of
philosophers – from Reichenbach’s The Direction of Time (see Reichenbach 1956)
and Good’s two-part paper “A Causal Calculus (i), (ii)” (see Good 1961a; 1961b) to
the work by Suppes (1970), Cartwright (1979) and Eells (1991). In this section, we
will outline a basic scheme of probabilistic causation which is common to a num-
ber of authors (with slight modifications).

Since the probabilistic approach to causation is based on a view in which causes
are seen as factors that increase or decrease the probability of a kind of event oc-
curring, we can start by defining a prima facie positive cause and a prima facie
negative cause (see Illari – Russo 2014, 79), which we will then amend later on:

prima facie positive cause
Event Ct is the prima facie positive cause of Et∗ if and only if

(a) t < t∗
(b) P (Ct) > 0

(c) P (Et∗ | Ct) > P (Et∗)

Condition (a) in this definition expresses the temporal direction of events that
are considered to be the causes of other events. The symbols “t” and “t∗” repre-
sent the moments in time (or intervals) in which the respective events take place.
Hence, the first condition expresses the fact that moment in time (interval) t pre-
cedes moment in time (interval) t∗. Condition (b) expresses the assumption that
the probability of a type C event occurring at time t is greater than zero. Finally,
condition (c) states that the probability of eventE occurring at t∗, supposing that
C took place at time t, is greater than the probability ofE occurring at time t∗. In
other words, the occurrence of the factor or event C that precedes the factor or
event E increases the probability of E occurring. This definition is the first step
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toward delineating the concept of positive cause. Before continuing, let us look
at the definition of a prima facie negative cause:

prima facie negative cause
Event Ct is the prima facie negative cause of Et∗ if and only if

(a) t < t∗

(b) P (Ct) > 0

(c) P (Et∗ | Ct) < P (Et∗)

The only difference between this and the previous definition lies in condition
(c). A negative cause is a factor or event C that precedes a factor or event E and
decreases the probability of it occurring (see Illari – Russo 2014, 77).

An increase or decrease in the probability of event E conditioned on event C
is not sufficient for defining the probabilistic concept of cause. Let us take a sim-
ple example: let E denote the occurrence of a storm and C the fall in the level of
mercury in a barometer. If the barometer is working normally, then the probabil-
ity of a storm occurring, given that the level of mercury has fallen, is greater than
the probability of a storm occurring without the mercury level having dropped.
Based on the definition of a prima facie positive cause, we would have to view
the decrease in the level of mercury in the barometer as the cause of the storm.
However, this would clearly be a mistake. Despite the correlation between the
storm and the decrease in the mercury level, the decrease is not the cause of the
storm. Both are the effects of a common cause – a drop in atmospheric pressure.
Moreover, in this case, both the relationship P (E | C ) > P (E) and the converse
relationship P (C | E) > P (C ) obtain. Thus, the occurrence of the storm in-
creases the probability of the level of mercury falling. We would not be willing to
accept, though, that the storm was the cause of the level of mercury dropping.

To avoid such issues, we need to distinguish between “false” factors of prob-
ability and real ones. We can complete our definitions of positive and negative
probabilistic cause using the following definition of screening-off (see e.g. Ku-
tach 2014, 106):
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screening-off
EventC screens off eventE2 from eventE1 if and only ifP (E1 | E2&C ) =
P (E1 | C ).

Equivalently, event C screens off event E2 from event E1 if and only if the oc-
currence ofE2 neither decreases nor increases the probability ofE1 occurring, as-
suming that C had occurred. Coming back to our example, we may say that the
decrease in atmospheric pressure (C ) screens off the decrease in the level of mer-
cury (E2 ) from the occurrence of the storm (E1). This is because the probability
of a storm occurring, assuming there was a drop in the atmospheric pressure, is
equal to the probability of a storm occurring based on the assumption that there
was a drop in the atmospheric pressure as well as a fall in the level of mercury.

Now that we have the concept of screening-off at our disposal, we can for-
mulate the following amended definitions of positive and negative probabilistic
cause:

positive cause
Event Ct is the prima facie positive cause of Et∗ if and only if

(a) t < t∗

(b) P (Ct) > 0

(c) P (Et∗ | Ct) > P (Et∗)

(d) There is no eventC∗t0 that precedesCt in time and screens off
Ct from Et∗.

Similarly:

negative cause
Event Ct is the prima facie negative cause of Et∗ if and only if

(a) t < t∗

(b) P (Ct) > 0

(c) P (Et∗ | Ct) < P (Et∗)
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(d) There is no eventC∗t0 that precedesCt in time and screens off
Ct from Et∗.

The concept of negative cause is a great advantage to theories of causation. In
disciplines such as medicine, pharmacology or psychology, researchers are partic-
ularly interested in ascertaining the role certain factors play in reducing certain
kinds of effects. For example, we might be interested in finding out whether elim-
inating excess fat from the diet diminishes the risk of diabetes or whether regular
exercise reduces the probability of cardiovascular disease.

Alas, there are also various problems with probabilistic approaches to causa-
tion. One is how the concept of probability is interpreted in the various defini-
tions. Some theorists work with the concept of probability as relative frequency
or with the notion of probability as the physical propensity of certain events to
produce certain outcomes. They view probability as an objective property of cer-
tain events (or collections of events) and so face the nontrivial question of how it is
possible to know the specific probabilities related to these events. Other theorists
use a subjective (Bayesian) interpretation. In these cases, probability expresses
the agent’s (scientist’s, medical professional’s etc.) degree of belief. Here, the fre-
quency with which a given probabilistic statement applies to cases may, but need
not be, taken into consideration. However, if probabilities correspond to the de-
gree of belief the agent has, can causation still be viewed as an objective feature of
processes taking place “out there”?

A similar problem occurs with respect to the relationship between types of
events and the probability of a particular event occurring. These and other issues
are debated among the proponents and critics of the probabilistic approaches to
defining the concept of causes. (For an overview of the current state of the theo-
ries, see Hitchcock 2018.)

5.2.5 Manipulationist accounts

Like the previous theories, manipulationist approaches to causation come in dif-
ferent varieties. There are two main versions: (a) the agency-based approach and
(b) the interventionist approach. Proponents of the first approach relate the key
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element of this approach – manipulability of some kind – to the agency of “free
agents” (see e.g. Collingwood 1940; von Wright 1971; Menzies – Price 1993). Typ-
ically, these theories anchor causation in the interventions performed by freely
acting humans on variables (conditions, circumstances), affecting the values of
other variables (conditions, circumstances). In what follows, we leave this an-
thropocentric approach to one side and focus on the theorists concerned with
the interventionist approach.

In the interventionist approach to manipulationism (e.g. Hausman – Wood-
ward 1999; Pearl 2000; Woodward 2003 and 2009), the concept of intervening
with variables is viewed more broadly. More specifically, a change in the values of
variables representing causally relevant factors is viewed as resulting from the type
of intervention. In general, the concept of intervention used by scholars such
as Woodward does not require a human agent (see below). Although these ap-
proaches differ in some of their theoretical assumptions, the idea that identifying
causes is about being able to subject certain conditions to controlled manipula-
tion and to being able to observe any consequent changes is something they share
in common.

To simplify this, if C is a factor or condition that can be changed, then C is
a cause of E (an event, a condition, the values of a variable) if and only if the
change in E is the result of manipulating (the values of) C . Using a simplified
example: Taking penicillin causes a patient (suffering from a streptococcal infec-
tion) to recover precisely because the patient’s recovery would be achieved by ad-
ministering penicillin.

The interventionist version of causation as manipulability is actually a variant
of the counterfactual approach. The key concepts of the interventionist version
– intervention and the manipulation of variables (their values) – are expressed
using counterfactual concepts.
C and E are best viewed as variables, the values of each of which are at least

two different events (states of affairs, quantities of a given magnitude). In our
simple example, variable C can represent either event c (taking the penicillin) or
¬c (not taking the penicillin). Similarly, variableE can represent event e (recover-
ing from a streptococcal infection withinndays) or¬e (the infection continuing).
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In the interventionist version of the manipulationist theory of causation, we can
identify C as the cause of E because intervention I on (the values of) variable C
would change the values (or state) of variable E. In other words, beginning from
the state in which the value of C is ¬c and the value of E is ¬e, it is possible to
achieve a state in which the value of E is e by changing the value of C from ¬c to
c by means of intervention I .

To generalize, let X and Y be two variables that range over x0, x1, . . . , xm and
y0, y1, . . . , yn, respectively, where xi and yi may represent numerical expressions of
the magnitudesX andY , or may be different events of typesX andY or different
states. X is then the cause of Y if and only if the changes in the values of Y are
(exclusively) due to the manipulation of the values ofX .

Moreover, interventionism holds that the relation between the variablesX and
Y is causal if and only if it remains invariant throughout a large number of inter-
ventions on the values ofX that influence the values ofY . Woodward, one of the
main proponents of the interventionist account, views an intervention as process
I for which it holds that:

1. the change in the value ofX must be exclusively the result of I

2. I must influence the value of Y only by changing the value ofX

3. I itself is not due to a cause that affects Y while circumventingX

4. I must be probabilistically independent of any causeY that does not lie on
a causal route connectingX to Y (see Woodward 2009, 247).

Note that the definition of an intervention by means of conditions 1 – 4 involves
causal concepts (corresponding to expressions such as “to be due to”, “cause”,
“causal route” etc.). Since this concept of intervention is also used in two other
definitions of this theory (see below), the manipulationist account does not pro-
vide a reductionist definition of cause. This reference to other causal concepts re-
lates to an issue we shall come back to at the end of this section – the question
whether such definitions of causes do not lead to a vicious circle.
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Nevertheless, let us first look at how the concept of intervention is used to de-
fine the concept of cause. Woodward presents the following definitions of direct
and contributing causes in his work (see Woodward 2003, Chapter 3; 2009, 250–
251):

direct cause
X is the direct cause ofY with respect to variable setV if and only if
there is a possible intervention I onX that changes Y (or the prob-
ability distribution of Y ), where all other variables in V besides X
and Y are held fixed at some value by additional interventions inde-
pendent of I .

The set of variables V represents other factors (variables), changes in which may
affect the values of Y . Therefore, if we want to say that variableX is the cause of
Y , we have to fix the values of these other variables at a particular value. In other
words, we control for the values of these other variables.

Apart from the concept of direct cause, we can also use the concept of con-
tributing cause:

contributing cause
X is a contributing cause of Y with respect to variable set V if and
only if

(i) there is a directed path from X to Y , i.e. a set of variables
Z1,. . . , Zn such that X is the direct cause of Z1, Z1 is the di-
rect cause of Z2, . . . , and Zn is the direct cause of Y

(ii) there is an intervention onX that affectsY when all other vari-
ables in V that are not on the path from X to Y are fixed at
a particular value.

Therefore, the definition of a contributing cause is linked to the concept of a di-
rect cause. More precisely, contributing causes can be identified within a sequence
of variables where the first variable is the direct cause of the second, the second
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variable is the direct cause of the third, . . . , and the next to last variable is the cause
of the last (see Woodward 2009, 250–251).

The manipulationist account also uses a concept of intervention that specifies
the (counterfactual) conditions describing what would have happened if we had
changed some other conditions. What kind of intervention could this be?

Woodward, and some other theorists, considered interventions that are (i) re-
alizable – such as the administering of a drug; (ii) hypothetical – i.e. they could
be realized but ethical, psychological or practical reasons may prevent us from
doing so, such as making a group of patients smoke cigarettes; or (iii) ideal – i.e.
they cannot be physically realized, but our best available scientific theories hold
that such interventions are in principle possible – such as modifying the orbit of
planet Jupiter (see Illari – Russo 2014, 104).

Critics of this approach have pointed out that the definition of the cause is
circular since it uses other causal concepts. They also note the difficulty of testing
counterfactual statements. With respect to the circularity issue, proponents of
interventionism argue that their goal is not to provide a reductionist definition.
Another response would be that the interventionist account of causation reveals
a nontrivial aspect of causation, although the latter cannot be defined without
reference to other causal concepts. As regards the issue of testing, theorists like
Woodward point out that the plausibility (or truth) of counterfactual statements
can be derived from the truth of other statements – such as those representing
laws of nature.

Again, for a deeper analysis of these problems, as well as potential responses to
them, the reader is referred to the work of Woodward (2003; 2009), Illari – Russo
(2014, Chapter 10) or Kutach (2014).

5.2.6 Using theories of causation

The theories of causation we have introduced here are by no means all that con-
temporary inquiry has to offer on the topic. Nevertheless, the approaches to cau-
sation selected provide us with some basic tools for analyzing causal statements in
science and beyond. Although all these approaches are problematic in some way,
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their concepts of cause can be meaningfully applied in various research contexts.
To some extent, the plurality of causal concepts reflects the fact that causation is
analyzed at different levels of reality within the various disciplines (e.g. at the level
of elementary particles, the level of medium sized objects, the level available to our
sensory observation), and different ontological and epistemological assumptions
apply to each of these levels.

Study questions

1. Define the concept of cause in terms of the regularity approach and pro-
vide at least one example of the issues faced in this approach.

2. How does J. Mackie define a cause in terms of inus conditions? Provide
an example from science or everyday life that satisfies this definition.

3. Define the concepts of counterfactual dependence and causal dependence.

4. Characterize the basic idea behind the probabilistic approach to causation.

5. What is the basic idea of the manipulationist approach to causation?



6 scientific explanation

Scientific theories are systems of testable (empirical) statements (and their mean-
ings) that systematize and generalize particular pieces of knowledge about a cer-
tain area. They thus express information that is sufficiently general to be used to
explain or predict (or retrodict, i.e. predict backwards in time) phenomena. In this
chapter, we shall deal with some of the philosophical approaches to ascertaining
which conditions information must satisfy for it to constitute a scientific explana-
tion. These are known as models of scientific explanation. They can be viewed as
ideal frameworks that enable us to reconstruct adequate scientific explanations.

We will use the terms “explanation” and “scientific explanation” to denote the
product or result of cognitive and communicative activity. We will be looking at
explanation as “an attempt to render understandable or intelligible some partic-
ular event (such as the 1986 accident at the Chernobyl nuclear facility) or some
general fact (such as the copper color of the moon during total eclipse) by appeal-
ing to other particular and/or general facts drawn from one or more branches of
empirical science” (Salmon et al. 1992, 8). Of course, there are also ordinary, extra-
scientific explanations that relate to areas of scientific knowledge. However, sci-
entific explanations, unlike ordinary ones, have to conform to higher standards.
For example, the information constituting a scientific explanation must in prin-
ciple be intersubjectively testable. The object of explanation, and the explanatory
factors, may be described in the language of a formal theory and involve a consid-
erable degree of abstraction or various idealizing assumptions. These and other
aspects are rarely present in extra-scientific explanations.

What follows will be limited to some of the main approaches to scientific ex-
planation. We will focus on approaches devoted to explaining singular, particular
phenomena. We refer readers who are interested in a more historical and sophis-
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ticated introduction to models of scientific explanation to Wesley Salmon’s still
unparalleled work, Four Decades of Scientific Explanation (see Salmon 1989).42

6.1 Models of scientific explanation

Particular models (or theories) of scientific explanation share certain structural
elements. They differ in the way these elements are characterized and in what is
required of them.

All models of scientific explanation, and hence all explicit reconstructions of
a scientific explanation based on a given model, comprise three basic elements:

(i) the explanandum = the object of explanation or its linguistic representa-
tion (a proposition)

(ii) the explanans = the factors that enable us to explain the explanandum (or
propositions which describe these factors)

(iii) the explanatory relation between the explanandum and the explanans; or,
a set of criteria applying to the explanandum and the explanans (and the
relation between them).

In terms of the kind of entities featured in the explananda of scientific explana-
tions, we can distinguish between those models of explanation (or particular ex-
planations) whose objects are singular (particular) events, states of affairs or sin-
gular facts, and those whose objects are types of events, laws, invariant relations
or simply regularities (of some kind). The methodological discussion of scien-
tific explanation in the latter half of the 20th century (see Hempel 1942; Hempel
– Oppenheim 1948) focused on explanations of particular events. Therefore, in
what follows, we will concentrate on the logico-methodological features of expla-
nations whose objects are particular events, states of affairs or singular facts.

42 Skow (2016b) and Woodward (2017) provide an excellent analysis of models of scientific expla-
nation. For analyses in Czech and Slovak, see Jastrzembská (2007; 2009) and Zeleňák (2008),
respectively.
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6.2 The deductive-nomological model of explanation

Modern methodological discussions of explanation emerged around a basic idea
which can be summed up as follows. An event (described in a certain way) can be
considered to have been adequately explained by a deductive argument whose
conclusion (the explanandum) describes the event to be explained and whose
premises (the explanans) include at least one (universal) law without which the
conclusion cannot be derived from the premises. This law has to be empirically
testable and true, as do the other, singular statements describing the relevant an-
tecedent conditions (or limiting conditions – i.e. conditions in which the law ap-
plies). Therefore in order to explain why event e took place or why phenomenon
p occurred, we have to present explanatory information that shows that event e
(phenomenon p) was (or had to be) expected given such-and-such a law and such-
and-such antecedent conditions. This approach to scientific explanation was first
systematically introduced by Hempel and Oppenheim (Hempel – Oppenheim
1948; Hempel 1965). The basic idea behind it found support among many others
(see Braithwaite 1953; Popper 2002; Nagel 1961). It is known as the deductive-
nomological model of explanation (“the d-n model”) or the covering-law model
or the subsumption model.43

Before delving further into the d-n model, we will give a simple example. Sup-
pose we want to explain why, at time t, flagpole F casts a shadow that is 13.33 m
long. An explanation of this singular fact according to the d-n model has the
following form:

(E1) Light rays travel from the Sun to the Earth in straight lines.
At time t, the light rays hit the surface of the Earth, and flagpole F ,
at an angle of 42°.

The height of flagpole F is 12 m.
13.33 (m) = 12 (m) ÷ tan(42◦)

At time t, flagpole F casts a shadow that is 13.33 m long.
43 The term “covering-law model” refers to two related models: the d-n model and the inductive-

statistical (i-s) model.
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The fact that the flagpole casts a shadow of a certain length is thus explained as
a logical consequence of testable premises (assumed to be true) that include a law
(of the propagation of light) without which it would not be possible to logically
derive the conclusion from the other premises.

The d-n model of explaining singular phenomena therefore assumes that: the
explanandum contains a statement (proposition) about the phenomenon to be
explained; the explanans contains (apart from any mathematical statements rele-
vant to the explanandum) empirically testable statements (propositions), at least
one of which is a law, and these statements are (accepted as) true (with the pos-
sible exception of the statement representing the law); and the relation between
the explanans and the explanandum is the relation of logical entailment. An ad-
ditional requirement, that avoids some of the problems pointed out by critics of
the d-nmodel, may be that all of the premises in the explanans have to be relevant
– at least in the sense that if any of the premises are removed, the argument would
become logically invalid.

The basic scheme of the d-n model of explanation has the following form:

(d-n model)
L1, . . . , Ln
C1, . . . , Cn
E

explanans

explanandum

whereE is a statement describing the phenomenon to be explained,L1,. . . ,Ln are
statements representing (universal) laws, andC1, . . . ,Cn are statements describing
antecedent conditions, i.e. the conditions (or corresponding magnitudes) under
which the laws apply. If we refer to the conjunction of the (relevant) laws L1,. . . ,
Ln asL and ifC denotes the conjunction of the (relevant) singular statementsC1,
. . . ,Cn about the antecedent conditions, then we can define scientific explanation
according to the d-n model as follows (see Hempel – Oppenheim 1948; Salmon
1989, 12–25; Weber et al. 2013, 2):
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(d-n explanation)
The statement (proposition) L ∧ C is an explanation of (singular)
phenomenon p described by singular statement E if and only if:

1. L is a strictly universal statement (proposition) representing
a (scientific) law (or a conjunction of laws) and C is a singu-
lar statement (proposition) or a conjunction of singular state-
ments representing antecedent conditions.

2. L ∧ C ⊨ E (i.e. E is a logical consequence of the conjunction
of L and C )

3. C ⊭ E (i.e. E cannot be deductively derived from C as such)

4. C is true (i.e. L ∧ C is confirmed)44

If the first three conditions are met, but the fourth is not, or if we do not know if
it is in fact met, then the argument is a potential explanation of phenomenon p.

The explanatory potential of scientific theories is implicitly captured in the first
three conditions. To explain the phenomenon described in the explanandum, it
is necessary to apply a suitable (scientific) law – an element of a scientific theory
that expresses a lawful regularity or an invariant relation between certain states or
magnitudes. Moreover, the third condition expresses not just that E cannot be
explained without lawL, but also thatE cannot be explained by aC that in itself
logically entails E.45

As mentioned above, we may also add a fifth condition guaranteeing that the
explanans will only contain premises relevant to the d-n explanation:

44 The four conditions are a slight modification of the conditions listed in Hempel – Oppenheim
(1948). However, both describe equivalent conditions.

45 For example, if C were identical to E (i.e. C = E), then it would be trivially true that C ⊨ E,
and (due to the monotonicity of logical entailment), for any (irrelevant) A, it would hold that
A ∧ C ⊨ E.
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5. The set of premises {L, C } must be relevant to E in the sense that remov-
ing any of the premises breaches condition 2, i.e. E would then not be
a deductive consequence of the explanans.46

This condition was not originally included in the d-nmodel, but given the objec-
tions to Hempel’s (and Oppenheim’s) original proposal, it is a welcome addition.
It guarantees that the set of premises are not only sufficient for the deductive en-
tailment of the explanandum, but are also minimally sufficient – i.e. no further
assumptions can be added to the explanatory premises that are not needed to de-
ductively derive the explanandum. In other words, due to this restriction, the
d-n explanation is a deductive argument that cannot be extended monotonically.

There were a number of objections to the original version of the d-n model
(as delineated by the first four conditions). We will discuss several of these and
subsequently describe situations in which it is methodologically meaningful to
use this model of explanation.

One of the objections is that it is possible to formulate an explanation of phe-
nomenon p without referring to scientific laws (see condition 1 above). In other
words, the requirements placed on a d-n explanation are not necessary for pro-
viding an adequate scientific explanation. Michael Scriven (1962) illustrated this
using the following example:

The fact that there is a stain on the carpet is explained by other sin-
gular facts, namely that my knee hit the table, causing the ink bottle
to be knocked over and spilling its contents onto the carpet.

We can therefore provide an explanation for a particular phenomenon (such as
the carpet stain), Scriven says, without referring to a scientific law or even formu-
lating the explanation as a deductive argument.47

46 Strictly speaking, this condition does not exclude all cases of irrelevance. This will become obvi-
ous below, in “hexed salt,” the traditional counterexample to the d-n model of explanation. We
shall see, however, that proponents of the d-n model can counter this problem by referring to
condition 1.

47 Scriven also thought the fact that Hempel (and Oppenheim) did not distinguish between pro-
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In defending the d-n model against this criticism, we might point out (à la
Hempel) that the singular statement “My knee hit the table, causing the ink bot-
tle to be knocked over” includes a reference to a cause. Moreover, the concept of
cause may require an analysis that cannot be explicitly formulated without using
a general causal statement (such as a causal law). According to Hempel, the expla-
nation proposed above can be characterized as an explanation sketch (i.e. a sketch
of an ideal explanation) that, when containing a general law, has all the features
of a d-n explanation.

Scriven’s objection and Hempel’s response can be viewed as relevant and cor-
rect if at least the following two conditions are met: (i) The object of explanation
(explanandum) is described (represented) as the object of scientific explanation;
and (ii) The concept of cause cannot be analyzed without a concept of universal
causality or a type of cause.

In explaining the carpet stain, we may reasonably doubt whether a scientific
explanation is actually required (first condition). If it is not, we might argue that
Scriven’s example is not really a relevant counterexample to the d-n model. Af-
ter all, its goal is, first and foremost, to represent scientific explanation. On the
other hand, we may also doubt whether all cases of singular causal statements
(i.e. statements of the form “Such-and-such a particular event c is the cause of
such-and-such a particular phenomenon e) can only be adequately analyzed us-
ing a general concept of cause in which the basic component of causation is a kind
of event or a type of cause. Such a concept of cause is expressed in statements of
the form “An event (cause) of kind C always (or in x% of cases) leads to an event
of kind E”. Therefore, we may allow, along with Scriven, that at least in some
cases of scientific explanation, an adequate and fully scientific explanation need
not refer to a universal (or statistical) causal law and have the form of a deductive
argument.

We may conclude our discussion of the first criticism of the D-N model thus:

viding an explanation and providing grounds for the explanation was a defect in the d-n model
(see Scriven 1962, 196–201). A similar idea underlies the current causal theory of explanation by
Bradford Skow (see his 2016a).
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Even though some “counterexamples” (commonly found in the literature) to the
d-n model are not relevant, it appears that satisfying the conditions of adequacy
of the d-n model is not a necessary condition for us to provide an adequate scien-
tific explanation – assuming that at least some singular causal expressions can be
adequately analyzed without reference to universal causal laws.

Let us now turn to criticism of the d-n model that comes from a different
direction. There are several examples that are intended to show that conditions
1–5 above are not sufficient for an adequate scientific explanation (see, e.g. Salmon
1989, 46–50). We will restrict ourselves to three different kinds of objections.

The first concerns (scientific) laws. Since one of the definitional conditions
of d-n explanations requires that statement (proposition) L express a scientific
law, we may ask whether we are, in principle, capable of telling when a universal
(true) statement is a lawlike statement, and when it is not. If there is no essential
difference between laws (of nature) and other (true) generalizations, or not one
we can identify, then there are bound to be difficulties meeting the first condition
of the d-n explanation. We may encounter arguments that prima facie satisfy all
the definitional conditions of the d-n explanation, but nonetheless cannot be
considered explanations.

However, we can also look at this objection from another standpoint. The def-
inition of d-n explanation seems merely to assume that certain kinds of laws are
used in the scientific disciplines. If that is so, then the relation between scientific
laws and the applicability of the d-n model can be expressed thus: If scientific
laws are available, then the d-n model is applicable (once certain requirements
are fulfilled). As several empirical disciplines really do have laws at their disposal,
the d-n model applies to them.

Of course, the fact that we lack a distinction between scientific laws and other
true generalizations indicates we may lack a correct (philosophical) theory of laws
(or the mechanisms underlying them). The criticism, then, is that this would
mean that arguments can be constructed that apparently satisfy the definition
of d-n explanation but that cannot be considered truly explanatory. We could
respond by saying that an argument that includes a true universal statement and
satisfies the other definitional criteria, but is not viewed as explanatory, can also
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be interpreted the other way round. That is, it can be seen as a challenge to the
critic’s assumption that the premises of the argument do contain a law. In other
words, the universal statement in the premises of such an argument might not in
fact represent a law of nature (or a social law).

A frequently cited example of this argument (see Salmon 1989, 50) is:

(E2) Any hexed sample of table salt will dissolve in water
(at room temperature).

This sample of hexed table salt was placed in water.

This sample of hexed table salt dissolved.

This argument is generally viewed as an example of a d-n argument that satis-
fies all the criteria of (the definition of) the d-n explanation but that is still not
considered an explanation. Therefore, it is seen as a correct and relevant coun-
terexample to the D-N model. However, accepting that a d-n explanation must
include a scientific law, it is difficult to see how this applies to the first premise –
regardless of whether we have a satisfactory theory of (natural or social) laws. Cer-
tainly, we believe that the d-n model of explanation could only benefit from an
adequate theory of laws. But it does not seem reasonable to make the d-n model
so dependent on a theory of laws as to make it inapplicable even in cases where
natural or social laws are clearly available.

Let us turn to two other types of objections. These are the problems of asymme-
try and irrelevance of the d-n model (see Salmon 1989, 46–50; Weber et al. 2013,
7–9; Woodward 2017, Section 2.5).

The problem of asymmetry can be illustrated using the following example. Sup-
pose we want to explain why flagpole F (in example E1 above) is 12 m tall. We
could formulate a d-n argument similar to the one in example (E1) above:
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(E3) Light rays travel from the Sun to the Earth in straight lines.
At time t, the light rays hit the surface of the Earth, and flagpole F ,
at an angle of 42°.

At time t, flagpole F casts a shadow that is 13.33 m long.
13.33 (m) × tan(42◦) = 12 (m)

The height of flagpole F is 12 m.

However, we would probably not consider (E3) to be a d-n type explanatory ar-
gument, even though it uses the relevant laws of physical optics to derive a con-
clusion that describes the object of explanation. Although some laws (appearing
in d-n arguments) enable us to symmetrically derive the value of whichever mag-
nitude from the values of other magnitudes (in our case, the length of the shadow
and the height of the flagpole can be derived from the same laws), the explanation
assumes a certain asymmetry between the magnitudes appearing in the given law.
In general, this assumption of explanatory asymmetry can be expressed using the
following thesis:

(EA) For allX ,Y it holds that: IfX is an explanation of whyY , thenY is not
an explanation of whyX .

If the thesis is true, then the information about the height of the flagpole and the
size of the angle of the incidence of the light rays upon Earth can be used to explain
the length of the flagpole’s shadow. However, it seems the same laws cannot be
used to explain the height of the flagpole – even though we have the requisite
information about the length of the shadow and the angle of the incidence of the
light rays.

Most explanation theorists think (EA) is true. If the thesis is indeed true, then
not all the laws that enable us to derive the (statements of the) explananda also
enable us to derive their explanation. This means that the definitional conditions
of the d-n model are not sufficient to identify explanatory arguments.

The problem of asymmetry does not show us that symmetrical laws are not use-
ful to explanations; it shows us that merely deriving the explanandum, by means
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of a symmetrical law and other relevant information in the premises of an argu-
ment, does not necessarily result in an explanation. One way of guaranteeing
the asymmetry of d-n arguments is the requirement that the singular statements
C appearing in a d-n argument must describe the causal conditions relevant to
the occurrence of phenomenon p that we are attempting to explain. Taking this
route enables us to avoid having to produce a number of counterexamples. But it
also eliminates somed-n arguments whose explanatory information is not purely
causal, but we would still consider them to be explanations. (Typical candidates
for non-causal d-n arguments are (some) explanations referring to the disposi-
tional properties, limitations or mathematical properties of certain empirical sys-
tems – see Lange 2017.)

The last objection to the d-n model is explanatory irrelevance. In general, ex-
planatory irrelevance refers to a situation in which the premises of a d-n argu-
ment contain at least one piece of information (a statement) that is irrelevant to
the object of explanation (i.e. to the explanandum). Argument (E2), noted above
in connection with the problem of distinguishing laws from other regularities, is
the standard argument used to illustrate explanatory irrelevance. We pointed out
above the key reason for not considering (E2) as an explanation, which is that
its premise which was supposed to play the role of a law is not in fact a law, and
so the argument as a whole does not satisfy the definitional condition of d-n ex-
planation. Does this, however, mean that the definition of d-n explanation is
immune to other cases of irrelevance? We cannot completely exclude the possi-
bility there may be more effective counterexamples, but we believe that condition
5 in the definition of the d-n explanation is capable of “filtering out” the known
counterexamples as well as potential ones.

The d-n model is quite evidently not the only correct model of scientific ex-
planation. Nevertheless, taking into account the problems discussed above and
their (partial) solutions, the d-n model can be considered a methodologically
functional model of the ideal reconstruction of a range of scientific explanations.
Questions regarding its application become relevant once we come to use a de-
terministic (universally valid) scientific law as a key element in a scientific theory
within a given discipline. The philosophical debates around the d-n model have
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also produced a host of examples that can be used to test alternative theories of
scientific explanation.

6.3 The inductive-statistical model

Some of the events (or kinds of events) that are the object of scientific explanation
are part of processes and mechanisms that are probabilistic in nature. In this con-
text, probability refers to either an objective property of an empirical system (such
as the probability of Polonium Po210 emitting an alpha particle) or the degree of
(our) epistemic uncertainty regarding our knowledge of a complex phenomenon
(for example, when trying to estimate the effect of a drug on patients with a par-
ticular disease).

In this section, we will introduce an alternative to the d-n model that charac-
terizes the explanans, the explanandum, as well as the explanatory relation with
reference to probability. We will be looking at Hempel’s inductive-statistical (i-s)
model of explanation (see Hempel 1962; 1965, 376–412).

Let us begin with an example. Suppose we are looking for a medical explana-
tion of the fact that persona, who was diagnosed with prostate cancer fifteen years
ago, has fully recovered and is now in good health. The explanation we are seek-
ing could include, for example, the information that men aged 49 and less who
were diagnosed with prostate cancer at the primary tumor stage, and underwent
a radical prostatectomy (the surgical removal of the entire prostate), have a 0.98
(i.e. 98%) probability of living for another 15 years.48 Person a was 46 years old
when the primary tumor was discovered and underwent radical prostatectomy,
so it was highly probable that he would live for (at least) another 15 years. The
scheme informing this example is known as the inductive-statistical (i-s) model
of explanation. The “father” was, again, Carl G. Hempel.

The i-s model shares two features with the d-n model: (i) an i-s explanation
has the form of an argument and (ii) the premises of an i-s explanation must con-
tain at least one (relevant) scientific law. Unliked-n explanations, i-s explanations

48 The exact value of the probability is not in fact known, but various studies suggest that it is high.
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are based on inductive inference and the law appearing in the premises takes the
form of a statistical statement (hypothesis). Let “F” denote the basic reference
class of objects having property F . We are interested in the probability of these
objects also having property G, denoted by the term “G”. Let “a” represent the
given object. “P (G | F ) = r” represents the probabilistic law (or hypothesis) that
the probability of any object having propertyG, assuming that it has property F ,
is equal to the real number r ∈ [0, 1]. Assuming that r > 0.5 (i.e. the probability
is greater than 0.5 or 50%), the basic scheme of the i-s model of explanation can
be expressed as follows:

(i-s model)
P(G | F ) = r
F (a)

G (a)
[r]

The i-s scheme thus represents an explanation of the explanandum (expressing
the fact that object a has property G) that uses an inductive argument. The ex-
planans in this argument expresses the information that object a has property F
(i.e. it is an element of basic reference classF ), and that the probability of any (ran-
dom) object having property G, assuming that it also has property F , is equal to
r, where r is greater than 0.5 (and, ideally, approaches 1, although it is never equal
to 1). Let us note that the number r occurs in both the first premise and adjacent
to the double horizontal line separating the premises of the i-s argument from
the conclusion. This means that the probability r expressed in the statistical law
(hypothesis) in an i-s argument transfers to the relation of inductive support con-
ferred onto the conclusion by the premises of this argument.

Typically, the premises appearing in an i-s explanation are more complex. Basic
reference class F is usually replaced by a more specific reference class – a class of
objects that have another property (or properties)H besides property F. In that
case, the scheme of i-s explanation is richer:
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(i-s model*)
P (G | F ∧H ) = r
F (a) ∧H (a)

G (a)
[r]

The example we began this section with could be reconstructed using this scheme
in the following way. Let “a” denote the person from our original example. “F”
will denote the property of being a man of 49 years or less suffering from primary-
stage prostate cancer. Let “H” denote the complex property (condition) of having
been diagnosed with prostate cancer at the primary-tumor stage and having un-
dergone radical prostatectomy. Finally, let “G” denote the property of living for
(at least) another 15 years after diagnosis. To explain, using the i-s model, why a
lived for another 15 years, we construct an argument that refers to the following
facts: (i) awas a man who was diagnosed with a prostate tumor before turning 50;
(ii) awas diagnosed in the primary stage and underwent a radical prostatectomy;
(iii) the probability of men living for another 15 years after being diagnosed is 0.98,
assuming they were diagnosed before turning 50, the tumor was a primary-stage
one and they underwent radical prostatectomy. Taken together, the premises of
this argument show that there was a high probability of the fact referred to in the
conclusion occurring (in our case, 0.98). Therefore, i-s explanations consist in
putting forward an argument whose premises demonstrate that the conclusion
(describing the object of explanation) was to be expected with a high probability.

The basic version of the inductive-statistic model of scientific explanation is
expressed in the following definition:

(i-s explanation)

1. L is a statement of the form P (G | F ) = r representing a (sci-
entific) statistical law (hypothesis) and C is a singular state-
ment or a conjunction of singular statements representing an-
tecedent conditions (e.g. of object a having property F ).

2. P (E | L ∧ C ) = r, where 0.5 < r < 1.
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3. C ⊭ E (E cannot be deductively derived from C alone).
4. L and C are confirmed.

However, the i-s model of scientific explanation as delineated above encounters
the problem of explanatory ambiguity (see Hempel 1965, 394–397). We can illus-
trate this using a slightly modified scenario from our previous example. Suppose
that apart from having been diagnosed with prostate cancer, person a had also
been diagnosed five years ago with an operable form of pancreatic cancer. Since
pancreatic cancer is an aggressive type of cancer that progresses quickly, the prob-
ability of a person living for another five years after diagnosis is only about 5%.49

Therefore, in our case, the probability of a person living for another fifteen years
after being diagnosed with prostate cancer, assuming that the same person had
also been diagnosed with pancreatic cancer five years ago, is only about 0.05. We
can now add the following information to the premises containing information
(i)–(iii) from the first scenario: (iv) person a had been diagnosed with an oper-
able form of pancreatic cancer five years ago; (v) a underwent pancreatic cancer
surgery followed by radiotherapy and/or chemotherapy; and (vi) the probabil-
ity that a person will live for another five years after being diagnosed with oper-
able pancreatic cancer, assuming they undergo surgery and radiotherapy and/or
chemotherapy, is (approximately) 0.05. The premises (i)–(vi) of the resulting ar-
gument make the conclusion of the original argument (i.e., person awill live for at
least 15 years after being diagnosed with prostate cancer) improbable – with a very
low probability of about 0.05. The same fact can be expressed by saying that the
probability of person a not living for another 15 years is very high: 1−0.05 = 0.95
or 95%.

Schematically, this argument can be expressed as follows:

(i-s model**)
P (¬G | F ∧H ∧ I ∧ J ) = r∗
F (a) ∧H (a) ∧ I (a) ∧ J (a)

¬G (a)
[r∗]

49 See e.g. Ondruš et al. (2006, 126).
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We have thus arrived at two inductive arguments whose premises are consistent,
i.e. the information in assumptions (i)–(vi) is all true, but that support two incon-
sistent conclusions. The first argument confers a high probability on the conclu-
sion that awill live for another 15 years after being diagnosed with prostate cancer,
while the second argument confers a high probability on the opposite conclusion
– that a will not live for another fifteen years after being diagnosed with the first
type of cancer.

Generally, the explanatory ambiguity of i-s explanation applies in cases where
there are (at least) two inductive arguments I1 and I2 whose premises are consis-
tent (i.e. if we merge the premises of both arguments, the resulting conjunction
will be consistent – all of the premises may be true at once), but the premises of
I1 support conclusionT with a great degree of probability, while the premises of
I2 support the logical opposite, i.e. ¬T , with a great degree of probability.

Hempel proposed to avoid this problem by adding the requirement of maxi-
mal specificity to the original definitional conditions (see Hempel 1965, 397–403).
This requirement concerns the statistical statement (law, hypothesis) appearing
in the explanans of an i-s explanation. It states the following condition:

If the knowledge base B available at time t when we seek an explana-
tion forG (a) includes the fact that a is an element of a narrower ref-
erence class F∗ that is a subclass of F , then Bmust also include the
statistical statement P (G | F∗) = r∗, r∗ = r (with the exception
of cases where the statistical statement is a theorem of probability
theory).

In other words, if we know (or believe) that basic reference class F can be nar-
rowed down to subclass F∗ that the object of our explanation is an element of,
and if it holds that P (G | F ) = r , r∗ = P (G | F∗), the premise P (G | F ) = r
cannot be used to i-s explain why G (a). Conversely, if P (G | F ) = r = r∗ =
P (G | F∗), then the premise P (G | F ) can be used (assuming the other condi-
tions are met) to probabilistically explainG (a).

This revised definition of I-S explanation thus adds another condition to the
original four:
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5. The statistical statement L (in the explanans) must meet the requirement
of maximal specificity.

However, let us return to our two scenarios involving cancer. If we apply the
requirement of maximal specificity to the case of the man diagnosed with two
forms of cancer at two different stages of his life, then the first i-s argument must
be eliminated as inadmissible (since it does not meet the requirement of maxi-
mal specificity). We are then left with the second argument. However, choosing
the second argument would infringe on the second definitional condition of i-s
explanation – namely, that the probability in the statistical hypothesis (and there-
fore also the probability conferred on the conclusion) should be greater than 0.5.
The premises of the second argument confer a (very) low probability on the con-
clusion that person a has (so far) lived for 15 years since being diagnosed with
prostate cancer. Therefore, in our example, the requirement of maximal speci-
ficity is not enough to ensure that an inductive argument with premises (i)–(vi)
can explain this fact.

To summarize, the requirement of maximal specificity can “filter out” i-s ar-
guments that are cases of explanatory ambiguity. However, only some of the argu-
ments selected using this requirement are indeed i-s explanations. More specifi-
cally, these are arguments in which probability value r in the statistical hypotheses
(which also expresses the probability of the relation between the premises and the
conclusion) is greater than 0.5 (or 50%) This means that phenomena that occur
with a probability lower than 0.5 cannot be explained using the i-s model.

6.4 Causal models

So far, we have not explicitly touched on the question of the relation between the
explanation of why event e (phenomenon p) occurred and the causes of the event
(phenomenon). In the d-n and i-smodels the explanation (or, more precisely, its
explicit reconstruction) is viewed as an argument where the explanatory potential
of the explanans is represented by a law. Both models allow the law featured
in the explanans to express a certain causal relation. However, as we have seen,
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none of the models requires a causal law as the necessary condition for adequate
explanation. In other words, a proponent of the d-n (or i-s) model may accept
the thesis (see Hempel 1965; Psillos 2002, 222–226):

(C-DN) All causal explanations are d-n explanations.

Typically, however, they would not accept the thesis:

(DN-C) All d-n explanations are causal explanations.

Although the d-n and i-s models are consistent with a causal interpretation of
explanation, there are also models that are programmatic in that interpretation.
These are generally causal models of explanation and share the following assump-
tion:

(CE) To explain why a particular event e (or a particular phenomenon or fact)
occurred we have to refer to its (partial or complete) cause c.50

The various causal approaches to explanation differ not only in the concept of
cause used, but also in the other assumptions and criteria that apply to the com-
ponents of causal explanation.51 Thus, some approaches view causes in terms of

50 We have formulated the ce thesis as generally as possible so that it covers a range of causal theo-
ries of explanation. Of course, theorists differ in the criteria placed on the components of causal
explanation. See, e.g. Salmon (1984); Lewis (1986a); Woodward 2003; Strevens (2008); as well as
Skow (2016a). In this book we do not engage with the often-made distinction between theorists
who think that all explanations of particular events (phenomena) are causal explanations, and
those who focus on causal explanations in their own theories but allow for non-causal explana-
tions of particular events. The difference between the first and the second group of approaches
lies in the distinction between causal theories of explanation and theories of causal explanation.
See, e.g. Skow (2016b). Jastrzembská (2009) refers to the first group, of which she is a proponent,
as “causal chauvinism”.

51 For example, Strevens (2008, Chapter 2) distinguishes between one-factor causal theories, which
admit any element that exerts some causal influence on eventu as part of its explanation, and two-
factor theories (including his own), which, apart from causal influence, also refer to a suitable
relation of explanatory relevance that selects only those causal influences that are relevant to the
explanation.
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counterfactual dependence, while others see them in terms of probabilistic causa-
tion, causal processes and interactions, or the manipulationist view of causation.
There are also models that are not tied to a particular theory of causation.

To illustrate the plurality of causal models of explanation, let us briefly intro-
duce three approaches.

In his earlier work, Wesley Salmon considered the relation of statistical rele-
vance (sr) to be explanatory (see Salmon 1971), but he later turned to the model
of causal mechanisms (cm), in which he characterized causal (or etiological) ex-
planation as one which

“[...] involves the placing of the explanandum in a causal network
consisting of relevant causal interactions that occurred previously
and suitable causal processes that connect them to the fact-to-be-
explained. [. . . ] Etiological explanations [. . . ] explain a given fact by
showing how it came to be as a result of antecedent events, processes,
and conditions.” (Salmon 1984, 269)

Salmon considers a process to be causal if it can (continuously) transmit energy,
information or causal influence – generally what he calls a mark – in space and
time. (Examples of causal processes are the transmission of sound waves with
a certain frequency through space-time, the flight of a ball along a trajectory with
a given momentum, and a window that conserves, in space-time, certain physical
properties related to its structure etc.) If two causal processes intersect at a certain
point in space and time and this intersection changes (some of) their properties,
we say there has been a causal interaction (see Salmon 1984, 146 and 170–171).52

For example, using Salmon’s simple example (see Salmon 1984, 178), the explana-
tion of why the window broke would include information about a baseball bat
hitting a ball (a causal interaction), which led to the ball changing its trajectory
and momentum (a causal process), and eventually hitting the window (another
causal interaction), thus breaking it (i.e. changing some of the window’s proper-
ties).
52 For more on Salmon’s model of causal mechanisms and a critique of it, see Weber et al. (2013,

Section 1.6), Woodward (2017, Section 4) and Zeleňák (2008, Section 6.2).
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David Lewis formulated an alternative approach to causal explanation. Cen-
tral to his account is the idea that

“to explain an event is to provide some information about its causal
history.” (Lewis 1986a, 217)

The information provided by an explanation can include either (a) one of the
causes from the causal history of the given event, or (b) several of the causes of this
event. In the latter case, the individual causes can be (b.1) events that are more or
less simultaneous and causally independent of each other, together causing the ex-
planandum event, or (b.2) a causal chain of events, in which the first is the cause of
the second, the second is the cause of the third etc., with the explanandum event
at the end of the chain, or (b.3) a complex branching structure of events (see Lewis
1986a, 219). Explanatory information thus comes in various forms and levels of
complexity. If we had information about the entire causal history of an event, we
would also have a complete explanation. However, Lewis thinks this is probably
an unattainable goal. Our inability to provide a complete explanation does not
particularly worry him though, since we are typically only interested in the imme-
diate or partial causes when explaining events. For example, when explaining why
a car went off the road and hit a tree, the information that the road was covered
in ice and the car skidded would be explanatorily sufficient. Naturally, if we add
the information that the driver was driving under the influence (e.g. of alcohol),
a more complex causal explanation will result.

Woodward’s manipulationist account (see Woodward 2003) is another model
of causal explanation. It is a complex theory of causal explanation that relies on
the (causal) concepts of intervention, variables, manipulation, counterfactual de-
pendence and invariance. Due to space constraints, we cannot deal with Wood-
ward’s model in any detail, but we will provide a general description.

According to Woodward, a causal explanation is obtained by identifying the
factors or conditions in which a change leads to another change and that change
is the object of the explanation (see Woodward 2003, 10). More precisely,

“[T]he explanation must enable us to see what sort of difference it
would have made for the explanandum if the factors cited in the
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explanans had been different in various possible ways. We can also
think of this as information about a pattern of counterfactual de-
pendence between explanans and explanandum [. . . ]” (Woodward
2003, 11)

Causal explanation thus refers to conditions that can be represented as variables
(of some type). Take the simplest possible schematic scenario. Let variable X
represent the conditions or factors referred to in the explanans. In our scenario,
X ranges over two different values, x1 and x2. Let Y represent the conditions
appearing in the explanandum; Y will also range over two different values, y1 and
y2. Let I represent an intervention onX . Suppose that Y currently has the value
y1, i.e. Y = y1, and we ask why that is so. A causal explanation of the fact that
Y = y1 would include the following information: (i)X = x1; (ii) if intervention I
changed the value ofX = x1 toX = x2, then the value ofY = y1 would change to
valueY = y2; (iii) the other conditions are constant; and (iv) the relation between
X and Y (between the changes in their values) is invariant (relative to a set of
interventions). According to the manipulationist account a state of affairs can be
explained by providing information about the factors in which a change would
lead (assuming that the other conditions remain unchanged) to a change in the
state of affairs being explained.

The three models of causal explanation discussed above share assumption (CE)
as their common theoretical starting point. They differ, first and foremost, in the
criteria applied to the causes, their identification and their relation to the explanan-
dum. Moreover, all approaches allow not only for a strict, deterministic relation
between cause and effect, but also for the probabilistic version. Therefore, they are
also applicable in contexts that have been the traditional domain of probabilistic
models of explanation (i.e. the i-s and sr models). An additional advantage of
causal approaches lies in the fact that the asymmetry between the explanans and
explanandum is inherent to their apparatus, since the causal relation is itself asym-
metric (i.e. if c is the cause of e, then it is not true that e is the cause if c). These
models thus avoid one of the main issues facing the d-n model of explanation.
Causal models also eliminate the problem of causally irrelevant factors, noted in
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our discussion of d-n explanation. Such factors by definition cannot be part of
the explanatory information involved in a causal explanation.53

Causal approaches thus represent a relatively straightforward solution to most
of the problems with the previous models of explanation discussed above. In
some causal models (such as Lewis’), the explanation of an event may include less
information than would be required by thed-n (or i-s or sr) model, since a causal
explanation may also refer to a partial cause, while the d-n model requires infor-
mation on the (causally) sufficient conditions (i.e. on the complete cause). On the
other hand, in the manipulationist account (Woodward 2003), the explanatory
information is richer than that required in the d-n model, as in addition to the
information on the actual state (conditions), it has to contain modal information
about other possible states (conditions).

6.5 Concluding remarks

Our brief and selective account of some of the main models shows that a sci-
entific explanation of a particular phenomenon p may lie within the theoretical
context it is part of, represented by suitable laws (universal or statistic), or refer
to the factors that represent the (partial or complete) cause of the phenomenon.
Whether a model can potentially be applied to a given case largely depends on the
specific conditions of the theoretical context of the explanandum. For example, if
phenomenon p belongs to the domain of a theoretically developed discipline and
a (sufficiently abstract) description of phenomenon p allows us to subsume it un-
der the relevant law, then the d-n model may serve as a natural framework for
explaining p. On the other hand, if the object of explanation is a phenomenon p
that is described in detail and we can identify its causes using a causal model with-
out referring to a universal or probabilistic law, then a causal explanation will be
suitable.

53 However, as Strevens (2008) points out, not all causally relevant factors of event e are explana-
torily relevant. Therefore, a model of causal explanation should select only the minimally suffi-
cient subset of causal factors that have explanatory relevance.
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Issues of scientific explanation and its adequate reconstruction, using certain
theoretical models, remain a matter of lively debate. We refer the reader to other
work that discusses the unification model (see Friedman 1974; Kitcher 1989), the
deductive-nomological model of probabilistic explanation (see Railton 1978) and
the pragmatic approach to explanation (see van Fraassen 1980).

Study questions

1. Briefly characterize how a particular event can be explained using the d-n
model.

2. Pick at least one standard counterexample to the d-n model and briefly
characterize it.

3. What constitutes an i-s explanation?

4. State the basic assumption common to a range of causal models of expla-
nation.
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