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®annunr YKyB gactypu Onuil Ba ¥pTa Maxcyc, Kach — XyHap TabJIUMU YKYB

ycnyouid oupnammManapu daoaustuan MyBoduknamtupyBun Kenrammmunr 2012

nnn «25» 12 marm «4» - con Maxuc 0aéHu OMIIaH MabKyJUTaHTaH.
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yenyouit Kenrammaa taBcus kwimarad. (2012 imn «29» 03 maru «4» conmm

O0aéHHOMA).



Knpuill

5311000 — «TexHomoruk >xkapaHiap Ba HMIUIA0 YMKAPUIIHU ABTOMATJIAIITHPHII Ba
Oomkapuir» (TapMoOKiap Oyiinda) WyHamumu — Oyiuva OakajnaBpiapHH Tauépnam YKyB
pekacuia « Xuco0an ycyJlapuHy adropuTMIIa YKyB paHu yMmyMmkacOuit ¢panmap TypKyMura
KUPUTHIITAH.

«Xucobnamn ycylIapuHH  ITOpUTMIanDy (GaHugaH Xap Xuil CcUH(GIArd MaTeMaTHK
MacallaJJapHUHT TaKpuOWH EYMMIIAPUHMHI aJITOPUTMIIADUHM Ha3zapuil acocjaml, KypuIl Ba
aMaJijia KyJujlalm Macajlajlapy YpraHuiaiau.

YKyB (paHMHHHI MaKcaau Ba Basupajiapu

VKyB haHMHHHT MaKcaay — TaXpuOa iyIM GUIaH TYILIAHIAH HATHXKANAPHU KaiTa MIILIALL,
anreOpauk, auddepeHnMan Ba HHTErpajd TEHIJaMalapHU TAaKpuOMHi €4YMMHUHM TONMIIIA
QITOPUTMJIAPHU  TY3WII  Y4yH  MaHTUKMA  (QUKpiam  KOOWIMSATHHM  Tajabamapra
HIaKJUTAHTUPUIILIAH uOopar.

VkyB banuuunr Basudacu — TanabanapHu Taxpuba OpKaId OTHHIAH HATHKATAPHU KaiiTa
uian, anredpauk, tuddepeHan Ba UHTerpal TeHriaaMalapHu TaKpuOuii eUUMUHM TOMMIIIA
ITOPUTMIIAPHH TY3HII YIYH MabKyJl BapUaHTIAPHU TaHJAIITA YpraTUllgan noopar.

®an 0yiinua TanadanapHUHT OMJIMM, KYHHKMA Ba MAJaKacura Kyinjiaaurad
Tajadaap

«XucoOnam ycy/ulapuHM ajaropuTMIIanD YKyB (paHUHU Y3NIAIITUPUII jKapaéHUAa amalra

OLIMPUIIAJUTaH Macauaiap Joupacuja Oakanasp:

— anrebpa, auddepeHnnan Ba MHTErpajd TEHIJaMaJapuHU €YMMHUHHU TOIUIIJIA TaKpHOuit

€4MM yCYIUIapHU XaKuoa macaeeypza 32a 0yaumu,

— MaTpulla Ba JIeTepMHUHAHT, Iud¢epeHIan Ba HWHTErpajl TEHIJIaMaJlapHUHT XYCYCHil

€UYMMJIAPUHU OJIMII YCYJUIAPUHU Ounuuiu;

— MYCTaKWJI paBUILJa TAKPUOUN edrMIIap alroOpUTMIIApUHU Ty3a OJIUII KYHUKMAAapuza 32a

Oynuwiu Kepax.

K¥yitunran Basudanap yxum xkapa€Huja tanmabajgapHU Mabpys3a, JlabopaTtopusi Ba amaiuil
MalFyaoTaapaa ¢Gaoyl MIITUPOK ITUIIH, aJadUETIap OMIaH UILIAIN OMIaH amalira OIIMpUIaIu.

@aHHUHT YKYB pexajaaru oomka ¢ganap 0uian y3apo 00FIMKJINTY Ba YCJAYOHid ;KUXaTAaH
Y3BHI KeTMa-KeTJIUlru

«XucoOmanl ycyJsIlapuHU alNropuTmiianny (GaHu MyTaxacCUCIUK (aHu XucoOsianuoO, 3-
ceMecTpia YKuTHiaanu. JlacTypHHM aMaira OMIMPHUII YKYB peXacuaa pexalallTHPUIraH
«upopmatuka Ba axOopoT TexHojdorusiaapu» Ba «Onuit MaremaTtuka» (pannapunaH erapiu
OmIMM Ba KYHUKManapra sra Oynum tainald sTHIIaau.

@aHHUHT MIIA0 YUKAPHUILIATH YPHU

Kumé canoatn kopxoHajapuJa Ba WIMHN TEKIIMPHUII WHCTUTYTIAPUAA TYPIH XUCOO
WIUIAPHHA aMalira OUIMPHUIIAA XUCOONAl YCy/UIapuHU anropuTMiamiias ¢oigananud, uiuiad
YUKAPUIIT YHYMIOPJIUTH Ba MapaJOpJIMTHHHM OmHMpUIl OVinda onud OopuiaéTran umuiap
YMYMUN XQ)KMHUHT aHUYarMHAa KUCMHHHU TaIIKWT KUJIaIH.

HlyHuHr yyyH XaM XwucoOnaml yCY/UIapWHU alNTOPUTMIIAIIHM YPTaHWINTa aloXuiaa
tanabnap Kyinnaau. AHUKCa Mypakkab cucreManap (paonusITHHA TaxXJ i KUJIUIIIA XucoOanl
yCyJUIApWHHU alropuTMiamaal KeHr d¢oinananuamoraa. Lllyauar yuyn ymOy ¢an acocuit



UXTUCOCTHMK (paHu XucoOMaHMO, TEXHOJOTHK >KapaéHJIIApHUHT axpaimac OYruHM cudaruaa
Kapanaju.

@DaHHU YKUTHIIIA 3aMOHABHUI aX00POT BA MeJOrOrHK TEXHOJIOTUsLJIap

TanabanapHuHr xucoOiam ycyJajgapyuHy alroputviam (GaHuHU Y3NMalTHPULILIApH YIYH
VKUTHITHUHT WJIFOP Ba 3aMOHABHH yCyJulapuaaH (onIamaHMI, SHI'M UHPOPMAUOH-TIEIarOTHK
TEXHOJIOTUSUTAPHU TaA0UK KWJIMII MyXUM axamustra sraaup. @anHu Y3namTupuiga Aapciivk,
VKyB Ba yCIyOWi KyJIjaHMmanap, Mabpy3a MaTHIApH, TapKaTMa MaTepuasuiap, 3JIEKTPOH
MaTepuauiap, BUPTyal CTeHAJap XaMJa HaMyHajap Ba MakeTiapAaH QoiiJanaHuinaam.
Masbpy3a, amanuii Ba JsabopaTtopusi Japciapujia MOC paBHUINJArd WIFOP MEJaroruk
TeXHOJorusapAan (oiaanaHuiagm.

AcocHil KHCM
MdaHHVHT HA3apUii MAIIFYJI0TJIapH Ma3MYHH

Wnmuii noutapHUHT caMapaJopiIMTMHU OLIMPUIIJIAa MAaTeMaTUK yCYJUIapHU Ba MaTeMaTHK
MOJIE€JUTALITUPULIHY KyJUTall.

MaremaTHK TaBcu() TEHIIIaMAIAPUHUHT €YU YCYIUIApH:

Anrebpauk Ba TpPaHLEHIECHT TEHIJIaMaJlapHU TYFpPHU Ba UTEpals ycyiulapud OWIaH €4MIn
YCYJUIApUHU ~ QITOPUTMIIApUHU  Ty3ull. (AsreOpauk Ba TpaHUEHAEGHT TEHIVIaMaJapHU
WIAU3NApUHKA axpaTuil. TeHr spmura 6ymum ycynu. Barapnap ycynu. Hetoton yeynu. Kymma
ycyin. Uteparust ycymm).

AnreOpauk Ba TpaHLEHAEHT TEHIJIamajap CUCTEMAallapyHU TYFpU Ba UTepalus ycyiaapu
Owran eunmn ycymwiapuau anroputmiiam (I"aycc ycymu. Urepanumon (SkoOu Ba 3aiigen)
ycyiutapu). Mteparus ycylaapuHUHT SKUMHJIAIIUII JKapaéHy mapTiaapuHu ypranum. CrainuoHap
UTEPALKOH YCYJUIAPUHUHT SIKUHJIAINII )KapaéHUHU eTapiy Ba 3apypuil mapTiapu.

Wutepnonsiuus  ycyulapuHu  agroputmiam.  AnreOpamk  Kyn  xaanmap  OuiaH
MHTEPIOJSIIMSIIAN. SKUHIAINII KapaéHu MapTIapyUHH YpraHUILL.

Juddepenunan TeHrnamMasapHi TaKpUOUi eyuMIIapUHU aHUKJIaMl. Ditnep ycyiu.

WNHuTterpan TeHrnamMalapHUHT TakpuOui euumiapu. TYpTOypuak Ba Tpamerus ycCyJlapH.
CumncoH ¢gopmynacu.

Taxxpuba HaTHXKaTapUHU KaiiTa niuian. DHr KHYUK KBaJpatTiap yCYiH.

Houunsukiau TeHrinaManapHu TakpuOuil equmiapu.

AMaJIMii MalIFyJIOTJIap Ma3MYHH, YJIAPHH TAIIKHJ 3THII Oyiin4a KypcaTMa Ba TaBCHSLJIap

Amanuii MamFynoTiapiaa Tajgabanap mMabpysajapAa YpraHuiraH Hazapuil OMIMMIIapUHU
OolinTamuiaap Ba MyCTaxKamiiahauiaap. AMamuii MalFyJoTIapHU KyHUJardn Map3ynapia ojuo
OOpHUIIT TaBCHS STHIIAIN:

Anre6pavk Ba TpaHLEHIEHT TEHIJIaMallapHH €YMMHMHM TYFpU Ba MTEpalMOH YCyJuiap
OWJIaH OJIMIIL

AnrebGpauk Ba TpaHIIEHIEHT TeHIIamMalap cuctemMacuuu ['aycc ycynuaa equml.

WuTerpan tenrnamanapad CUMIICOH yCYIH/ia €UHIL.

Taxxpuba Hatmxanapuau HerotoH Ba Jlorpanx ycynu OuiaH WHTEPHOSIUSIIALI.

Taxxpuba HaTH>KaTApUHU SHT KWYMK KBaJpaTiap yCyiau OUIaH armpoKCUMaIMsIanl.

Hounsukiau sMnupuk OOFIUKINKIAPHU TY3HIL.

AManuii MalFyJIoOTJIapHM TaIIKWJI ASTHIN Oyitmua kadeapa mnpodeccop-YKUTyBUUIaApH
TOMOHHUJAH KypcaTMa Ba TaBCHsJIAp HILIA0 YMKWJIAAW. YHAA Tajgabamap acocuil Mmabpysa
MaB3ynapu Oyiinya onraH OWIMM Ba KYHUKMaJapHHU aMaldid Macajlajiap eyl OpKajli sHaza
ooiintanunap. lyHuHTIEK, AapcauK Ba YKYB KYJUIaHMajap acocujaa Tanabanap OMIMMIIapuHU
MycCTaxKamJjalra SpuIIMII, TapKaTMa MaTepuamiapiaH (oiJalaHull, WIMHA Makojaiap Ba



TE3UCIApHU YOI S3TUII OpKAIM OWJIMMHHM OILIMPUII, Macajajap €4uil, MaB3ynap Oyiunua
Kypramaiau KypoJuiap Tailépiaii Ba 60IIKanap TaBCUs STUIIAIH.

JlaGopaTropusi HIIVIAPH Ma3MYHH, YJIAPHU TAIIKWI 3THII O0YiHiH4a KypcaTMasiap

JlaGoparopus unuiapu Tanadanapaa XucoOnai yCyJUIapUuHUA alrOpUTMIIALTHUHT KyJLIall
Ba YJIApHHUHT aTpodiirya TaxJ 1M KWINI OYiinya aMainii KYHHKMa Ba MajaKa XOCHJI KHJIa Iu.
JlaGoparopus WILTAPUHUHT TaBCHS 3TUJIAJUTaH MaB3yJIapHu:
1. AnreOpauk Ba TPaHCEHIICHT TEHTIAMaJIApHU OJUIUI UTEpalus XaM/a BaTapiap ycyiu Ouian
CYMIIL.
Opnnuit urepanus ycynu OuiIaH YU3UKIN OYIMaraH TeHTiamMaaap CHCTEMAaCHHU YU
HetoToH ycynu O6unan anreOpank Ba TPaHCUEHACHT TEHIJIaMaJlapHU TaKpUOUil euul.
Umsukm anreOpank TEHIIaManap CUCTEMACUHU OJINI UTepalus yCyIu OUIIaH euuIll.
Yusukiayn anredpank TeHriaManap CUCTEMACHHY 3€IeTb yCyu OUIaH 4uIn

agblrwn

MyCTaKI/III HIIHUA TAHIKWJI 3 TUINHHHT HIAKJIX BA MasSMYHHA

Tanaba MycTakui UIIHU Ta€pramga MyailsiH (aHHUHT XyCYCHSTIapUHHI XUCOOTa OJraH
X0J1/1a Kyduaaru maxkuiapad (oiananuiim TaBcus dTUIau:
- JTapclUK Ba YKYyB KyJUIaHMamap Oyiinya ganiapHUHT 0001apy Ba MaB3yJIapuHH YPraHUIII,
- TapkKaTMa mMarepuaiap 6yiuda Mabpy3anap KUICMUHHU Y3JaIITHPULL,
- aBTOMATJIAITHPHWITAH YpraTyBYH Ba HAa30paT KWJIyBYM TU3UMIIAp OWJIaH WIILIALI;
- Maxcyc afgabuérnap 6yitnua gannap 6ynumiaapu k1 MaB3yJapy yCTHAA UILLIALI;
- SIHTH TEeXHUKAJAPHH, alapaTypaiapHH, )kapaéH Ba TEXHOJIOTHUSIIAPHH Y PraHHIIL;
- TajabaJapHUHT YKYB — WIMMHA - TAAKUKOT HIUIAPUHM Oakapuin OuiaH OOFNMK OYirax
¢dannap OynuMiIapyu Ba MaB3yJlapHU YyKyp YpraHHILL;
- (haon Ba MyaMMOJIU YKUTHUII ycayOunaH GoiiaanaHuaanrad YKyB MalFyJloTiIapu;
- MacogaBuil (IMCTAHIIMOH) TabIUM.
TaBcus aTUIAETraH MyCTaKWI HIUTAPHUHT MaB3yJapu:

SxynTiaan XaToJMKIAPUHHAHT TYTUIAHUIIN.

Anrebpauk TeHIJIamajaap CUCTEeMacHHU euuInjaa ['aycc ycyanHu Kyiam mapTiapy.

Juddepennunan TeHrnaMagapHu Agamc ycyau OuiiaH equnl.

bupunun TapTiOam nuddepeHman TeHriaMagapHu TaKpuOMii MHTerpajuIall ycyau OuiiaH
€YHII.

MaiiioH Ba XaXXMJIapHU Kappajiy MHTerpai épaaMuia Xucoomarl.

NHTepronsmus XaTonuKiIapH.

Anmnpokcumanys ycyJuiapu Ba ME30HJIapH.

JlacTypHUHT HHPOPMALHMOH-YCJIYOMi TABMUHOTH

Maskyp daHHu YKUTHII Kapa€HUAa TAbJIUMHUHT 3aMOHABUI METO/AJIapH, MeI0TOTUK Ba
ax00pOT-KOMMYHHUKALIUS TEXHOJIOTHSIApU KYJUTAHWIIMIIN Ha3apaa TYTUJIraH:

- XucoOuyanl yCy/UIapUHU QJITOPUTMIIAIIHUHT Ha3apuil acociapu OYIMMHUra TEeTUILIN
Mabpy3a JAapciaapuia 3aMOHABHM KOMIIIOTEp TEXHOJIOTHsUIapU €EpAaMHuAa INPE3CHTAalUOH Ba
JNEKTPOH-INJAKTUK TEXHOIOTUSIIAPH;

- XUcoOnam ycyJJlapuHH alNTOpUTMIIAIIHUHT Oyinua YTKa3WIagurad amMaiaui
MAaIFylIoTiIapa akiIuil XyXyM, TYpyXiu (GUKpJall MeJaroruk TEXHOJIOTMsUIapUHHU KYIall
Ha3zap/Ja TyTUJIaIu.



- XUcoOnam ycyJUlapuHH aJrOPUTMIIAIIHUHT Maxcyc OYaumiapura TEruuuid OynraH

Taxkpuba MalIFyJloOTJIapuAa KUYUK Typyxjap MycoOakanapu, TypyxXJu (QHUKpiam MeAororuk
TEXHOJIOTUSUIAPUHY KYJUTall Ha3apa TYTHIIAIu.

w

w

DoiigaJaHWIAETraH acOCUil JapCJIUKIIAp Ba YKYB KYJ/UIaHMAJap pyixaTu

Acocuit
Ocyn6exos H.P., Myxurtauao JI.I1., bazapos M.b. DOnekrpon xucobuamr
MalIMHAJApUHU KUME TexHoJoruscuaa Kysuiaml. Onuil YKyB I0pTiaapy y4yH AapCIUK. —
T.: ®an, 2010.
I'ynamor .M., MyxutnunoB .II. «AnroputMuszanusi BEIYUCIUTEIBHBIX METOHO0BY.
OnekTpoHHas Bepcus Kypca gekuuu. —Tamkent: TT'TY, 2006.
Camapckuit A.A., I'ynun A.B., «Hucnennsie metoasi». — M.: Hayka, 1989.
Camapckuit A.A., «BBenenue B unciieHHble MeTob». — M.: Hayka,1987.

Kymumua
KOcyn6exos H.P., Myxurnunos JI.Il., bazapor M.b., Xamunos XK.A. bomkapuru
CHUCTEMaJapUHHU KOMITBIOTEPJIA MOJICIUTAIITUPHUIN acocnapu. Onuid YKyB IOpTIapH yu4yH
VKyB Kyuianma. —H.: HaBouii-I'ona-Cepsuc, 2009.
[IeitheB 0.1, «Maremaruyeckue METOABI HHTEPIIPETALUU IKCIIepuMenTa». — M.: B-111,
19809.
Bpannr 3. «Cratnueckie METOIbI aHaIM3a HaOmoaeHni». —M.: Mup, 1975.
WNuTtepuer manb6anapu.
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THE WORKING
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On subjects

«ALGORITHMIZATION OF COMPUTING METHODS»
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«CONFIRMATION»
Dean PMF
prof. S.Z.Bazarova
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INTRODUCTION
Formation is not simply process of reception of the sum of necessary knowledge, but also process
of formation of spiritual essence of the person. To the full it concerns and higher education. For this
reason education is inseparable from training process.
The course «Algorithmization of computing methods» is discipline in which are put modelling,
numerical methods, computer modelling of system management in the industrial enterprises their
designing and operation in national economy branch.

The purpose and problems of studying of a course

The subject purpose is — formed students logic abilities of mind for algorithm construction on
definition approximate the decision the algebraic, differential both integrated equation and processing of
results of experimental data.

Subject problems is — study students a choice corresponding variants for algorithm construction on
definition approximate the decision the algebraic, differential both integrated equation and processing of
results of experimental data.

Requirements to knowledge, skills and abilities of students

«Algorithmization of computing methods» VYkyB QanuHM y3mamrTupuin xapaCHuaa amanra
OIIMPHJIAINTaH Macaajap Joupacuaa OakamaBp:

— anrebpa, muddepeHnHan Ba HWHTETpal TEHIIAMAJapWHU CYUMHHH TOMHUINIA TaKpUOUN edum
YCYJUTApU XaKuoa macaeeypaa 32a oyauwmiu,

— MaTpHlla Ba JETEPMUHAHT, NU(PepeHIran Ba HHTErpal TeHIJaMaJlapHUHT XYCYCHH edrMIIapyuHN
OJIUII YCYJUIAPUHU Ouiuuiu;

— MYCTaKWJI paBUIIIA TAKPUOU euuMIap aaropuTMIIAPUHY Ty3a OJUII KYHUKMARapuza 32a oyauuiu
Kepakx.

Ky#iunran Basudamap ykum kapaéHuaa TamabamapHH Mabpys3a, llabopartopus Ba aMalui
MaIFyaoTaapaa (paos UIITHPOK STUINH, afaduETIap OMITaH WILTAIIN OVIIaH aMaira OUTHPUIIa A,

Communication of discipline with other disciplines
in the curriculum and methodical sequence
«Algorithmization of computing methods» ¢anu myraxaccuciuk panu xucodyianud, 3-cemectpa
VruTHaamu. JlacTypHu amalra OmMpHIl YKyB pekacuna pexanamrupuiran «MapopmaTtika Ba ax6opot
TeXHONOTHsapu» Ba «Onuii MaTeMaTuka» QaHIapuIaH eTapid OWIMM Ba KYHHUKMaiapra sra Oyiuir
Tajgad PTWIaau.
Discipline role in manufacture

Kumé canoatn xopxoHanapuja Ba HIMHN TEKITUPUII WHCTUTYTIAPHUIA TYPIU XUCOO HILIAPUHU
aMaira OMIIMPUINJA XUCOONANl VCYJUIAPHHM ainropuTtMiamiad (Qoiinanannb, wWnuad YuKapuin
VHYMJIOPJIUTH Ba MapajOpJUTdHH OIUpUII OYinuda onub® OopmiaéTraH WIUIAp YMYMHH XaKMHHHT
aHYaruHa KUCMHWHU TaIlKWI KUJIaIH.

[lyHuHr yuyyH XaM xucoOjaml yCyJUlapvHH alTOpUTMJIAIIHM YpraHullra ajoxuia Tanadiap
KyhHwiagu. AiHuKca Mypakka0d cuctemanap (aoJUsATHHHM TaxX)IMJ KWIHIIIA XUCOOJAIl yCyJJIapuHU
anropuTMianian kenr ¢oigananuiamoraa. Lyruar yuyn ymOy ¢an acocuit mxTHcocnuK (aHH
X1CcOOIaHNO, TEXHOJIIOTHK JKapaéHIIapHUHT aKkpajiMac OYFuHM cudaTuia Kapanaiu.

Role training new modern information and pedagogical technologies

TamabanapHuHr XucoOnaml YCyJUTApUHHM —anropuTMiaml (aHUHW  Y3TAMITUPUILIAPH  YIyH
VKUTHIIHAHT WJIFOP Ba 3aMOHaBHU ycylulapujaan Qoiijananuil, SHTH HHOOPMAIMOH-TIEJArOTHK
TEXHOJIOTHSUIAPHH TJAOUK KUIIUII MYXHM axamustra srajaup. GaHHu Y3namTHpHiia Japciik, YKyB Ba
yciryOuii KyJutlaHManap, Mabpy3a MaTHJIApH, TapKaTMa MaTephauiap, 3JIEKTPOH MaTepuajuiap, BUPTyal
CTeHIJap Xamja HaMyHajlap Ba MakeTjapiaH QolgaiaHwnaad. Mabpysa, amaiuii Ba jgadopaTopus
Japciapuia MOC paBUIIIAry WIFOP MEeJaroTvK TeXHONOTHsIapaan (oiinananunaim.

THE BASIC PART
The general allocated hours and distribution of hours by kinds of employment

Lecture - 36 hour
Laboratory employment - 18 hour
Practical employment - 18 hour
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The self study works - 42 hour
In total - 114 hour

The maintenance of discipline of theoretical employment

Introduction. Subject problems — 2 hour.
Introduction. The cores concept about algorithmization of computing methods.

Methods the decision the equation mathematical characteristics - 22 hour.

Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method branch of roots and a method half divisions. (2 hour)

Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method a chord and Newton's method. (2 hour)

Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method of iteration and a method of secants. (2 hour)

Algorithmization of the numerical decision of system of the algebraic and transcendental
equations. A method of Gaussa. (2 hour)

Algorithmization of the numerical decision of system of the algebraic and transcendental
equations. Iterative methods of Jacoby and Zeidel. (2 hour)

Algorithmization interpolation methods. (2 hour)

Interpolation of functions. (2 hour)

The numerical decision of the differential equations. Euler's method. (2 hour)

The numerical decision of the differential equations. A method of Runge-Kutta and Adams. (2
hour)

Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula. (2
hour)

Numerical integration. The formula of Gaussa. (2 hour)

Root-mean-square approach of functions. (2 hour)

Method of the least squares. (2 hour)

Algorithmizations methods linear programming - 12 hour

Statement of a problem of linear programming. The basic properties the decision of a problem of
linear programming. (2 hour)

Geometrical interpretation of a problem of linear programming. (2 hour)

Finding the decision of a problem of linear programming to Simplex methods. (2 hour)

Finding the decision of a problem of linear programming. A method of artificial basis. (2 hour)

Transport problem. Methods initial basic the decision. (2 hour)

Method of potentials for a finding optimum decisions transport problems. (2 hour)

The list of a practical training (18 hour)

The numerical decision of the algebraic and transcendental equations iterative methods. (4 hour)

The numerical decision of system of the linear algebraic equations methods of Gaussa. (2 hour)

Calculation of integrals by the approached methods (2 hour)

Newton's interpolation polynom and Lagrange (2 hour)

Problems of Cochy for the ordinary differential equations. Euler's methods, Runge-Kutta and
Adams. (4 hour)

The geometrical decision of a problem of linear programming. (2 hour)

Finding the decision of a problem of linear programming to Simplex methods. (2 hour)

The list of laboratory researches (18 hour)
The numerical decision of the algebraic and transcendental equations iterative methods and to
methods the Chord. (4 hour)
The numerical decision of the algebraic and transcendental equations to Newton's methods. (2
hour)
The numerical decision of system of the linear algebraic equations to methods of simple iteration.
(2 hour)
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The numerical decision of system of the nonlinear algebraic equations to methods of simple
iteration. (2 hour)

Problems of Cochy for the ordinary differential equations. Euler's methods, Runge-Kutta and
Adams. (4 hour)

The geometrical decision of a problem of linear programming. (2 hour)

Finding the decision of a problem of linear programming to Simplex methods. (2 hour)

The organisation a form and content of self-study works

Tanaba MycTakuia MIIHK Tal€piamaa MyailsiH GaHHUHT XyCYCHSTIapUHM XHUCOOTa OJraH xojaa
KyluJard maxiiapaas GoiiianaHuiy TaBCcysl STHIaIH:

e JIapCIIMK Ba YKYB KyJulaHManap Oyiinda Qannap 600iapy Ba MaB3yJapyuHH YpraHUI;
TapKaTMa MaTepuauiap Oyiinua Mabpy3ajap KUCMUHH Y3IalITHPHLL,
ABTOMATJAIITHPWITAH YPraTyBud Ba HA30paT KWIyBYM TH3UMIIAP OWJIaH HIILIAII;
Maxcyc amabuérinap OVitnua ¢annap Oyaumiiapu kM MaB3yJiapd YCTHIA MIIUIAII;
SIHTH TEXHUKAJIApHHU, alfapaTypajapHy, skapa¢H Ba TEXHOJOTUSIIAPHU Y PpraHuIIl;
TajabalapHUHT YKYB-WIMHHA-TAIKUKOT WILIAPUHU Oaxkapuill OuiaH OOFMK OYiraH Qaniap
OynmuMITapy Ba MaB3yJIapHHU YYKYp YpraHHUIL;
¢aon Ba MaMMONH YKUTHIN yCryOuaad GoiganaHunaanrad YKyB MaIIFyJI0TIapH;
MacodaBwii (IUCTAHIIMOH) TAHIUM.

TaBcust 3THIIaETran MyCTaKWI HIUIAPHUHT MaB3yJIapH:

SIxnauTnai XaToMUKIApUHUHT TYTUIAaHUIIH.
Anre0Opank TeHrIamMajap CUCTEMAaCHHU euuIla ['aycc yCcyauHu KyJuiam mapTiapy.
Huddepennnan TeHrIamManapad AxaMc ycyny OuiiaH e4uIlL.
bupuaun TapTHOIM nuddepeHuan TeHrIaMatapHi TaKpHOWH WHTEeTpaliaml yCyiau OuiaH
SUMILI.
Maiiion Ba Xa)KMIJIapHU Kappajik MHTErpasl EpAaMua XucooJiarl.
WHTeprnossnus XaToIuKIapH.
o Anmpoxcumanus ycyiapy Ba ME30HJIapH.

O O O O

o O

Information-methodical maintenance of the program

Maskyp ¢aHHM VKUTHIO >KapaéHUIa TabJIMMHUHT 3aMOHAaBHH  METOIUIapH, MNEIOTOTHK Ba
ax00pOT-KOMMYHHKALIUS TEXHOJIOTHSUIAPU KYJUIAHMIIUILIHN Ha3ap/ia TyTUIITaH:

- XUcoOJall ycyJUTapHHM JITOPUTMIIAIIHUHT Ha3apuil acociapu OYIuMura TETHIUIM Mabpy3a
Jlapciapujia 3aMOHAaBUA KOMIIFOTEP TEXHOJIOTMSUIApU €PAAMMIA MPE3EHTALMOH Ba IEKTPOH-IHJIAKTHK
TEXHOJIOTHSUIApH;

- Xpco0iam ycylapuHH alrOPUTMIIAIIHUHT OViinya —YTKa3WjiaJuraH aMaiuid MamFyjaoTiapaa
aKITUH Xy>KyM, TYPYXJIH (QUKpIIAII eAaroruK TEXHOJOTHSUTAPHHY KYIUTall Ha3apa TYTHIAIM.

- xpco0yam yCyJIapuHA JITOPUTMIIAIIHUHT Maxcyc OYiauMiapura Teruuuin OynraH Taxpuoda
MAILFYJIOTIapuia KAYMK TypyxJjap MycoOakalapd, TypyxJid (UKpJiaml MNeJIOTOTHK TEXHOJIOTHSUIAPUHU
KYJIam Hazap/a TyTHUIaau.

The list the used basic textbooks and educational the grant
The Basic
1. KOcymb6ekoB H.P., MyxutaunoB /[I.I1., bazapoB M.b. DnextpoH xucoOnam MalivMHaJapUHU KHME
TexHoNoruscuaa Kymiam. Onuii YKyB ropTiiapu yayH gapciuk. —1.: @an, 2010.
2. Tynsamor UI.M., MyxutnuaoB JI.I1. «AnropurMu3zanus BEIYUCIUTEIBHBIX METOMOBY. JJIEKTPOHHAS
Bepcus Kypca jekiun. —amkent: TI'TY, 2006.

3. Camapckuiit A.A., I'ynmua A.B., «Hucnennsie MeToei». — M.: Hayka, 1989.
4. Cawmapckuii A.A., «BBeneHue B yncieHHbIC MeTOAB. — M.: Hayka,1987.
5. Axymmu W.JI. MartemaTtudeckoe MporpaMMHpOBaHHME B TMpuUMepax © 3amadax.-M.: Beicmras
mkosa,1986.-319 c.
The additional
1. 1. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.
2. L. Debnath, Int. J. Math. and Math. Sci., 2003, 1(2003)
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3. V. Daftardar-Gejji, H. Jafari, J. Math. Anal. Appl., 316, 753(2006)

4. D.D. Ganji, M. Nourollahi, E. Mohseni, Comput. and Math. with Appl., (In press),
doi:10.1016/j.camwa.2006.12.078.
Bpanar 3. «Cratnyeckue MeTO bl aHAIHM3a HAOM0AeHMI». —M.: Mup, 1975.

5. HWurepuer manbamapu. exponenta.ru, edu.uz, ziyonet.uz, nggi.uz, edu.ru
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THE PLANNED SCHEDULE ON DISCIPLINE

CALENDAR - THEMATIC PLAN
On discipline: Algorithmization of computing methods
Faculty: PMF

Lecturer: docent. Urinov Sh.R.
Consultations and a practical training conducts:

Laboratory researches conducts: _Urinov Sh.R_ The course I, Group

The information

The
. | Type of Otve- | about executed ,
Ne lecture Theme and the summary deno works E?aﬁgfurr:
Number| O'clock |9
Introduction. The cores concept about algorithmization of
1 | Lecture , 2
computing methods.
Algorithmization of the numerical decision of the algebraic
2 | Lecture | and transcendental equations. A method branch of roots 2
and a method half divisions.
Algorithmization of the numerical decision of the algebraic
3 | Lecture | and transcendental equations. A method a chord and 2
Newton's method.
Algorithmization of the numerical decision of the algebraic
4 Lecture | and transcendental equations. A method of iteration and a 2
method of secants.
Algorithmization of the numerical decision of system of the
5 Lecture | algebraic and transcendental equations. A method of 2
Gaussa.
Algorithmization of the numerical decision of system of the
6 Lecture | algebraic and transcendental equations. Iterative methods 2
of Jacobi and Zeidel.
7 | Lecture Algorlthmlzatlon mterpolatlon methods. 2
Interpolation functions.
The numerical decision of the differential equations. Euler's
8 Lecture 2
method.
9 | Lecture The numerical decision of the differential equations. A 2
method of Runge-Kutta and Adams.
10 | Lecture Numerical m.tegratlc?n. Quadrature formulas of trapezes and 2
rectangles. Simpson's formula.
11 | Lecture | Numerical integration. The formula of Gaussa. 2
Root-mean-square approach of functions.
12 | Lecture Method of the least squares. 2
13- Statement of a problem of linear programming. The basic
Lecture . .y . . 4
14 properties the decision of a problem of linear programming.
15- Geometrical interpretation of a problem of linear
Lecture - 4
16 programming.
17 | Lecture F!ndlng the decision of a problem of linear programming to 2
Simplex methods.
Finding the decision of a problem of linear programming.
18 | Lecture A method of artificial basis. 2
IN TOTAL 36

The head of chair:

The teacher:
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prof. Bazarov M.B.

docent Urinov S.R.




CALENDAR - THEMATIC PLAN
On discipline: Algorithmization of computing methods

Lecturer: docent. Urinov Sh.R.

Consultations and a practical training conducts:

Faculty: PMF

Laboratory researches conducts: _Urinov Sh.R_ The course II, Group

The information

Type of Otve- | about ted k The
Ne Theme and the summary about executed WOrKS | teacher’s
lesson deno , :
Number O'clock | signature
1 2 3 4 5 6 7
Practic | The numerical decision of the algebraic and
1-2 . . . 4
al work | transcendental equations iterative methods.
3-4 Practic | Newton's interpolation polynom and Lagrange 4
al work
5.6 Practic | Calculation of integrals by the approached methods 4
al work
.| Approximation results of experiment with a method
Practic . ; L
7-8 of the least square. Creation non-linear empirical 4
al work .
connection
9 Practic | The geometrical decision of a problem of linear 2
al work | programming.
TOTAL: 18
Laborat The numerical decision of the algebraic and
1-2 or transcendental equations iterative methods Chord 4
Y and Newton.
Laborat The numerical decision of system of the linear
3-4 algebraic equations methods of Gaussa, simple 4
ory . . .
iteration and Seidel
Laborat Problems of Cochy for the ordinary differential
5-6 equations. Euler's methods, Runge-Kutta and 4
ory
Adams.
Laborat | The numerical decision of system of the nonlinear
7-8 - . . - . 4
ory algebraic equations to methods of simple iteration.
9 Laborat | Finding the decision of a problem of linear 2
ory programming to Simplex methods.
Resulto: 18

The head of chair:

The teacher:

18

prof. Bazarov M.B.

docent Urinov S.R.




LECTURE MATERIALS
Lecture Nel.
Introduction. The cores concept about algorithmization of computing methods.
The purpose: Formation of knowledge, skills on studying of bases of algorithmization, the basic
properties of algorithm and classification of computing methods.
The plan:

1. Classification of computing methods.
2. Preparation of problems for the personal computer decision.
3. Properties of algorithm.
4. Classification of algorithms.

Given a lecture course it is written according to the program on discipline «Algorithmization computing
methods», studied by students of technical colleges. The lecture course is covered by following sections of the
program: on concept linear Hopmuposantoro spaces; methods of the numerical decision of systems of the linear
equations; methods of the numerical decision of the nonlinear equations and systems; root-mean-square approach of
functions; interpolation functions; numerical differentiation and integration; the numerical decision of the ordinary
differential equations; numerical methods of search of an extremum of functions of one and several variables. In
each theme necessary theoretical data (the basic theorems, definitions, formulas, various computing methods etc.)
are resulted And also the examples illustrating application of described methods. Besides, there are exercises for the
independent decision and answers to them. Appendices contain block diagrammes of computing algorithms and
texts of programs for the considered numerical methods on algorithmic languages PASCAL.

The main objective a lecture course — to help development of practical skills in students with application
of numerical methods. Each theme contains: computing algorithm; theoretical substantiations of its application;
conditions of the termination of computing process; the examples in full or in part executed "manually”; exercises
and answers to them; the appendix, in which the considered computing algorithm is presented in the form of the
block diagramme and texts of programs on four (sometimes — on five) algorithmic languages.

Authors hope that mastering by numerical methods will be promoted also by a considerable quantity of in
detail solved examples, and also exercises for independent work. It is necessary to notice that often various
computing algorithms are illustrated by the same examples. Besides, for many examples considered in the book
analytical decisions to which it is possible to compare the found numerical decisions are known. Coincidence of the
results received in the different ways, is additional, evident argument of applicability of this or that numerical
method. At last, the help in practical application of numerical methods will be rendered by appendices to the given
book. In them block diagrammes and texts of 95 programs (with comments) on algorithmic languages used in
educational practice are resulted. The material stated in appendices can be applied not only at studying of numerical
methods, but also as the ready applied programs which work is checked up in program environments of firms
BORLAND and MICROSOFT for personal computers.

The present a lecture course is intended for students of the higher technical educational institutions. It can
appear also to useful teachers, engineers and the science officers using in the activity computing methods.

Algorithmization basis. The basic properties of algorithm

Process of preparation and the decision of problems on the personal computer is while difficult enough and
labour-consuming, demanding performance of variety of stages. Such stages are:

1) problem statement;

2) the mathematical formulation of a problem;

3) a choice of a numerical method of the decision;

4) working out of algorithm of the decision of problems;

5) a program writing;

6) input of the program and the initial data;

7) program debugging;

8) the problem decision on the personal computer;

The given sequence is characteristic for the decision of each problem. However in the course of problem
preparation each stage can have more and less expressed character. Performance of stages in the course of problem
preparation has character of consecutive approach as problem specification at the subsequent stage leads to necessity
of return to the previous and repeated performance of the subsequent stages.

Let's consider more in detail performance of works at each stage in the course of preparation of a problem
for the decision.

Problem statement defines the purpose of the decision of a problem, opening its maintenance. The problem
is formulated at level of professional concepts, should be correct and clear to the executor (user). Mistake directed
by a problem, found out on the subsequent stages, will lead to that work on preparations of a problem for the
decision should begin from the very beginning.

At problem statement the ultimate goal is found out and the general approach to the problem decision is
developed. It is found out, how many decisions the problem has and whether has them in general. The general
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properties of the considered physical phenomenon or object are studied, possibilities of the given programming
system are analyzed.

The mathematical formulation of a problem carries out formalisation of a problem by its description by
means of formulas, defines the list of the initial given and received results, entry conditions, accuracy of calculation.
The mathematical model of a solved problem is in essence developed.

Choice of a numerical method of the decision. In some cases the same problem can be solved by means of
various numerical methods. The method choice should be defined by many factors, basic of which accuracy of
results of the decision, time of the decision for the personal computer and volume of operative memory are. In each
specific case as criterion for a choice of a numerical method accept any of the specified criteria or some integrated
criterion.

In simple problems the given stage can be absent, as the numerical method is certain by the mathematical
formulation of a problem. For example, calculation of the area of a triangle under the formula of Gerona, roots of a
quadratic, etc.

Working out of algorithm of the decision of a problem. At the given stage the necessary logic sequence of
calculations taking into account the chosen numerical method of the decision and other actions with which help
results will be received is established.

Algorithm — some final sequence of instructions (rules) defining process of transformation of the initial and
intermediate data as a result of the decision of a problem.

The program writing is carried out on the developed algorithm by means of the programming language.

Input of the program and the initial data is carried out by means of the personal computer keyboard.

Debugging of programs represents process of detection and elimination of syntactic and logic errors.

The problem decision on muxpo the personal computer is usually spent with a dialogue mode. In this mode
the user by means of the personal computer keyboard can carry out input of the program and its updating, program
translation (transfer from the programming language on machine), correction syntactic and logic errors at
debugging, reception on an exit of results and the auxiliary information necessary for management by work of the
personal computer.

Technology OREG.
= O - state the opinion.
= R —produce one reason of the opinion.
= E - give an example for the explanatory of the reason.
= G - generalise the opinion.
Question for OREG: what properties algorithms should possess?

Use of computers as executors of algorithms shows a number of requirements to algorithms. Unlike people,
the computer can carry out only precisely certain operations. Therefore machine algorithms should possess
following properties:

Step-type behaviour
Clearness;
Unambiguity
Mass character.
Productivity.
Finiteness
Correctness
That the executor has managed to solve the problem set for it, using algorithm, it should be able to follow
its each instructions. Differently, he should understand a management essence. That is at algorithm drawing up it is
necessary to consider "game rules”, i.e. system of instructions (or system of commands) which understands the
computer. For example, at the decision of any problem the student used the reference to functions sin x (it is
trigonometrical function) and to function of Bessel (it is cylindrical function), but the computer (as well as the
reader, probably) does not understand last. It is not provided by founders of the given class of cars. Hence, (as a
whole) the car will not understand algorithm. We will speak in this case about "clearness" of algorithm.

As "CLEARNESS" of algorithms understand instructions which are clear to the executor.

Being clear, the algorithm should not contain nevertheless the instructions which sense can be perceived
ambiguously. These properties instructions and instructions which are made for people often do not possess. For
example: in the recipe of preparation of an omelette resulted above it is told: "to Break in this mix of 3 eggs and all -
it it is good to shake up a spoon”. At household level to us it is clear that it is a question of three eggs (and what
else! - you will tell). But eggs can be both pigeon, and duck, and even ostrich's (all sharply differ on size from each
other). Ambiguity here "has obviously crept in". Or type instructions: "to salt to taste","to fill two-three spoons sugar
to sand","has received an estimation 4 or 5","to fry to readiness"""dig from a fence till a dinner" cannot to meet in
algorithms. It is obvious that clear in certain situations for the person of the instruction of this kind can stump the
computer.

Or we will recollect a parable known for all an imperial will. The tsar has ordered subordinated to execute
such decree: "to Execute it is impossible to pardon". He has forgotten to put a comma in the decree, and

NogaprwdE
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subordinates did not know that by it to do. "It is impossible to execute instructions, to pardon” and "to execute, it is
impossible to pardon” set absolutely different actions on which human life depends.

Besides, in algorithms such situations when after performance of the next instruction of algorithm to the
executor it is not clear what of them should be carried out on a following step are inadmissible.

UNAMBIGUITY of algorithms is understood as uniqueness of interpretation of rules of performance
of actions and an order of their performance.

As we already know, the algorithm sets full sequence of actions which it is necessary to carry out for the
problem decision. Thus, as a rule, for performance of these actions them dismember (break) in certain sequence into
simple steps. There is an ordered record of set of accurately divided instructions (instructions, commands), forming
npepbiBHyto (Or as speak, discrete) algorithm structure. To execute actions of the following instruction it is possible
only having executed actions previous.

Programming is a process of decomposition of a challenge on a number of simple actions.

As STEP-TYPE BEHAVIOUR understand possibility of splitting of algorithm on the separate
elementary actions which performance by the person or car does not raise the doubts.

It is very important, that the made algorithm provided the decision not one private problem, and could carry
out the decision of a wide class of problems of the given type.

For example. It is necessary to solve a concrete quadratic h4 - 4x+3=0. But after all it is possible to make algorithm
of the decision of any quadratic of a kind: ax?+ bx + with =0.

Really, for a case when = b? - 4ac> 0, quadratic roots it is possible to find discriminant D under known
formulas.

If D <0 the valid roots do not exist. Thus, this algorithm can be used for any square at an alignment. Such
algorithm will be

As FINITENESS of algorithms understand end of work of algorithm as a whole for final number of
steps.

Still it is necessary to carry PRODUCTIVITY to desirable properties of algorithms, she assumes that
performance of algorithms should come to the end with reception of certain results.

Similar situations in computer science arise, when no actions can be executed. In the mathematician such
situations name uncertainty. For example, division of number into a zero, extraction of a square root from a negative
number, and concept of infinity vaguely. Therefore, if the algorithm sets infinite sequence of actions in this case it
also is considered result uncertain. But it is possible to operate in another way. Namely: to specify the reason of
uncertain result. In that case, "it is impossible to divide type explanatories into a zero", "the computer to execute
such not in a condition", etc. it is possible to consider as result algorithm performance.

Thus, property of productivity consists that in all "cases it is possible to specify that we understand as result
of performance of algorithm.

And last general property of algorithms - their correctness. We say that algorithm CORRECT if its
performance sings correct results of the decision of tasks in view.

Accordingly we say that the algorithm CONTAINS ERRORS if it is possible to specify such admissible
initial data or conditions at which performance of algorithm either will not come to the end in general, or will not be
received any results, or the received results will appear wrong.

On used structure of management of computing process algorithms classify as follows: linear structure;
branching structure; cyclic structure; with structure of the enclosed cycles; the mixed (combined) structure.

For an illustration of algorithms of any structure the simple mathematical formulations of problems
accessible to the pupil of any trades are used. For the decision of such problems in many cases it can appear
inexpedient use of the personal computer, however consideration of ways of their programming makes sense, as
they are a component more challenges.

At the decision any more or less the challenge can take place some the various algorithms leading to
reception of result. It is necessary to choose the best from all possible algorithms in sense of some criterion.

Algorithm of linear structure — algorithm in which all actions are carried out consistently one after another.
Such order of performance of actions is called as natural.

Algorithm of branching out structure — algorithm in which depending on performance of some logic
condition computing process should go on one or other branch.

Algorithm of cyclic structure - the algorithm containing repeatedly carried out sites of computing process,
named cycles.

Algorithm with structure of the enclosed cycles — the algorithm containing a cycle in which are placed one
or other several cycles. There are many ways of record of the algorithms different from each other by presentation,
compactness, degree of formalisation and other indicators.

The greatest distribution was received by a graphic way and a so-called algorithmic language of record of
the algorithms, focused on the person (pseudo-codes).

Graphic record of algorithm should will be executed according to state standards. (roct 19.002-80"schemes
of algorithms and programs. Performance rules»; roct 19.003-80"scheme of algorithms and programs. Designations
conditional and graphic»).

The algorithm scheme represents sequence of the blocks ordering
Performance of certain actions, in communication between them.
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The name Symbol (drawing) Carried out function (explanatory)

1. The block of Carries out computing action or group of actions

calculations

2. The logic block Choice of a direction of performance of algorithm
O depending on a condition

3. Input/conclusion blocks / / Input or output of the data without dependence from the

physical carrier

Conclusion of the data to the printer

4. The Beginning/end
(input/exit)

The beginning or the program end, input or exit in the
subroutine

5. The predetermined Calculations under the standard or user subroutine

process

7. A connector Communication instructions between the interrupted lines

within one page

8. An interpage connector Communication instructions between parts of the scheme

located on different pages

6. The updating block @ Performance of the actions changing points of algorithm

Rules of construction of block diagrammes:
1. The Block diagramme is built in one direction either from top to down, or from left to right
2. All turns of connecting lines are carried out at an angle 90 degrees
Algorithmic design of branching.
Branching - operating structure, opranusyromnias performance only one of two specified actions depending
on justice of some condition.
Condition - a question having two variants of the answer: yes or not. Branching record is carried out in two
forms: full and incomplete.

The full form: The incomplete form:
+ - +
Y IOBHE
YCIOBHE
nencTeHe 1 oencTEME 1! -
OEHCTEHE 1
OeHCTEHE 2 OeHCTEME 2!
[ 1 .
.......... OEHCTEHE 2
| |
OEHCTEHE L OEMCTEHME n'

I | ] |
OeHCTEHE N

YCIOBHE

OeHCTEHE 1 OEHCTEME 1!
I ]

WCIOBME

oeicTere 1
[
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Example: to find least of three numbers.

1 variant of the decision: 2 variant of the decision:
Hauya o
—
m=a

EOHEI]
Algorithmic design of a cycle.
Cycle - operating structure, opranusyromias repeated performance of the Cycle "while™:
specified action.
IIME.JIE |
© HEeMIB2COTHEIM MO IO . HMIBECTHR WHCIIONM
IIDETOPOE IIDETOPOE
N £
C OpenycAaoBMeM C IOOCTYCI0BMENM "N opas™ nona mesxgono I

Cycle performance "while" begins with condition check, therefore such version of cycles names cycles with
a precondition. Transition to action performance is carried out only in the event that the condition is carried out,
otherwise there is an exit from a cycle. It is possible to tell that a cycle condition "while" is a condition of an input in
a cycle. In that specific case it can appear that action was not carried out never. The cycle condition is necessary for
picking up so that actions carried out in a cycle have led to infringement of its validity, differently there will be a
cycling.
Cycling - infinite repetition of carried out actions. Cycle "to™:

|...—

nelncTeEHe 1

< gorome >
FCIAOBHE

Cycle execution begins with action performance. Thus the cycle body will be realised at least once. After
that there is a condition check. Therefore a cycle "to" name a cycle with a postcondition. If the condition is not
carried out, there is a return to performance of actions. If the condition is true, the exit from a cycle is carried out.
Thus the condition of a cycle "to" is a condition of an exit. For cycling prevention it is necessary to provide the
actions leading to the validity of a condition.

Control questions
List stages of preparation of problems for the decision on the computer.
What properties of algorithm in you know?
The basic classification of algorithms.
Give definitions of algorithms of branching out and cyclic structure.

PowbhR
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Lecture Ne2.
Algorithmization of the numerical decision of the algebraic and transcendental equations.
A method branch of roots and a method half divisions.
The plan:
1. A method branch of roots
2. A method half divisions

1. Methods of branch of roots

The description of a method of the decision of branch of roots
The numerical decision of the nonlinear equations of a kind
F(x)=0 @

consists in a finding of values x, satisfying (with the set accuracy) to the given equation and consists of following
basic stages:

Branch (isolation, localisation) equation roots.

Specification by means of some computing algorithm of the concrete allocated root with the set accuracy.

The purpose of the first stage is the finding of pieces from a function range of definition in which one root
of the solved equation contains only. Are sometimes limited to consideration only any part of the range of definition
causing for those or other reasons interest. For realisation of the given stage graphic or analytical ways are used.

At end of the first stage, intervals should be defined, on each of which one root of the equation contains
only.

Any iterative method consisting in construction of numerical sequence xx usually is applied to specification
of a root with demanded accuracy (k=0,1,2, ...), converging to a required root X the equations.

Analytical way of branch of roots

The analytical way of branch of roots is based on following theorems:
The theorem 1. If function F (x), defining equation F (X) =0, on the piece ends [a; b] accepts values of different
signs, i.e.

(a)*F(0)<0,

that on this piece contains, at least, one root of the equation.

The theorem 2. If function F (x) is strictly monotonous, a root on [a; b] the unique
(F’(2)*F’(b)>0).

For branch of roots in the analytical way the piece [A; B], drawing 1 on which there are all roots of the
equation interesting the calculator. And on a piece [A; B] function F (x) should be defined, continuous and
(a)*F(b)<0.

Further there are all partial pieces [a; b], containing on one root.
Are calculated value of function F (x), since a point x=A, moving to the right with some step h. If
(X)*F(x+h)<0,

That on a piece [x; x+h] there is a root and if function F (x) also is strictly monotonous, a root unique. If F (xx) =0, a
Xk-exact root.

Graphic way of branch of roots

The graphic way of branch of roots is based, basically, on visual perception. The branch of roots is made
graphically, considering that the valid roots of the equation (1) is there are points of intersection of the schedule of
function y=F (x) with an axis of abscisses y=0, it is necessary to construct the function schedule y=F (x) and on axis
0X to note the pieces containing on one root. But it is frequent for simplification of construction of the schedule of
function y=F (x) the initial equation (1) replace with the equation equivalent to it f1(x) =f2(x). Schedules of functions
yi=f1 (x) and y,=f, (X) Further are under construction, and then on axis 0X the pieces localising abscisses of points
of intersection of two schedules are marked.
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y=F (x)

Drawing 1. - a piece Choice

Numerical methods of specification of roots

After the required root of equation F (x) =0 is separated, i.e. the piece [a, b] on which there is only one
valid root of the equation is defined, there is an approached value of a root with the set accuracy.
Root specification can be made various methods.

The decision in system MathCad

Problem: to Solve the nonlinear equation °8N2X=~v1=X (1) numerical method of
tangents. We will find and is investigated four roots with accuracy e = 0,000001.

The decision

Let's construct in program Mathcad the function schedule

Let's preliminary transfer all to the left part and we will lead to a kind (1) then the
equation will become:

f(x) = 5-sin(2-%) - \,‘1 - X

And the schedule of function constructed in program Mathcad, will become presented on
drawing 4.

5 T T T T T T
)
A |'1'| Iﬂl III
N { ""I "' II' Vl | ll |
o R A i "t'l.““‘” r‘I'llrl .1|“.f“}“”—
ll 'll 'I l| I" b ll I‘ l' II I| || \ | || || ’| ||
GO NIN A EDEEE
i . |
3-sm(2%) -y 1-x \_ 1 |l ™) |J | || BT '| [ l ||| x'l
0 = R A g Al S &F R AL Y
o | | Y B A
| { | |I | | ‘l | | || 1] |I 1' \ 4
A
| { { \/ v v
_]0 ._IJ v . -
-15 | | | | 1 |
=30 =25 -20 =15 -10 =5 0

Drawing 4. - the function Schedule in system Mathcad
Under the schedule we define quantity and localisations of roots of the equation.
Let's find equation roots

5sin2x =+/1—x
with the set accuracy e = 0,000001

f(X¥) :=5sin(2-x) - \/1 -
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o2 ' ' 005 .. 02
£(x)
o 09 T root(f() ,x,0.05,0.2) = 0.095679
X
<19 =17
£(x)
— 05

root(f(x) ,x,-1.9,-1.7) = -1.739493

-0 1 I 1
-185 -18 =175 =11

root(f(x) ,x,-3,-2.5) = -2.937543

3 ' ' —54. -48

root(f(x) ,x,~5.4,-48) = -4967616

2. A method half divisions

Let's consider the equation (1):

F(x)=0,

Where function F(x) — is continuous and defined on some piece and Fla)F(b) <0.
The last means that function F (x) has on a piece at least [a, b] one root. We will consider a case, when a root
on a piece the unique [a, b].

a+bh a+b

(52 4o2 22
We halve a piece. If 2 Jisa 2 root of the equation (1). If 2 , it is considered
that half of piece on [a, b] which ends function F (x) has different signs. New, narrower piece [a1, b1] again we
halve and it is spent on it the same consideration etc. As a result on some step we will receive or exact value of a

[a5,1a5,] o1 [@,00,] s es et that

root of the equation (1), or sequence of the pieces enclosed each other

F(a)F(b,)<0, (n=1,2,..) )
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and

bh—a
I n 2.!.! (10)

N N

The left ends of these pieces form the .+ monotonous (not decreasing) limited sequence, and the

bbb

right ends - the > monotonous (not increasing) limited sequence. Therefore owing to equality (10)

there is a general limit
¢=lima, = limb,
2
[F(&)] <o0.

n— 0

Passing in (9) to a limit at , owing to a continuity function F(X) momy4um: From

— E
here i.e F(5)=0, .isa = root of the equation (1).
In practice process (10) is considered finished, if
b—a

L]

<£

bu _CJ'” - ?

(11)
Where € — the set accuracy of the decision.

http://math.semestr.ru/optim/secant _method.php Online the decision
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Lecture Ne 3.
Algorithmization of the numerical decision of the algebraic and transcendental equations.
Method a chord and Newton's method.

The plan:
1. A method the Chord
2. Newton's method

1. A method the Chord (a method of proportional parts)
Again we will address to the equation (1):

F(x)=0,

Where functionF (x) — is continuous and defined on some piece and @bl F(a@)F(b)<0.

E
There is faster way of a finding of the isolated root of the equation = (1) lying on a piece[“"b]. We will assume for

definiteness that Instead of (@) <0 1 F(5)>0. niece division half-and-half (921 we will divide it in the

relation It £(@): F(b). gives the first approach of a rootypaBHenwust:
X, = cr—&{h —a).
F(b)—F(a) (12)

Then we consider pieces['c""‘fI Jn ['T"b]. We will choose that from them on which ends function F (x) has

different signs, we will receive the second approach of a root of the equation etc 2 until then yet we will not reach

'Tn +l 'Tn

g, rIe £
set accuracy of the decision. Geometrically this method is

'tJ?

inequality performance — the
equivalent to replacement curve y= F (x) a chord spent at first through points Ala,F(a)] w B[b, F("")], and then

the chords spent through the ends of received pieces ([xl'b] [x2.8]....[x,.. b] = fig. 2). From here the name — a method
of chords.

YA

A
Fig. 2. Geometrical representation of a method of chords.

2. A method of tangents (Newton)

For realisation of the given method, it is necessary to construct initial function y=F (x) and to find values of
function on the end of piece F (b). Then to spend a tangent through point Mi. The absciss of a point of intersection
of a tangent with axis OX it also is the approached root x;. Further to find point My (X1; F (x1)) to construct the
following tangent and to find the second approached root x; etc., drawing 2.
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Drawing 2. - the Choice of points of a contact

The formula for (n+1) looks like approach:
I LY
n+l ] F ,(x?!:l
®)
If F (a) *F "(a)> 0, x0=a, otherwise Xo=b.
Iterative process proceeds until it will be revealed that:

|F(x:u+1 = E:I| (4)

Advantages of a method: simplicity, speed of convergence. Method lacks: calculation of a derivative and
difficulty of a choice of initial position.

At first function analyzes the end and a piece [a; b]. If the condition f(a)-f"(a)> 0, the end and a

piece f(a)-"(a)>0 [a; b] also will be the first approach x; the equation root, differently the end b a piece [a b]
will be the first approach of a root of the equation;. Iterative process which proceeds until Further begins

()| > e f(x)<e

approach.

. As soon as iterative | process stops, and in x1comepxurcs a required root with necessary
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Lecture Ne 4.,
Algorithmization of the numerical decision of the algebraic and transcendental equations.
A method of iteration and a method of secants.
The plan:
1. A method of simple iteration
2. A method of secants

1. A method idle time of iterations (a method consecutive approximation)

It is said that iterative process converges, if at performance of consecutive iterations values of the roots turn
out, all is closer and closer coming nearer to exact value of a root. Otherwise iterative process is considered the
dispersing.

Let's copy for convenience the equation (1) in a kind:

x= f(x), A3)

That it is possible to receive by replacement: F(x)=x=f(x)

Let — %o zero approach, i.e. the initial approached value of a root of the equation (3). Then as the following,
1st, approach we will accept

X = f(x)s
The following, 2nd, approach will be
X, = f(-'ﬁ ).
Etc., as n th approach we will accept
J'.r[ = .-f.(‘rrl—l )'

(4)

Here there is a main point: whether comes nearer to the " true decision of the equation (3) at unlimited
increase n? Differently, whether iterative process (4) converges?

Conditions convergence of a method of iterations [2]: if at all values calculated " in the course of (4)
decisions of a problem:

|f'(x)]<1
|f'(x0)]>1

1) iterative process converges;

2) iterative process disperses.

of .
If the derivative in ’f ( r)some points on the ~* module is less 1, and in other points — /it is more 1
anything the iterative process defined about convergence it is impossible to tell. It can both to converge, and to
disperse.

If iterative process disperses, the reason of it often is the unsuccessful choice of zero approach. So, on fig. 1 it
is shown that the choice of zero approach essentially influences convergence of iterative process. It directly is

connected with, whether there is a zero approach in o area where conditions of convergence of iterative process are
satisfied.

2. A method of secants

Secants a method - a method of calculation of zero of continuous functions. Let in [and, b] the zero a
continuous function f (x) contains; xo, x1 - various points of this piece. Iterative formula C m.:

I (xy) % “(1)

If the sequence J(2q) # converges, it is obligatory to function zero f (x). At presence at f a continuous
derivative on [and, b] local convergence C the m. to a simple root will be superlinear. If to strengthen requirements
to smoothness f, it is possible to specify an exact order (local) convergence [1]., for J(21) 70T (24) %

suchthat / (#1)# U

“and a

1 ) & 0
Here / (#1)# U
Superlinear convergence C m. for smooth functions - very important circumstance as calculations of
derivatives it is not required and on each step is calculated only one new value of function. So, for comparison, in
Newton's method, the order (local) convergence k-rogo is equal 2, on each step calculation of value of function and
its derivative is required that, as a rule, is not less labour-consuming, than calculation of two values of function.
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As convergence C m. depends on smoothness of function and a choice initial npu6mmxenwuii, in standard
machine subroutines of calculation of zero of continuous functions this method is combined with any method
possessing guaranteed convergence, e.g. a method of division of a piece half-and-half. On each step of such

combined method the root an is localised in a piece / (#1) # U on the ends k-rogo function changes a sign (it is
supposed that this condition is executed for an initial piece [a, b]). According to a nek-eye the test the next approach
gets out or under the formula (1), or under the halving formula. Thus if f(x) - smooth function iterations, since nek-
rogo numbers ko, automatically go on C m. Is possible even more difficult combination of methods, e.g. algorithm
zeroin (see [2]), in k-rum, except mentioned above, is used still a method of return square-law interpolation.
Sometimes C m. name a method with the iterative formula

I (2y) % (\(2)

Other name of a method (2) - a false situation method, or regula falsi. Such method converges only linearly.

At generalisation C the m. on a case of system of the equations is possible a double sight at the iterative
formula (1). It is possible to consider that it is received from the formula of a method of Newton by discrete
approximation of a derivative. Other possibility - to consider that for f (x) linear interpolation on points is made
T # 0 gng 7080 # D and for the 7 (91) % U 2610 linear murepronsmer is taken. Both interpretations
allow to receive a considerable quantity of multidimensional analogues C m.; nek-rye from them (but not all) have

the same order (local) convergence f(2q)#0 (see [3]).
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Lecture Ne 5.
Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
A method of Gaussa.
The plan:
1. The decision of system of the linear equations a method of Gaussa
2. A method of Gaussa with a choice of the main element
3. An error estimation at the decision of system of the linear equations

1. The decision of system of the linear equations a method of Gaussa

Problems of approximation of function, and also set of other problems of applied mathematics of m of
computing physics are reduced to problems about the decision of systems of the linear equations. The most universal
method of the decision of system of the linear equations is the method of a consecutive exception of the unknown
persons, Gaussa named a method.

For an illustration of sense of a method of Gaussa we will consider system of the linear equations:

4%, —9X, +2X; =2

2X, —4X, +4X; =3

— X, +2X, + 2%, =1 (1)
This system we will write down in a matrix kind:

4 -9 2)x 2

2 -4 4)1x,|=|3

-1 2 2)\x 1 @)

As it is known, both members of equation it is possible to increase by nonzero number, and also it is
possible to subtract another from one equation. Using these properties, we will try to result a matrix of system (2) in
a triangular kind, i.e. to a kind, when below the main diagonal all elements — zero. This stage of the decision is
called as a forward stroke.

On the forward stroke first step we will increase the first equation on 1/2 and we will subtract from the

second then the variable will be excluded from the *1 second equation. Then, we will increase the first equation on-
1/4 and we will subtract from the third then the system (2) will be transformed to kind system:

4 -9  2Yx) (2
0 05 3 |x|=|2

0 -025 25) x, 1.5 @)

On the second step of a forward stroke from the third equation it is excluded XZ, i.e. from the third
equation it is subtracted the second, increased, on-1/2 that results system (3) in a triangular kind (4)

4 -9 2Yx) (2
0 05 3|x,|=| 2
0 0 4)\x,) |25

(4)
System (4) it is copied in a habitual kind:
4%, —9X, +2X; =2
0.5%, +3x; =2
4x, = 2.5 -
Now, from system (5) we can find the decision upside-down, i.e. at first we find from the third equation
2-3x,
=0.625 L . . . X2:7:O'25 L X, - X3 .
s =092 further, substituting in the second equation, we find 0.5 . Substituting and 2 inthe 3 first

X, =0.75 X17X2’X3)

equation of system (5), we find . A finding of the decision from (
motion.
Now, on the basis of the considered example, we will make the general algorithm of a method of Gaussa

for system:

system (5) name reverse
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a; X, +a,X, +..+a,X, =b

1n*n

Ay X, + 85X, +..+ 8, X, =D,

A X, +a,X, +...+a,,X, =b,

(6)
The method of Gaussa consists of two stages:
The forward stroke — when a matrix of system (6) is led to a triangular kind;
Reverse motion — when unknown persons upside-down, i.e. in sequence are consistently

calculated: Xns Xnas Xngsme X

Forward stroke: for reduction of system (6) to a triangular kind, the equations with nonzero factors at a

variable are rearranged X1 so that they were above, than the equations with zero factors ail. Further, we subtract
the first equation multiplied on @,,/a,,, from the second equation, we subtract the first equation multiplied

onas, /a,, , from the third equation etc. in general, we subtract the first equation multiplied on a;, /a,, , from i - ro
the equations at 1=2,n if ay # O. Owing to this procedure, we have nulled all factors at a variable in X
the equations, since the second, i.e. the system (6) becomes:

a; X, +a,X, +..+a,X, =b

1n*n

1 each of

ay,X, +...+a, X, =h,

2n"*n

Az, X, ...+ 85X, =Dy

a,X, +..+a,. X, =b

@)
Further, we apply Tyxe the procedure, to the equations of system (7), since the second equation, i.e. the
first equation is excluded from "game". Now we try to null factors at a variable X , since the third equation etc., yet

we will not lead system to a triangular kind. If det A= 0, the system is always led (theoretically triangular kind. It
is possible to present the general algorithm of a forward stroke in a kind:

k=1n-1
i=k+1n
| 2

A
b, « b, -1, b,
j=1n
a;; < a; _Iikakj

(8)

Reverse motion: we calculate unknown persons under formulas:

n

Xn <
ann
k = n_l,n_z,...,l (9)
n
b, - D ayx,
j=k+1
Xk <
Ay

The remark: for calculation of a determinant of system it is possible to use the triangular form of the
received matrix then the determinant of this matrix is equal to product of diagonal elements, i.e.

n

det A=]]a;
i=1 (10)

2. A method of Gaussa with a choice of the main element
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The method of Gaussa is so universal that for some systems almost "bad" results turn out, various artful
ways out therefore are developed. In a case when some factors of a matrix of system are close among themselves, as
it is known relative errors strongly increase at subtraction, therefore the classical method of Gaussa gives the big
errors. To bypass this difficulty, try to choose in a forward stroke of Gaussa that equation at which the factor at is

X

maximum “1 and as basic "player" choose this equation, thereby bypassing difficulties of subtraction of close

numbers (if it is possible). Further, when it is necessary to null all factors of a variable X, , EXcept one equation —

this special equation again choose that equation at which factor at maximum X

triangular matrix.
Reverse motion occurs the same as and in a classical method of Gaussa.
3. An error estimation at the decision of system of the linear equations
To estimate errors of calculations of the decision of system of the linear equations, we need to enter
concepts of corresponding norms of matrixes.

2 etc., yet we will not receive a

First of all, we will recollect three most often used norms for a vector Y :
n

Jal, = 2_Ju]

= (11)
o, = [ 2l
i1 (Euklyde norm) (12)
l, =1im 820" = maxu
pon i 1<isn (Chebyshev norm) (13)

For any norm of vectors it is possible to enter corresponding norm of matrixes:

[Au]
|Al= SupS = sup|Au
u=0 Jull=t (14)
Which is co-ordinated with norm of vectors in the sense that
[ <Al u] )
It is possible to show that for three norms of a matrix resulted above cases are set A by formulas:
n
|Al, = max 2_[au
I<k<n =1 (16)
|Al, = maxe
1<i<n (17)
n
|Al; = m_aleaikl
I<isn k=1 (18)

Where - iare singular matrix numbers A ie. these are positive values of square roots - Hi matrixes
T
(A" - Awhich is the is positive-defined matrix, at d€t A# 0y

. : : o, = |ﬂi|
For material symmetric matrixes -
Absolute error of the decision of system:

A .
where - 71 own numbers of a matrix A

AX+b (19)
Where -a A system matrix, - the b matrix of the right parts, is estimated by norm:
A= ”AX N b” (20)
The relative error is estimated under the formula:

A
0=

H o

X||#0

Where ” ” .

http://matematikam.ru/solve-equations/sistema-gaus.php
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Lecture Ne 6.
Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Iterative methods of Jacoby and Seidel.
The plan:
1. Iterative methods of the decision of systems of the linear equations
2 Method of simple iteration of Jacoby
3. A method of Gaussa-Seidel

1. Iterative methods of the decision of systems of the linear equations
Let's consider system of the linear equations which badly dares methods of Gaussa. We will copy system of
the equations in a kind:

X=Bx+cC (22)

Where - the B set numerical matrix N of th order, - the ¢ € R" set constant vector.

2 Method of simple iteration of Jacoby

. . . . XO c Rn el XO c Rn
This method consists in the following: any vector ( initial approach) gets out and the
iterative sequence of vectors under the formula is under construction:

x® =Bx"Y +c neN (23)
Let's result the theorem giving a sufficient condition of convergence of a method of Jacoby.

The theorem. If|| B ”<1, the system of the equations (22) has the unique decision and X=¢ iterations
(23) converge to the decision.

It is easy to notice that this theorem is simple generalisation of the theorem of the compressed displays
studied by us earlier for single-step iterative process in a general view. All estimations received earlier, are
transferred and for system of the equations, a difference only in concepts of corresponding norms. Generalising a
method of simple iteration of Jacoby for a case of system of the equations:

We build algorithm of the decision:

We copy the equation (24) in a homogeneous kind and it is multiplied by a constant - A which further we
will find from conditions of convergence of iterative process:

A-(AX—b)=0

(25)
We add to X both parts (25) and it is received:
X=X+ A(AX—=Db) =p(x,1) (26)
We build the iterative formula of Jacoby:
(n+1) _ ,(n) (n _
X =x" + A(AX b) @7)

Where a constant it is found 4 from conditions of convergence of iterative process (27) which in this case
looks like:

o, (x©, 2)| <1 (28)
Where - a ¢(X, A) vector function from (26) or proceeding from the theorem of the compressed displays

||| + ﬂA” <1, where I - an individual matrix.
Let's consider a numerical example:

Let we have system of the equations: We copy system in a kind:
X, +3X, +4x, =1 A (X +3X, +4X, - D)+ X, =X,
2X, +3X, —2X, =2 A, (2%, +3X, =2X; —2) + X, = X,
3%, +4X, +5%X;, =3 A3 (3%, +4X, +5%; —3) + X3 = X,
We(ma!<e the(it)erative fo(rr)’nula: o o The factor is chosen A, from conditions: i.e||E + AA| <1.
XM = x4+ 2 (™ +3x$ + 4x{M 1)
(M) _ () (M 4 2y (M) _ oy () my =L 4|+ 34+ 42 <1
X " =X + A (207 3% =2%5" =2)  dm, =24, |+[1+34,]|+24,| <1

max(m,,m,,m;) <1.
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3. A method of Gaussa-Seidel
The set of iterative methods is developed for the decision of linear system of the equations. As the method
of simple iteration of Jacoby converges slowly. One of such methods is the method of Gaussa-Seidel.
For a method illustration we will consider a numerical example:

2X—-y+2=5
X+3y—-2z=7 (29)
X+2y+3z=10

The equations are copied in such a manner that on the main diagonal there are maximum factors for each
equation.

We begin with approachX =Yy =2z =0. Using the first equation, we find for new Xvalue under a
X conditiony =z =0.

5+y-z 5
2 2
. . 7-0 ) ) 7+2z—x 3
Taking this value and X = X, = 2,5from the £ = Ysecond equation, we find Yy, = —3 = >
. o 7 10-x-2y . L
further from the third equation it is found. 1 Z, = T = E These three sizes give new approach and it is
. i . 5 5 5 .
possible to cycle a loop from the beginning, we receive: etc X, = E y, = E Z,= g Iterations proceed before

inequality performance HX(M) — X(i)H <eg.

The general algorithm of a method of Gaussa-Zejdelja looks like:
Let

Ax=Dhb (31)
Where at matrix A - all diagonal elements are distinct from zero, i.e. (aii =0 if then da; =0 we rearrange a line
so that to achieve a condition i # o). If ith equation of system (31) to divide on a“, and then all unknown

persons except - Xi to transfer to the right part we will come to equivalent system of a kind:

Xx=Cx+D (32)
d=2"c-(c
where D=(dl,d2,...,dn), aii , _( ij)
aij i - .
——ifi#]
C;= i (33)
0,ifi=]j
The method of Gaussa-Zejdel consists that iterations are made under the formula:
i—1 n
x{H =3 Cux{i P + > Cyx +d, (34)
j=1 j=i+l

Where - K iteration number, and ! =11
The remark: for convergence of a method (34) enough performance at least one of conditions:

a)
Q| <& . —
jgj“#i J‘ | |' | :1gn (35)

-The A symmetric and is positive-defined matrix.
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Lecture Ne 7.
Algorithmization interpolation methods. Interpolation functions.
The plan:
1. Introduction
2. The first interpolation Newton's formula
3. The second interpolation Newton's formula
4. The interpolation formula of Stirlinga
5. An example

1. Introduction
Interpolation — operation of approach of the function set in separate points in some set interval. The elementary
problem of interpolation consists in the following. On a piece [a, b] are set n+1 points i (i= 0, 1, 2,
..., n), interpolation named in the knots, and values of some functions fx) in these points. It is required
SC0)=Yo fO0) =25 f(X,)=Ds- {5 construct the interpolating function accepting 7™ in knots of

interpolation the same values, as /() | j.e. F00)=d0, F(x) =y, F(x,) =¥, - Geometrically it means (fig. 1) that it
is required to find some curve’=FW of the certain type passing through the set set of

pOints (-"l', b ,L-‘f}. 1= 0 1 N 2 | .
L
My |
Yo
0 X0 X1 N g

Fig. 1. Geometrical representation of interpolation of function

In such statement the interpolation problem, generally speaking, can have or uncountable set of decisions,
or not have at all decisions. However a problem it becomes unequivocal paspemumoii if instead of any function to

search F(x) for a degree polynom F.(x) not above n, satisfying to conditions:
'P-'l(xﬂ ) = -ll‘ll H] lDar{xl :I = rvl i Rr(xrr) = '1"” : (1)
Received unrepnonsiumonnyro the formula y=F(x) use for the approached calculation of values given

¢yuxuu f(X) nms those x which are distinct from interpolation knots. Such operation is called as function
interpolation f(x).

2. The first interpolation formul Newton.

Let in equidistant points X, =X +i-h (i=0,1,2,.., ”}, where h — a step of interpolation, preset values for

Y =7 function y=f(x). It is required to pick up a degree polynom %) not above n satisfying to conditions (1).

. . . v.,i=0,1,2....n
We will enter final differences for sequence of values-': :
&‘LJI: — “l.'r_ . | — }_: .

Ay, = A(Ay,) = Ay, — Ay, ,

A”_V; — A(A” ],]’1;) :AFI l_"’;_| —A” l_'ln"f )

Conditions (1) are equivalent to equalities:

@

‘Q‘m Rr ( Xo :' = Am."’u
Atm=0,1,2,...,n
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Lowering the calculations resulted in [1], we will definitively receive the first interpolation formula Newton:

Rr(x)=.vll +qﬂ_ﬂ| Q(q_ ]fﬂ Yyt +Q(£j’—l)...(g—”+])& v,
2! n! @)

X
Where — =

O number of steps of interpolation from an index point to a xo point x.

The formula (3) is expedient for using for function interpolation in an y=f(x) index point vicinity where Xo q
on absolute size it is not enough.

In special cases it is had:

At n =1 — the formula of linear interpolation:

H(J’) =Wt q&.vfl .
at n = 2 — the formula of square-law or parabolic interpolation:
(g — l) 2
FE (x)= Yot qﬂ:"u + % A Vo -

3. The second interpolation formule Newton
The first interpolation formule Newton is almost inconvenient for interpolation functions near to the table
end. In this case usually apply the second interpolation formule Newton:

qunﬂﬁﬂﬁ+ﬂq+nw+2hf} +m+qm+nmm+n—nﬂﬂ,

=2 ‘n=3 S0
3! n! @)
The detailed conclusion of the formula (4) is resulted in [1].
Let's notice that if x<xo and x it is close to Xo it makes sense to apply the first interpolation formule Newton
if x>xn and x it is close to X, in this case is more convenient for using the second interpolation formule Newton. In

other words, the first interpolation formule Newton is used usually for interpolation forward, and the second
interpolation formule Newton — for interpolation back.

P(x)=y, +qAy,  +

4. The interpolation formul of Stirlinga
The interpolation formule of Stirlinga looks like:

q((f -1) Ay, +Ay,

Ay, +Ay, 2
P (x)=y, +fi'% q -A? Yo

21 3! 2
GG D p 2@ -T2 Ay H Ay,
41 : 5! 2
202 2 _ A2 2 _ 22y, 2 a2 2 o 1y2

L9 (@ =g =2 LN L Dg =2 0g" =3)..[q" =(n=1)]

6! ' (2n-1)!
A:“_I s Al"-' s 2 2 _ 3_ 2 2_ _ 2

» .1' n + -1 (=1} + ‘f (q I)(q 2 )[q (H ]) ]QJHJ:_” R

2 (2n)! (5)

X=X,

¢
where, as before h

There is also a number of others interpolationally formulas: Gauss, Bessel, and so forth the Formula (5) is
deduced by Lagrange with use of the first and the second interpolation formulas of Gaussa [1].

5. An example
The table of values of full elliptic integral is set

Kla)=

'I-\fl—sm & -Sin” '-:1

To find K (78° 30 ).
Values of full elliptic integral K (o)

a K() AK 42K 43K 44K 45K 46K
750 2.76806
6461
76° 2.83267 528
6989 84
77° 2.90256 612 19
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7601 103 13

78° 2.97857 715 32 -5
8316 135 8

79° 3.06173 850 40 18
9166 175 26

80° 3.15339 1025 66 -1
10191 241 25

81° 3.25530 1266 91 43
11457 332 68

82° 3.36987 1598 159
13055 491

83° 3.50042 2089
15144

84° 3.65186

The decision. According to the table data it is accepted x0 = 78; h=1; x=78° 30 ’, from here ¢ = 0.5. Being limited
to differences of the fifth order, under the formula of Stirlinga it is had:

7601+8316

K(78°30') = 2.97857 + O.ST-W* £0.125-715-10°° —0.0625 03133

107 -

13+8

—-0.0078-32-107° +0.0117 107 =3.019181.
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Lecture Ne 8.
The Numerical decision of the differential equations. Euler's method.
The plan:
1. Types of problems for the ordinary differential equations
2. Euler's method

1. Types of problems for the ordinary differential equations

The differential equations arise in many areas of applied mathematics, physics, mechanics, technicians etc.
With their help are described almost any problems of dynamics of cars and mechanisms (sections of the dynamic
analysis of hydraulic systems, drives and transmissions, control systems see, for example, our site). There is a set of
methods of the decision of the differential equations through elementary or special functions. However, more often
these methods either are absolutely not applicable, or lead to so difficult decisions that it is easier and more
expedient to use the approached numerical methods. The differential equations contain in a large quantity of
problems essential nonlinearity, and functions entering into them and factors are set in the form of tables and-or
experimental data that actually completely excludes possibility of use of classical methods for their decision and the
analysis.

Now there is a set of various numerical methods of the decision of the ordinary differential equations (for
example, Euler, Runge-Kutta, Milne, Adams, Gere, etc.) [1 — 6]. We will be limited here to consideration of
methods of Euler most widely used in practice and Runge-Kutta. As to other mentioned methods they are in detail
stated in the literature, see, for example: [1, 4] — Milne's method, [1, 3, 5] — Adams's method, [5, 6] — Gere's method.
We also do not stop here on questions of stability of computing processes, they are in detail shined in the
corresponding literature [4, 5, 7].

2. Euler's method
Let's consider the differential equation

Vi=fxhy) oy
With the entry condition
,v(xll} =W -
Having substituted **Yo in the equation (1), we will receive value of a derivative in a point 0 :
Voo = S (X0, ¥5)-
At the small A X takes place:
J’I('rll + & 'r} = _F["TI ] = -J?U + ﬂ' -.F = "._-'“ + }-‘I' |

S (X0:Y0) = Jo , we will copy last equality in a kind:
VW=Vt —fu “Ax.

Ax=y,+ f(x5, ) Ax.

X=X

Having designated

)
Accepting now (%.31) for a new starting point, precisely also we will receive:
,‘"I] = -}‘I +1f| A
Let's have generally:
vi.=y,+f-Ax
< i+l S f ,Jf.- (3)

It also is Euler's method. The size Ax is called as integration step. Using this method, we receive the
approached values y as the derivative v actually does not remain to a constant on an interval in length Ax,
Therefore we receive an error in definition of value of function y, that big, than it is more A, Euler's method is the
elementary method of numerical integration of the differential equations and systems. Its lacks — small accuracy and
regular accumulation of errors.

More exact is Euler's modified method or Euler's method with recalculation. Its essence that at first under the
formula (3) find so-called «rough approachy:

.l:f-i-l = .-1‘!.' + ,Jf,u ) & 'T L]

fio=F(x0.¥.)

And then recalculation receive too approached, but more exact value:
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9 a
< (4)

Y
DaKkTHYECKHU NEepecUET MO3BOJIICT YYECTh, XOTh U HpI/I6J'II/I3I/ITeJ'H)HO, HU3MCHCHHC HpOI/I3BOZ[H0ﬁ Ha miare

Ax

WUHTETPUPOBAHUS , TAK KaK YYMTBIBAIOTCS €e 3HayeHus “ ' B Hayaje " I B koHue mara (puc. 1), a 3aTem
Oepercs ux cpegaee. Meron Diinepa ¢ mepecdeToM (4) sIBISIETCS 1O CyIIecTBY MeTogoM Pynre-Kyrra 2-ro mopsiaka
[2], uTO cTaHEeT OYEBHIHBIM U3 NATBHEHIIETO.

o

r
Actually recalculation allows to consider, though and approximately, derivative change ¥ on an integration

step as Ax its values "ff in the beginning and '}"'" in the end of a step (fig. 1) are considered, and then
undertakes their average. Euler's method with recalculation (4) is in essence a method of Runge-Kutta of 2nd order
[2] that becomes obvious of further.

v
i

—
- -

Fig. 1. Geometrical representation of a method of Euler with recalculation.
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Lecture Ne 9.

The numerical decision of the differential equations. A method of Runge-Kutta and Adams.

The plan:
1. Methods of Runge-Kutta

2. Adams's method

1. A method of Runge-Kutta
Again we will consider the differential equation

V=g

; . vix. b=y .
With the entry condition ~ ( 0 } Yo
The classical method of Runge-Kutta of 4th order is described by the following system of five equalities:

Va=y,+ % (k, + 2k, + 2k, + k,),

)
Where
k= f(x.9),
h hk
k-g: an+_,1’r-+_l}e
» =1 > >

2

).
k,=f(x +h y +hk,).

Strictly speaking, there is not one, and group of methods of Runge-Kutta different from each other rather, i.e.
quantity of parameters k;. In this case we have a method of 4th order which is one of the most put into practice as
provides a split-hair accuracy and at the same time differs comparative simplicity. Therefore in most cases it is
mentioned in the literature simply as «a method of Runge-Kutta» without instructions of its order.

ki = fx +g.y, +

Example.
To calculate a method of Runge-Kutta integral of the differential equation y ’=x+y at the entry condition
y(0)=1 on a piece [0, 0.5] with integration step h=0.1.

The decision. We will calculate y;. For this purpose at first it is consistently calculated k;:
k=x,+y,=0+1=1;

k, =x“+g+y”+%:({}+0.ﬂ5}+[1+(},[}5}=],I;

2

k, =x“+g+y[,+ =(0+0.05)+(1+0.055)=1.105;

k,=x,+h+ v, +hk, =(0+0.1)+(1+0.1105) =1.2105.

Now we will receive

é.yu=%{l+2-l.1+2-1.1{}5+1.2105}=0.]103

And, hence,

v, =y, +Ay, =1+0.1103=1.1103.
The subsequent are similarly calculated approach. Results of calculations are tabulated:

Results of numerical integration of the differential equation (1) method of Runge-Kutta of the fourth order

i X y k=0.1(x+y) Ay

0 0 1 1 0.1
0.05 1.05 1.1 0.22
0.05 1.055 1.105 0.221
0.1 1.1105 1.210 0.1210
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1/6 * 0.6620=0.1103
1 0.1 1.1103 1.210 0.1210
0.15 1.1708 1.321 0.2642
0.15 1.1763 1.326 0.2652
0.2 1.2429 1.443 0.1443
1/6 * 0.7947=0.1324
2 0.2 1.2427 1.443 0.1443
0.25 1.3149 1.565 0.3130
0.25 1.3209 1.571 0.3142
0.3 1.3998 1.700 0.1700
1/6 * 0.9415=0.1569
3 0.3 1.3996 1.700 0.1700
0.35 1.4846 1.835 0.3670
0.35 1.4904 1.840 0.3680
0.4 1.5836 1.984 0.1984
1/6 * 1.1034=0.1840
4 0.4 1.5836 1.984 0.1984
0.45 1.6828 2.133 0.4266
0.45 1.6902 2.140 0.4280
0.5 1.7976 2.298 0.2298
1/6 " 1.2828=0.2138
5 0.5 1.7974

So, y(0.5) =1.7974.
For comparison the exact decision of the differential equation (1):

y=2e" —x-1,
1(0.5)=2e —0.5-1=1.79744...

Thus, exact and numerical decisions of the equation (1) have coincided to the fifth decimal sign.
The method of Runge-Kutta also is widely applied to the numerical decision of systems of the ordinary
differential equations.

Whence

2. Adams's method
Adams's method is applied both to the decision of the simple differential equations, and for their systems.
Problem statement
Adams's method to find the decision of system of the equations on a piece [0; 1] with accuracy & =10*

{y () = ey () — 2(0),
z (x) = y(x) —dz(x),
y@ =k, z(b)=n
Where ¢, d, k, n —the set constants
The decision of systems of the ordinary differential equations Adams's method
In the given system of the equations will substitute values of factors and entry conditions. We will receive
P =2v—1z
yooe y(0) =3, z(0)=—2
z =y—4z

Adams's method we will find the decision of this system on the set piece. For this purpose we will

calculate a method of Runge-Kutta some initial values of function.
. = ] =1 .

Let's choose a step h and, for brevity, we will enter X Xo T th u Yi ) (IJ

(i=0,12,..)

Let's consider numbers:
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®
kY = hf (xl- +

®
kY = hf (xl-

kS = hf(x, + hyy; + k)
According to a method of Runge-Kutta consecutive values y; are defined under the formula

(kY =hfO,y)

I K ©
LA
Vit

h k®
I I
2;}’1 5

Vier = ¥ + Ay,

Where

1 (i) (i) (@) ()
ﬂJ’a‘:E(kl t2-ky 20k +ky )[£=U,1,2,.

Having substituted in these formulas initial values we will receive
Yo =3
v, =01 y, =33672 z,=-2,1586
x, =02 y,=34944 z,=-2,0867
;=03 y;=35964 z;,=-1,9906

XU=0

Zﬂ=_2

Further calculation it is continued on Adams's method.

-, 2.1)

All calculations it is written down in tables 2.1 and

2.2.
Table 2.1
R % | e | Ay | P | Ape [ Ay [ App | Ze | Bz | gk | Age | Mgy | gy
0] 0 3 0,8000 | 0,0893 |-0,0711| 0,0636 | -2 1,1000 | 0,1002 {-0,1162| 0,1040
101 33672 0,8893 | 0,0183 |-0,0075| 0,0680 |-2,1586 1,2002 |-0,0160(-0,0122|-0,3354
20,2 | 3,4944 0,9076 | 0,0108 | 0,0605 | 0,0512 |-2,0867 1,1841 |-0,0282(-0,3476| 0,7024
310,3 | 3,5964 |0,9445(0,9183|0,0713]0,1117 |-0,1448(-1,9906| 1,1757 | 1,1559 |-0,3758 0,3548 |-0,6647
4104 45409 |1,0761|0,9897 | 0,1831 |-0,0330| 0,1605 |-0,8149] 0,3215 | 0,7801 |-0,0210]-0,3099| 0,8201
5105 56169 |1,3300|1,1727 | 0,1500 | 0,1275 |-0,1562(-0,4934| 1,1598 | 0,7590 |-0,3309( 0,5102 |-0,9910
6106 [ 69469 |1,3297 | 1,3227 | 0,2775 |-0,0288] 0,2023 | 0,6664 |-0,1157] 0,4281 | 0,1793 [-0,4809| 1,1396
710,7 | 8,2766 |1,8523|1,6003 | 0,2488 | 0,1735 |-0,2240( 0,5507 | 1,2171 | 0,6074 |-0,3016( 0,6587 |-1,3700
810,8 (10,1290 1,9028 | 1,8490 | 0,4223 |-0,0505 1,7678 |-0,4170( 0,3058 | 0,3571 |-0,7113
9109 (12,0318 2,6306 | 2,2713 | 0,3718 1,3508 | 1,5432 | 0,6629 |-0,3542
10| 1 |14,6623]2,7239 | 2,6431 2,8940 |-0,6786 | 0,3086
Table 2.2
k x v y' z -4
0 0 3 8 -2 11
1 0,1 3,3672 8,893 -2,1586 12,0016
2 0,2 3,4944 9,0755 -2,0867 11,8412
3 0,3 3,5964 9,1834 -1,9906 11,5588
4 0,4 4,5409 9,8967 -0,8149 7,8005
5 0,5 5,6169 11,7272 -0,4934 7,5905
6 0,6 6,9469 13,2274 0,6664 4,2813
7 0,7 8,2766 16,0025 0,5507 6,0738
8 0,8 10,129 18,4902 1,7678 3,0578
9 0,9 12,0318 22,7128 1,3508 6,6286
(1.3) values received under the formula are necessary for specifying, having calculated them under the
formula (1.4). The obtained data we will write down in the table.
Table 2.3
k x Ay Ay T Az, Az F
0 0
1 0,1
2 0,2
3 0,3 0,9445 0,946075 1,1757 1,010942

47




4 0,4 1,0761 1,069808 0,3215 0,710767
5 0,5 1,3300 1,256483 1,1598 0,647071
6 0,6 1,3297 1,444138 -0,1157 0,441063
7 0,7 1,8523 1,733608 1,2171 0,537967
8 0,8 1,9028 2,037263 -0,4170 0,381975
9 0,9 2,6306 2,470742 1,5432 0,602158
10 1 2,7239 2,6431 -0,6786 0,3086
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Lecture Nel0.
Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula.
The plan:
1. Classification of methods
2. A method of trapezes
3. Methods of rectangles
4. Simpson's method

1. Classification of methods
b

It is known that the certain integral of function f (x) type I f (x)dx (1) numerically represents the area of a
a
curvilinear trapeze limited to curves x=0, y=a, y=b and y = f (x) (fig. 1). There are two methods of calculation of
this area or certain integral — a method of trapezes (fig. 2) and a method of average rectangles (fig. 3).

YA i i Y A i
ay
y=f(x)
/ /
-
0 a' 0 a'x; X b X
Fig. 1 curvilinear trapeze. Fig. 2. Method of trapezes.

2. Method of Trapezes

The size of certain integral is numerically equal to the area of the figure formed by the schedule of function

b
and an axis of abscisses (geometrical sense of certain integral). Hence, to find it fa fCodx means to estimate the
area of the figure limited to perpendiculars, restored to the schedule of subintegral function f(x) from points an and
b, located on an argument axis X.
We will break an interval [a, b] on n identical sites for the problem decision. The length of each site will be
equal h = (b-a)/n (fig. 4).
Y A i

: ! Ax) Lo N
i fi
i I
\\ !
= )
NaT04Ka NepeceyeHns .
/ ' s
e
0 7 x| I, b g a ath at2h b x
Fig. 3 Method of average rectangles. Fig. 4. Interval splitting [a, b] on n identical sites

Let's restore perpendiculars from each point before crossing with the function schedule f (x). If to replace
the received curvilinear fragments of the schedule of function with pieces of straight lines, then approximately the
figure area and consequently also the size of certain integral is estimated as the area of all received trapezes. We will
designate consistently values of subintegral functions on the ends of pieces fo, fi, f2..., fn also we will count up the
area of trapezes
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S:f0+fi'h+'fl+f2'h+f2 +-f.:3 'h+...+fn_1 +fPI h=
2 2 2 2

=4 &+£+£+é+é+é+ £+£ =
2 2 2 2 2

[f0 Sothn pipn +A1}

@

Generally the formula of trapezes becomes

b =1 b

Jrede~a| 020 r ) sbal ot ﬁ+2ﬁ,
a 2 =2 n 2 (3)

Where f; - value of subintegral function in points of splitting of an interval (a, b) on equal sites with step h;

fo, fn - values of subintegral function accordingly in points a and b.
The formula of trapezes with constant step:

[ FOOdx ~ SR EEE G+ Yima) = 2RO + 3 + 22551 7)

(4)

3. A method of rectangles

The elementary methods of numerical integration are methods of rectangles. In them subintegral function is
replaced with a polynom of zero degree, that is a constant. Similar replacement is ambiguous as the constant can be
chosen subintegral function equal to value in any point of an interval of integration. Depending on it methods of
rectangles share on: methods of the left, right and average rectangles.

On a method of average rectangles the integral is equal to the sum of the areas of rectangles where the
rectangle basis any small size (accuracy), and the height is defined on a point of intersection of the top basis of a
rectangle which the function schedule should cross in the middle. Accordingly we receive the formula of the areas
for a method of average rectangles:

; _Z|f<x1)+(fx)|

The formula of average rectangles with constant step:

b ME n—1 E
fa fGdx ~ Zh XI5 (xl- + 2)(6)

(®)

4. Simpson's (Parabolas) formula
Simpson's rule — one of widest known and applied methods of numerical integration. It is similar to a rule of
trapezes as also is based on splitting of the general interval of integration into smaller pieces. However its difference
that for area calculation through each three consecutive ordinates of splitting the square parabola is spent. Lowering
needless details and calculations we will result a definitive kind of the formula of Simpson [3, 4]:

1
[ = E{ Vo+dy, +2y,+4y,+2y, +...+2y ,+4y _ +V. )
(6)
Here n - even number. This formula is much more exact than the formula of trapezes. So, at integration of
multinomials of degree not above Simpson's third method gives exact values of integral.

Examples
Let's consider probability integral:

)
2 X

I = J.e‘ “dx .
Exact value of integral of probability to the fifth signifigant figure equally 2.3925.

Example 1. To calculate integral of probability a method of trapezes with step h = 1.0, 0.5, 0.25.
The decision. Results of calculations are tabulated:

Integration step Value of The received error:
h integral The absolute  The relative, %
1.0 2.3484 —0.0441 1.843
0.5 2.3813 —-0.0112 0.468
0.25 2.3898 —0.0027 0.113
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Example 2. To calculate integral of probability Simpson's method with step h = 1.0, 0.5, 0.25.
The decision. Results of calculations are tabulated:

Integration step Value of The received error:
h integral The absolute The relative, %
1.0 2.3743 —0.0182 0.760
0.5 2.3923 —0.0002 0.008
0.25 2.3926 +0.0001 0.004

The resulted examples show, how much SIMPsoN's method is more exact than the formula of trapezes.
Example 3.

Application of the formula of average rectangles for the decision of problems of numerical integration (on a

2
calculation example _[ (X2 + 1) sin(x - 0.5)dX ).
1

The decision.
2

J’(xg + 1) sin(x — 0.5)dx =h§f (xi + g)

A

X1 XN i

Let's calculate integral 11 under the formula of a method of average rectangles (6):
h1:1

11=hf(xo+h/2)=((1.5)2+1)sin(1.5-0.5)=2.734

»
»

x0 x1 Xxn

Let's reduce a step twice and we will calculate integral 12 under the formula of a method of average
rectangles (6):

hzzl/Z

12= h(f(x0+h/2)+f(x1+h/2))=1/2 ((1.25)2+1)sin(1.25-0.5)+ ((1.75)2+1)sin(1.75-0.5))=2.8005
Let's calculate criterion for integrals 11 and 12, as 12>1 the criterion is calculated under the formula:

|(12-11)/12/=0.023746>¢

The received criterion is not carried out, we calculate integral 13, reducing a step twice:
x0 x1 X2 x3 Xn

h2=1/4
13=(f(x0+h/2)+f(x1+h/2)+f(x2+N/2) +f(x3+h/2))=1/4((1.125)2+1)sin(1.125-0.5)+(1.375)2+1)sin(L.375-
0.5)+(1.625)2+1)sin(L.625-0.5)+ (1.875)2+1)sin(L.875-0.5))=2.814

Let's calculate criterion for integrals 12 and 13, as 13>1 the criterion is calculated under the formula:
[(13-12)/13]=0.004797<¢

The received criterion is carried out, hence, we have calculated the set integral with demanded accuracy.

J7 (2 + 1) sin(x — 0.5)dx =

The answer: "~ 2.814 with accuracy0.01.
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Lecture Ne 11.
Numerical integration. The formula of Gauss.
The plan:
1. The quadrature formula of Gauss

The methods described above use the fixed points of a piece (the ends and the middle) and have a low order
of accuracy (0 — methods of the right and left rectangles, 1 — methods of average rectangles and trapezes, 3 — a
method of parabolas (Simpson)). If we can choose points in which we calculate values of function f (x) it is possible
to receive methods of higher order of accuracy at the same quantity of calculations of subintegral function. So for
two (as in a method of trapezes) calculations of values of subintegral function, it is possible to receive a method any
more 1st, and 3rd order of accuracy:

ﬁgb——a a+b b—a a+b b—a
3 (f( : _zv’i)'f( 2 '2\/5))_

Generally, using n points, it is possible to receive a method with accuracy order 2n-1. Values of knots of a
method of Gaussa on ntoukam are roots of a polynom of Lezhandra of degree n.

Values of knots of a method of Gaussa and their scales are resulted in directories of special functions. The
method of Gaussa on five points is most known.

Example 1.
3 X3
Let's calculate integral J-—AdX with the method of Gauss.
O.SX
The decision.
b—a at+b b—a at+b b—a
I =~ -
= (5 -55) (5 58))
2x°
fX)=—;
X
a+b b-a 05+3 3-05
f1(x)=f — = — =1(1.029)=1.94.
&) 2 2J§j [ 2 2ﬁj (1.029)
a+b b-a 05+3 3-05
f2(x)=f + =f + =1(2.47)=0.812
()(2 2@)(2 zﬁj( )
39y3 _
[ 2 dax =3=2°(1.94.+0.812)~3.584.
OSX

The answer: 3.584.
Example 2.

2.3

Let's calculate integral a method ITC -Sin(7tX)dX of Gauss.
0.5

The decision.

f(x) = 1t~ sin(mx).

a+b b-a 05+23 23-05
fix)=f| = T2 |_f - —£(0.88) =—1.156.-
() (2 2@) ( 2 2\@] (0.88)

ath b-aj_ (0.5+2.3+ 2.3-05
2 243 2 24/3

237051 156 +0.781)~ -0.588.

£2(x) :f( j:f(1.92) ~0.781

2.3
[ - sin(mx)dx =
0.5

53



The answer: - 0.588.
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Lecture Ne 12.
Root-mean-square approach of functions. A method of the least squares
The plan:
1. Root-mean-square approach of functions
2. A method of the least squares

1. Root-mean-square approach of functions
Let dependence between variables x and y is set ta6muuno (the skilled data is set). It is required to find
function somewhat in the best way describing the data. One of ways of selection of such (approaching) function is
the method of the least squares. The method consists in that the sum of squares of deviations of values of required

function ¥i =Y(%) and set ta6mmaro yi was the least:

S(C) :(yl - yl)z + (yz - 72)2 +...+ (yn - yn)2 — min (6.1)

Where ¢ a vector —of parametres of required function.

2. A method of the least squares
To construct a method of the least squares two empirical formulas: linear and square-law.
In case of linear function y=ax+b the problem is reduced to a finding of parametres a and b from system of
the linear equations

M .a+M,b=M,

, Where
M,a+b=M,

14 18 14 \
szz_zxiz, My==>x, Mxy:—zxiyi,MF%Zyi
n|:1 nl_l n|:1 i=1

o 2
a B ciydae KBajapaTHuHoii 3aBucumoctun Y = aX + bX + C x naxoxnennio napametpoB d, b u Cus

CUCTEMBI YPAaBHEHUI:

and in case of square-law dependence Y = aX2 +bX+C toa finding of parameters a, b and ¢ from system of
the equations:

Mx4a+Mx3b+Mx2CZMx2y
MX3a+MX2b+MXC:MXy , Where

sza+MXb+c:l\/Iy

M —lzn:x“ M —1Zn:x3 M —1Zn:x2y
x* n& 3 n& i x2y n& i Ji

To choose from two functions the most suitable. For this purpose to make the table for calculation of
the sum of squares of evasion under the formula (6.1). Initial given to take from table 6.

The task 2

To make the program for a finding of approaching functions of the set type with a conclusion of values
of their parametres and the sums of squares of evasion corresponding to them. To choose as approaching

functions the following: Y = aX + b, y= ax™, y= ae™ . To spend linearization. To define for what
kind of function the sum of squares of evasion is the least.

Initial data is placed in table 6.
Approximate fragment of performance of laboratory work

(George E. Forsyth and Michael A. Malcolm and Cleve B. Moler. Computer Methods for
Mathematical Computations. Prentice-Hall, Inc., 1977.)
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i:=1..10 Yy =1.8
Xl::0.5 Y, —11 X62:0.3 Ye =18
)(2::0.1 0.4 y7::1'6
Ygi= 1.8 % =0 )
=0.4 Yg=22
X0 X = 0.7
Yyi= 1.4 —
. . Yo:=1.5
% :=0.2 x9.70.3 9
:=0.6 y.=2.1 .
E ° X,,=0.8 Y10=23
10 ) 10 10 10
2 (%) 2 DI 2V
i=1 i=1 i=1 i=1
mx2:=1 mx=1-—<- mxy:=1——2% my:=1-—— =
10 10 Y 10 Y 10
mx2= 0.229 mx= 0.43 mxy= 0.828 my=1.76
Given
mx2a + mxb = mxy
mxa + b =my
Find(a,b)—>
Table 6
1 2 3 4 5 6 7 8 9 10
No
1 X 0.5 0.1 0.4 0.2 0.6 0.3 0.4 0.7 0.3 0.8
y 1.8 11 1.8 14 2.1 1.8 1.6 2.2 15 2.3
2 X 1.7 15 3.7 1.1 6.2 0.3 6.5 3.6 3.8 5.9
y 15 14 1.6 1.3 2.1 1.1 2.2 1.8 1.7 2.3
3 X 1.7 11 1.6 1.2 1.9 1.5 1.8 1.4 1.3 1.0
y 6.7 5.6 6.7 6.1 7.4 6.9 7.9 5.9 5.6 5.3
4 X 1.3 1.2 1.5 14 1.9 1.1 2.0 1.6 1.7 1.8
y 5.5 5.9 6.3 5.8 7.4 5.4 7.6 6.9 6.6 7.5
5 X 2.3 14 1.0 19 1.5 1.8 2.1 1.6 1.7 1.3
y 5.3 3.9 2.9 5.0 4.0 4.9 51 4.5 4.1 3.7
6 X 1.8 2.6 2.3 1.3 2.0 2.1 11 1.9 1.6 15
y 4.4 6.4 5.3 3.7 4.9 5.6 3.0 5.0 4.3 3.7
7 X 1.9 2.1 2.0 2.9 3.0 2.6 2.5 2.7 2.2 2.8
y 6.6 7.6 6.7 9.2 9.4 7.8 8.4 8.0 7.9 8.7
8 X 2.0 14 1.0 1.7 1.3 1.6 19 1.5 1.2 2.1
y 7.5 6.1 4.8 7.4 5.7 7.0 7.1 6.8 6.0 8.9
9 X 2.0 1.2 1.8 19 1.1 1.7 1.6 14 15 1.3
y 7.5 5.9 7.0 8.0 5.0 7.4 6.4 6.6 6.3 5.7
10 X 1.9 1.1 1.4 2.3 1.7 2.1 1.6 1.5 1.0 1.2
y 4.7 34 3.8 5.2 4.6 5.5 3.9 3.9 3.2 3.5

2. Than this method differs from an interpolation method?

CONTROL QUESTIONS
1. In what an approach essence Ta6muuso the set function on a method of the least squares?

3. How the problem of construction of approaching functions in the form of various elementary functions to a case
of linear function is reduced?
4. Whether there can be a sum of squares of evasion for any approaching functions equal to zero?

5. What elementary functions are used as approaching functions?

6. How to find parametres for linear and square-law dependence, using a method of the least squares?
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Lecture Ne 13-14
Statement of a problem of linear programming. The basic properties the decision of a problem of
linear programming.
The plan:
1. The primary goal of linear programming
2. Examples of the decision of a problem

The primary goal of linear programming in a canonical form is formulated as follows:
To find the non-negative decision of system of restrictions

a,\%, +G,%+. A, X+ A8, X, b, =0 (i =12, m),
x; 20(j=12,..n),

Providing a maximum (minimum) of criterion function
7 = 6X) + X3+ . +Ep Xy, +Q — max{min)

(1. 1)

(11.2)

Except a record reduced form can be used partially developed

L
Z=chxj +{)— max;
i=l

iang +b, =0 (i=12,....m} x,20 (j=12...n)
i=1

and matrix forms ) o
Z =Cx+(Q —» mag,
Ax+B=0, x=20.
All further reasonings will be spent only for the primary goal in a canonical form.

Usually specific targets of linear programming have distinct from initial an appearance, therefore to solve
their such problems it is necessary to lead to a canonical form

Let the problem of linear programming with variables and the mixed system from m restrictions is set:
Z =X + X3+ +0p X, + 0 — max;

@y Xy + GpXy X, +h S0 ((=12..,7); 3
@y Xy + Gy Xg ot X, +in 20 (k=741 8)

anx) +apXyttayx, +h =0 (I=t+1..,m)

x;20 (j=12...55n) (114

For reduction of this problem to a canonical form it is necessary to replace variables, i.e. To exclude those
variables which can accept both positive, and negative values. The system of restrictions-inequalities should be
replaced by equivalent system of the equations with non-negative variables.

Replacement of inequalities with the equations. Replacement of system of restrictions-inequalities in (11.4)
equivalent system of the equations is carried out by introduction of artificial, non-negative variables y,

Xy + 8 X+t X, + 3 +b =03
B Xy + Qg0 Xy oAy Xy — Vi +bk =0;

y20 (i=12..0% 320 (k=r+l..0) (I11.5)

Such transformation increases number of variables, without changing a problem being.

Replacement of unlimited variables. Variables which can accept negative values, are expressed through non-
negative variables Xt X2, ..., Xy and ¥t ¥ ... ¥r, Replacement of variables represents the system decision,
concerning a replaced variable, and can be executed with the help >xopaanoBsix exceptions. For replacement of one
variable one step of exceptions is required, therefore to lead problem canonical form is possible only in case a rank
of system of more number of unlimited variables.

After replacement the problem dares in new variables. The optimum decision in new variables is substituted
in the communication equations therefore the optimum decision in initial variables turns out.

At the decision of economic and technical problems, as a rule, variables can be only positive real numbers. If
in a problem any variable by the nature can accept negative values in most cases change of the formulation of
conditions allows to get rid of unlimited variables.

Minimisation of form Z. Further the problem of maximisation of form Z will be considered only. If it is
necessary to solve a problem of minimisation of the linear form, criterion function factors should be increased on (-
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1) and to solve this new problem on a maximum. The required minimum of criterion function turns out
multiplication of the found maximum value on (-1), i.e. Zmin = -max(-Z}
Ta6muma Il. 1

Example I1.1. THE Colliery works in a complex with concentrating factory. Daily average extraction of mine
makes D=3300 t and planned instantaneous ash content coal A = 19,2 %. All coal of mine is transferred to
enrichment, therefore every day tasks on quality of coal is corrected for constant maintenance instantaneous ash
content processed raw materials. As a result of receipt of party of coal with high instantaneous ash content the
concentrating factory demands to lower next days instantaneous ash content extracted coal to 18 %. In this
connection it is required to correct daily tasks mining to mine sites so that extraction decrease as a whole, but to
mine was minimum. Indicators of work of sites of mine are resulted in 111.1.

II. 1
Site number Daily loading according to | instantaneous ash content Th(_e greatest_possible
plan Dy; t extracted coal A, % loading on a site D™, t
1 900 20 1000
2 850 23 920
3 850 18 950
4 700 15 800

Loadings can be increased by a site at the expense of redistribution of empty trolleys and manpower
resources. Coal from sites 1 and 2 is transported on the conveyor line having daily productivity no more P: = 1850 t
and from sites 3 and 4 on line with daily productivity no more P»=1700 t.

The task in view can be shown to a problem of linear programming with non-negative variables if as
variables to accept loadings on faces, and with unlimited variables if for variables corrective amendments of daily
tasks of sites are accepted. For more evident illustration of all stages of the decision of problems of linear
programming two variants of statement of a problem here will be considered.

Variant 1. If as variables x; to accept loadings on clearing sites, but a main objective of the decision of a
problem - maintenance of the maximum extraction can be described the following criterion function
D =x;+x;+x3 + x4 &> max
Thus following restrictions should be carried out: on quality of coal

A+ AgXy + Ayt + Agxy = A, fx +X, + X, +3,)
On extraction of sites

x, € D™, x, < D™,
x, < D™, x, < D,
But throughput of transport communications
X +x, 11, x+x, 511,

On the physical essence loading on a face - size positive, therefore *¢ 20 (i: 123 4)
After substitution of the initial data and reduction of similar members the problem becomes
D=x +x, +x; +x, & max

2x, +5x, -3x, =0,
x, - 1000 <9,
X, -920=0.
x, ~950<0
x, —800<0
x +x, - 18500
x+x, -1700<0

x, zo(le. 2,3, 4)
For problem reduction to a canonical form it is necessary to replace inequalities with equivalent
restrictions-equalities by introduction of auxiliary non-negative variables y;.
D =x +x, 4% +X%, — max

le +5x2 "‘3.1'4 :0,
- X -y +1000 =0,
—xz\ —¥y +920=0,
—X3 -y +930 =0,
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- Xy -y +800 =0

X -Xx -y, +1830=0
-Xy —Xy -y; +1700=90

%20 (i=1...4)

3520 (=Luf)

Variant 2. We will designate variable updatings of daily tasks on sites through A; then the problem purpose
- extraction maximisation - will be reached at

A=A +A,+A;+A, - max
Thus restrictions should be carried out: on quality
(Da+ D)4 +(D, +D )4, +(Dy + D) A, +(D, + D, )A,

(Do +D )+ (D) + Dy j+ (D + Dy ) +(D,, + D, ) o

On extraction of sites
0< D +A, <D™,

0D, +A, <D™,
0D, +A, = D™,

0D, +A, <D™,
On throughput of transport communications
(D, +A+H (D, +A =TT
(D +AD+(D,+ANSTT,.
After substitution of the initial data, replacement of bilaterial restrictions unilateral and transition to
equivalent system of the equations, a problem can lead the kind
D=A +A, +A,+A, > max
D=A +A, +A;+ A, - max
0,024, +0,054, -0,034, +395=90,
"A| — +100:0,
—"A2 =Wz +70 ZO,

”AS —HUq +100i0,
—-Ay  —uy+100=0,
A —u5 +900 =0,

A — g +830 =0,
A, ~ 2ty +850 =0,
Ay —ug +700=0,
-4 -4 — g +100 =0,
~Ay; -4, -~y +150 =0,
w20 (j=1 .., 10)

Variables A can accept both positive, and negative values, therefore for reduction of this problem to a
canonical form it is necessary to express them through non-negative variables u;. This operation will be carried out
more low at the further decision of a problem.

The optimum decision of a problem of the linear programming led to a canonical form, the non-negative
decision of system of restrictions (11.1), providing a criterion function maximum (11.2) is.

At the decision of system of restrictions there can be three cases:

1. System of restrictions not compatibility and the optimum decision is impossible. Not compatibility
systems of restrictions it is caused by the economic and technological reasons. More often not compatibility speaks
insufficient quantity of resources because of what restrictions on planned amounts of works cannot be executed.
Besides, in planning problems mining works not compatibility systems of restrictions it is often caused by
impossibility of performance of requirements to quality of a mineral at the developed industrial situation (the certain
maintenance of useful and harmful components in blocks or faces). Restriction revealing because of which all
system not compatibility, allows to specify problem statement.

2. The system of restrictions has the unique decision A=kt =gzt x,=p, 20 1n this case the
problem of linear programming is reduced to the decision of system the linear equation and substitution of this
unique decision in criterion function, i.e.

Zinax =0 By + 03 Byt 40y fin +0
3. The system of restrictions has uncountable set of decisions. From the point of view of maximisation of
form Z this case represents the greatest interest and will be considered more low.
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Computing procedure of search of the optimum decision of a problem of linear programming is based on
following theorems.

The theorem 1. The set of admissible decisions of the primary goal of linear programming is convex.

The theorem 2. The non-negative basic decision of system of linear restrictions (11.1) is a point of set of
decisions of the primary goal of linear programming.

The point X belonging to set X, is called as extreme if it cannot be presented as a convex combination of
other points.

As number of the variable equations in system (Il.1) x>0 (j=1, 2..., n) there is more than number of
restrictions 1 (i=I, 2..., n) THE system has set of decisions. One of possible decisions of system can be found, if (n-m)
any variables to equate to zero. Then the received system from T THE equations with n unknown persons is easy for
solving (if a determinant made of factors at unknown persons, does not address in zero, i.e. When lines and columns
of a matrix of factors are linearly independent). The decision received thus is called as basic, and making it T
variables also are called as basic. The others (n-m) variables are called as not basic or free. In each concrete system
of the equations (I1.1) usually there are some basic decisions with various basic variables.

The theorem 3. The linear form of a problem of linear programming reaches the unique maximum value in
an extreme point of set of decisions.

From theorems 2 and 3 it is possible to draw the important conclusion - it is necessary to search for the
optimum decision of the primary goal of linear programming among set of admissible basic decisions of system of
restrictions.
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Lecture Ne 15-16
Geometrical interpretation of a problem of linear programming.
The plan: 1. Problem statement
2. Geometrical representation.
3. An example of the decision of a problem
4. Geometrical problem interpretation

Better and more visually to present geometrical sense of a problem of linear programming, we will address to
the elementary two-dimensional case (when the model includes two variables) and then we will make
generalisations at presence n variables.

In case of two variables the model of linear programming has the following appearance

Z =0 X +0c3 X > 1max; (11.6)

axp+ax;+b 20 (=1 2, .., m) (11.7)

xp 20 x; 20,

Each restriction (11.7) represents a straight line (fig. 11.1) which breaks all space (an initial plane) on two
semiplanes one of which satisfies to restriction (this area in drawing is shaded).

The system of restrictions according to the theorem 1 represents convex set, and in a considered two-
dimensional case - a convex polygon of restrictions (fig. 11.2). In special cases the polygon can address in a point
(then the decision is unique), a straight line or a piece. If the system of restrictions is inconsistent (recoBmectHa) it is
impossible to construct a polygon of restrictions also a problem of linear programming has no decisions. Such case
is shown on fig. 11.3. Really, there is no point of space which simultaneously would satisfy to restriction y; and to
restrictions y, and ys.

The polygon of restrictions can be not closed (fig. 11.4). In this case, as it will be shown more low, criterion
function Z is not limited from above.

In a case o variables each restriction represents (n-1) a-dimensional hyperplane which divides all space into
two semispaces. The system of restrictions in this case gives a convex polyhedron of decisions - the general part of
the n-dimensional space, satisfying to all restrictions.

Xy X}

O |

X
Fig. 11.2. Geometrical interpretation of system of
restrictions
X, o

()]_'_,_,,. e ,_‘_' o 0f =
X, Xy
Fig. 11.3. Imcompatibility systems of restrictions Fig. 11.4. Limitlessness of criterion function

In three-dimensional space (n=3) each restriction represents a plane in space. All restrictions, being
crossed, form a convex polyhedron which in special cases can be a point, a piece, a beam, a polygon or many-sided
unlimited area.

For finding-out of geometrical sense of criterion function we will give to variable Z various numerical
values (Z=0, Z=I, Z=2, Z=D).

To these numerical values Z there corresponds sequence of the equations and system of parallel straight
lines in space (fig. 11.5).

Xy T 02Xy :0,

oy +6x; =1,

QX+ 06Xy = D.
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My
0 . z=1 z=2 z=3 X1
z=0 ™\

Fig. 11.5. Geometrical interpretation of criterion function  Fig. 11.6. Geometrical sense of the optimum decision of
a problem of linear programming

The first straight line (Z=0) passes through the beginning of co-ordinates perpendicularly (opToronansHo) to

the directing vector C ‘—“(Clcz), the subsequent straight lines are parallel to the first and will defend from it in a
direction of a vector With on size 1, 2, D. As a whole variable Z defines evasion of the points lying on a straight line

Z =X +¢1% from a straight line €11 + %2 =0 passing through the beginning of co-ordinates. To define
evasion of any point from straight line Z=0, it is enough to substitute co-ordinates of this point in the criterion
function equation.

. . . . = ) > JNE S D AFR =0
In n-dimensional space of the criterion function equal to zero (Z ¥ FXphe X b A G Xy =0y

geometrically there corresponds (n-1) the-dimensional hyperplane passing through the beginning of co-ordinates.
The distance from a point with co-ordinates X" ={x"1 +x'2+--+Xx"w to a hyperplane is equal

R AN GT A8,
2

af +af+..+a’

El t 4
R\/alz FaF . = x| FaXy St X,

From here it is visible that, if in the linear form to substitute point co-ordinates, the distance from a point X’ to the
corresponding hyperplane Z=0, postponed in the scale equal to norm of a vector of an orthogonal plane will turn out (or in the scale
equal to norm of the directing vector).

or

The scaled distance vy, equal , is called as evasion of a point from a plane. As according to the
theorem 3 linear form Z reaches the extreme value in an extreme point (top) of a polyhedron of restrictions
geometrically the problem of linear programming consists in search of top of a polyhedron of the admissible
decisions, having the maximum evasion from a hyperplane expressed by criterion function, equal to zero (fig. 11.6).

If a polyhedron of restrictions will not close (fig. 11.4 see) evasion is equal to infinity as a straight line
parallel to criterion function, it is possible to move as much as necessary upwards, without leaving for area of
admissible values of variables.

The graphic method of their decision is based on geometrical interpretation of linear problems. This method
can be used effectively at the decision of problems with two (sometimes with three) variable and reduced to them as
it is impossible to represent graphically spaces 6onbmieii dimensions. For the graphic decision of a problem of linear
programming it is necessary in accepted system of co-ordinates to construct the equation of all restrictions which set
will give a polyhedron of restrictions. Then build the equation of criterion function equal to zero, i.e. Passing
through the beginning of co-ordinates, Z=0. After that, moving the direct (plane) corresponding to criterion function,
in parallel to itself, find a point of a contact of this direct (plane) with a polygon (polyhedron) of restrictions - the
top of a polygon having the maximum evasion from direct (plane), Z=0.

Let's show use graphic meroma on a concrete example.

Example 11.2. It is required to define annual volumes of extraction of ore on three enterprises (tab. 11.2).

Table 11.2
Indicators The enterprise
1 2 3

The maximum annual extraction Q™ million t. 16,7 17,4 15,9

Annual production rate of structure g, million t. 2,5 2,35 2,5

The metal maintenance ai, % 59 6,4 7,7

Has arrived from extraction and processings 1 million 9,24 9,6 12,12

t. ores pj, billion roubl.
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In total in work there are 13 structures. The ore extracted on three mines, is processed at one concentrating
factory, and the average maintenance of metal in ore should be within 6,4 - 6,6 %.

For operated variables we accept number of the structures, allocated to mines for ore transportation on
concentrating factory —*i-%2 ¥ X3 and for criterion of an optimality - total profit on extraction and ore processing.

Then criterion function of!a problem will become

Y pax, =9.24:2,5% +9,6-2,35x, +12,12.2,5x, =
i=1
= 23.1x, + 22 .56x, +30,3x; — max.
At the decision it is necessary to observe following restrictions:
On extraction of mines
g:x; < 07
254 16,7, 235x, <174 2,5x;£15,9

on number of structures
X+ ta =13

iql' xi (Z,-

64t <66
>ax
i=l

On positivity of variables %2 % % 20; x; 0.

on quality

Having substituted values 4: and « in restrictions on quality and having executed necessary transformations,

we will receive
-1,75x, - 0,47x, +2,75x, <0,

-1,25x, +3,25x, 20
Using restriction — equality xi+ x2+ x3 = 13, we will express in criterion function x2 through xi1 and xs. As a

result we will receive the following economic-mathematical model with two variables:
23,1x +22,6(13 - x; — x3) + 30, 3x; ~—» max,

2,5x, £16,7,

23¥13 - x - x;) 17,4,

2,5x, 5159,

4,75 04713 -x —x;) +2 75x, <0,

-1,25x +3,25x, 20,
x 24, x, 20,

After transformation it is had
0.5x, +7,7x, — max,
2.5x, £16.7,
2350 +235x, 2132
25x; <15,9,
-1,28x + 3,22x, 26,1,
~1,25x +3.25x, 20,

X 20, X 20
Geometrical interpretation of a problem is resulted on fig. 11.7, where % =90 x5 =0 _ axes of co-ordinates.
Besides, five more restrictions are constructed, and by short shading and arrows admissible semiplanes are shown.
The system of restrictions forms area of admissible decisions - convex polygon ABCD.
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z=-0.5x1+7.7x 3 =0 T -
Fig. 11.7. Geometrical interpretation of a problem

Through the beginning of co-ordinates there passes a straight line corresponding to the equation of criterion
function, equal to zero (< =%3% +7.7x; =0) We move this straight line in parallel to themselves until it will not
concern tops of a polygon of the restrictions, having the maximum removal from an initial straight line (Z=0). The
top With gives to us x1, and X3, turning criterion function in a maximum. Lowering from a point C perpendiculars on
co-ordinate axes, we will receive x;=6,68 and x3=4,55. Then X2 = 13 - x1 - x3= 1,77,

So the maximum value of criterion function is reached at x;=6,68, x2=1,77 and x3=4,55. Divisibility of
number of structures speaks about necessity of their distribution and movement management on an open cycle.
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Lecture Nel7.

Finding the decision of a problem of linear programming to simplex methods.
The plan: 1. Mathematical bases a simplex of a method of the decision

1. Mathematical bases a simplex of a method of the decision

It is known that if the problem of linear programming has the optimum decision there is at least one optimum
basic decision. Thus, by search of basic decisions it is possible to receive the required decision. The number of basic
decisions makes N = Cp¥, where n - number of variables, and K=r(A) - number of basic variables. This number very
quickly grows at increase in number of variables, therefore in rather small problems continuous search becomes
impracticable even by means of the COMPUTER.

The number of touched decisions can be reduced at the expense of an exception of consideration of
inadmissible basic decisions. The admissible basic decision or the basic decision represents the basic decision with
positive values of basic variables. Hence, to touch only basic decisions, the algorithm of search should answer a
following condition: at transition from one decision to another should remain innegativity all variables. Performance
of this condition does a problem of search of more foreseeable, but as a whole procedure remains ineffective as
transition to another does not guarantee its improvement against one decision. What is quality of the decision? The
procedure ultimate goal - achievement of a maximum of linear form Z, therefore can serve as an indicator of quality
of the decision level 2 in the given basic decision. Hence, efficiency of procedure of search can be raised sharply if
each step improves quality of the decision or to provide growth of linear form Z. On the basis of these reasonings it
is possible to formulate the second condition to which the algorithm of the decision of a linear problem should
answer: transition from one basic decision to another should provide growth of criterion function Z.

This idea can be realised only in the event that there is some basic decision which gradually improves.

The basic method of the decision of problems of linear programming is the simplex-method in which all
process of the decision shares on three stages: search of the initial basic decision, search basic and then the
optimum decision.

To search of basic, basic and optimum decisions apply special procedures - ordinary and modified
Jordanov’s exceptions.

That in system of linear forms y=4x to change in places dependent variable y; and an independent variable
Xs, it is necessary to solve r-e the equation rather x, and to substitute this decision in all other equations of system.

It is obvious that to solve r-e equation rather X, is possible only in the event that ars # 0.

Definition. Step ordinary Jordanov’s an exception made over system of linear forms y=Ax with the resolving
element a0, with r-th in the resolving line and s-th a resolving column, name the schematised operation of
recalculation of factors in linear forms at change by places dependent variable y, and independent xs.

For definition of operations of recalculation of elements of a matrix And in system of linear forms
y=Ax at replacement y: on Xs it is necessary to present a matrix in the form of tab. II.3 and to make

corresponding algebraic actions.

Table I1.3
X1 x2 X, X,
yi @ a3 G thy,
2 I R R B D
v | a a, a, a,
Yom Ay A2 a,. [/ .

In the new table instead of r-th forms the new form from a basic variable Xs which turns out as a
result of the decision r-th forms concerning this variable will settle down
a a 1 a
Xp=—Thxy - —y, - Ty,
al’T ars rs aTS

Having analysed factors at variables *} and Ve may be following conclusions:

1. In the new table on a place of a resolving element % should be written down la,

2. Other elements resolving r-th register lines in the new table with a return sign and share on resolving
element, i.e. Instead (-afjl ) registered

3. In the new table on a place of a resolving column it is necessary to write down elements % instead of
elements

4. Instead of the elements qlf which are not belonging to the resolving line and a column, in the

new table elements register bii = (a5 - Guay)a,
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Thus, for performance of one step Jordanov’s exceptions with a resolving element %s it is
necessary to carry out four operations by the rules formulated here and as a result the new system of
forms in the form of tab. II-4 will be received.

Table I1.4
x’i x2 aen yf e 'x”
i b, b, & b,
Xy -, 4, ___]“__ -4,
ar.s' ar.\- an_ arx
Y bml bml &15 bmr:
ar.s’

Modified Jordanovs exceptions. If system of linear forms y=Ax to present in a kind y = (-1)-A(-1)x and in
this system to make replacement of a dependent variable y, on independent xs, with the help Jordanovs exceptions
such procedure is called as modified Jordanov’s exceptions.

Procedure modified Jordanov’s exceptions is deduced similarly and consists in the following.

1. The system y=Ax is represented in a kind y=(-1)-A(-1)x and is brought in tab. 11.5

_ Table 11.5
X ) - X X,
N Q) ay Ay iy
Y ay &,y a,, o Q.
ym aml aml am.v amn

The note. @i = ~%; (G=12....m); (j=12....nm

2. Resolving element @rs replace with unit.
3. Other elements of a resolving line remain without changes.
4. A sign at other elements of a resolving column change for the opposite.
5. All elements % which are not belonging to the resolving column and a line, replace with
elements
By =aya, —aia,;
6. All elements of the new table divide into resolving element a,
As a result of one step modified Jordanov’s exceptions with a resolving element @rs new tab. 11.6 turns out.

Table 11.6
-X) -X, -V, -X,,
N Bu By ~ays By
yg Qg s - (27
X, ada| (2] 1 Ay
Dy Dys T ys &g
ym ﬁml ﬂml s ﬁmn
Qs e &y Ays

For preservation of monaotony of calculations at the decision of various problems only procedure modified
Jordanov’s exceptions further will be used. Unlike ordinary in modified Jordanov’s exceptions the sign varies on
opposite at a resolving column, instead of at a line.
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Lecture Nel8.
Finding the decision of a problem of linear programming. A method of artificial basis.
The plan:
1. Search of the initial basic decision

1. Search of the initial basic decision
Let the problem of linear programming from | by variables and the mixed system from m restrictions is set:

7 =0x + 00X+ 40X, + 0 - max;
ap Xy + A Xyt oty X, +b 20 (i=1, 2, . 1)
Ay Xy + 8y Xy Fag X, +hy =0 (k=r+1, ., m);

x;20(j=12 .., s<n) (11.8)

For problem reduction to a canonical form the system of restrictions - inequalities is led to equivalent system

of the equations by introduction of artificial, non-negative variables y:
A Xy + Xy b Ay X, — Y+ =0,

yi20(i=12..7) (11.9)

Also replacement of unlimited variables is made.

After reduction of system of restrictions to system of the linear equations it is necessary to find its common
decision. It is obvious that the equations received from inequalities, easily dare concerning artificial variables ¥: and
the common decision of this part of system of the equations will be

Vi = Xyt X, + by
yiz0(i=12 ..,71)} (11.10)

For other part of system of the equations the common decision can be received with the help Jordan’s
exceptions (or it is established it imcompatibility).

The system decision can be combined with replacement of variables, and for this purpose it is necessary to
enter unlimited variables into basis.

After search of the common decision of system the initial basic decision turns out by equating of independent
variables with zero.

Thus, reception of the initial basic decision is reduced to following operations. The initial problem is led to a
kind (11.10) and registers in a simplex-table (tab. 11.9).

Table 11.9
-X| -X2 -X, 1
Vi -q1) a2 -a1, b
¥, -, a2 -d,, b,
0 “dpy 1 2 ~lrin by
0 | ey ~Cpun Ba
zZ -t -(2 -C, 0

In the lines corresponding to restrictions - to inequalities, auxiliary variables register, and in lines with the
equations auxiliary variables are equal to zero - (0-variables).

Jordanov’s exceptions unlimited variables ¥s+t, .-+ Xz are expressed by consecutive steps through non-
negative variables and simultaneously with it 0-variables are translated on table top.

The column under translated on top of the table of a 0-variable is excluded. The equations of communication
for unlimited variables are remembered, and corresponding lines do not participate in the further analysis. As a
result of transformations the table containing the initial basic decision, has the following appearance (tab. 11.10).

At following stages of the decision of a problem the part of the table allocated with a dashed line is analyzed
only. In the received basic decision independent variables are equated to zero, and basic variables and form Z appear
equal to corresponding free members, i.e.

X=0, 0 X, =031 =0, ¥, = O (11.11)
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e
Table I1.10
Non-negative, independent variables
0,...,0 XL, o0, Xs, YL o0,V 1
0
1101 By
0
Xs+1
Unlimited variables . Ao A 5,
Xn
yp+1
Non-negative basic ' -
variables ' A 5y
Yp
Z g
1 q

If at least one unlimited variable cannot be expressed through non-negative variables because of occurrence
of zero in a column of the simplex-table corresponding to it such problem is not led to a canonical form and cannot

be solved a simplex-method.
If in a line corresponding to a O-variable, all elements except a free member are equal to zero, system of

restrictions imcompatible.

68



Practical work Nel-2
The numerical decision of the algebraic and transcendental equations iterative methods.

Let's consider the equation

f(x)=0 (1)

Where f(x) defined and continuous on some final or infinite interval @ <X <b,

Any value X turning function f(x) in zero T(X )EO, is called as a root of the equation (1.1), and the

way of a finding of this value X" and is the decision of the equation (1.1).

To find roots of the equation of a kind (1.1) precisely it is possible only in rare instances. Besides, often the
equation contains the factors known only approximately and therefore, the problem about exact definition of roots of
the equation loses meaning. Methods of the numerical decision of the equations of the kind (1.1) are developed,
allowing to find the approached values of roots of this equation.

Thus it is necessary to solve two problems:

1) branch of roots, i.e. Search enough small areas, in each of which are concluded only one root of the
equation;

2) calculation of roots with the set accuracy.

Let's take advantage of known result of the mathematical analysis: if continuous function accepts on the
ends of some interval of value of different signs an interval contains at least one root of the equation.

For allocation of the areas containing one root, it is possible to use, for example, graphic in the way, or
moving along a range of definition with some step, to check on the ends of intervals a condition of change of a sign
on function.

For the decision of the second problem exists numerous methods from which we will consider four: a
method of iterations, a method half divisions, a method of chords, a method of tangents.

The task 1

To make branch of roots: graphically and under the program (accuracy
resulted in table 1.

The task 2

1. To spend specification of roots by a method half divisions.

As initial approach we will choose c=(a+b)/2 , then we investigate function on the ends of pieces [a.c]

and [C'b]. That piece at which value of function on the ends has opposite signs gets out. Process proceeds until the

_10-t .
€ =10 ). Individual tasks are

condition P~ &< will be satisfied. Accuracy € to accept the equal 107>

2. To make specification of roots by a method of simple iteration.

Let roots are separated and [a, b] contains a unique root. The equation (1.1) we will lead to an iterative
kind:

X=p(X) (1.2)

where function ?(X) is differentiated on [2:0] and for any. X€ [a.b]1 9" () <1 Eynction () can be picked up
inakind
o(X) = x +kf (x), (13)

|/ (KX HL+KF ()< g, vxela ]

X X ...X X PR
172 n-1’“n toarootg.Asa

Where k is from a condition

Last condition guarantees convergence of iterative sequence
condition of the termination of the account we will consider inequality performance

&(l-q)
‘Xn _Xn—l‘ < (q , q = max‘¢/ (X)‘

(1.4)
3. To make specification of roots by a method of chords or tangents (X, K in table 1) with the set accuracy

g =10"
Thé settlement formula for a method of chords:
Xo F(Xy) — X, T (%)
X = (F0G)= (%))

For a method of tangents:
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Value xo for a method of chords and an index point for a method of tangents gets out of a condition of

n
performance of an inequality F (%) T7(%)>0 .
As a result of calculations under these formulas the sequence of the approached values of a root can be

X11X21"'Xn_1vxn .

received "". Process of calculations comes to an end at condition performance ‘X" —xn71\<g

_1n-5
(€= 10 ). In each case to print quantity of the iterations necessary for achievement of set accuracy.

APPROXIMATE VARIANT OF PERFORMANCE OF WORK ON MATHCAD

1. Definition, construction of tables of values and schedules of functions and branch of roots of the equation
y=x-sinx-0,25.

We separate roots graphically.
We calculate values of argument and function.

Y(X) :=X- sin(x) - 0.25

20
10
y(X) 0
-10
"20_75 0 10
i:=0..10 X =-54i F ::y(xl)

We type i, xi Fi. More low, x= and nearby we click the mouse, we type F=, also nearby we click the mouse.

-6.209
-5.007
-3.109
-1.341 Given
-0.409
-0.25 X-sin(x) - 0.25=0
-0.091
0.841
2.609
4.507
5.709

Find(x) = 1.17122965250166599

n
I
tOG)\IG)(ﬂbCONI—‘O|

'5(003\!07(}1#0)NHO|
el e L
alarlw|v|k|lolr|Nv|e[s|e

[E
o

2. The decision with use of operators given, find.
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3. The symbolical decision.

X- sin(x) — 0.25so0lve, x —> 1.17122965250166599
4, At the left the decision a method of iterations, in the middle a method of tangents, on the right a method of
chords.

i=0.10 1°=0.10 i=0.10
}i'l =1 Hi:l =1 }i] =1
. [}{1_ {sm{}:} +EI.2}] - [xﬂ'{}&_ sm{x.]} B DE% " {xu— sm{xu} - D'E%]
iy =sinfy) +0.23 Bl TR BT el 025 [ sinf) - 02
+cosly) (- sinfy) - 0.29 - 5 - sinfi) - 02
] 0 1]
a 1 n} 1 u] 1
1 [1.091474 1 [1.050325 1 1]
2 M.A27306 2 [M.01462 2 |1.576093
3 M.A&TS05 2 [.120285 3 |1.126117
4 1165204 4 | AIEETE 4 1477917
%) 5 14604105 =5 1157102 T 5 |1.170273
6 |[1.170401 G [1.162107 g |1.171367
7 M.AT0007 7 | 1.16660 7T 447124
g2 1471104 g [1.162674 g |1.171232
O HAT1181 o [1.168704 9 |1.171229
10 11712411 10 1170424 10 17123
11 1171222 11 1470778 11 17123

Table 1
N The equation
1| x+xIn(x+0.5)-05=0
2 | x2*-1=0
3| x®—2x2+x-3=0
41 x*+12x-2=0
5 | 5x—8In(x)-8=0
6 | x*+05x°—4x*—3x—05=0
7 | x—cos(x)—0.27=0
8 | x*—6x2+20=0
9 | 5x* +10x* +5x—1=0
10 1 0.1x* = xIn(x) =0
Solve the equation with Newton's method
1L x*+2x*+2=0 14 x*-3x*+9x-10=0
2. x*-2x+2=0 15 x*+3x-1=0
3. x*+x-3=0 16.  x*+0,4x*+0,6x-16=0
4 x*-0,2x*+0,4x-14=0 7. x*-01x*+0,4x-14=0
5 x*+3x*+12x+3=0 18.  x*-0,2x*+05x-1=0
6.  x*-01x*++40,4x+12=0 19.  x*-3x*+6x-5=0
7. x*-0,2x*+05x-14=0 20.  x*+2x+4=0
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10.
11.
12.
13.

Stages of the decision of the equation from one unknown person.

x® —3x* +12x-12=0
x®+4x—-6=0
x*+3x*+6x—-1=0
x*—3x*+6x—-2=0
X} —3x* +12x—-9=0
x*+3x+1=0

21.
22.
23.
24.
25.
26.

x®+0,2x* +0,5x+0,8=0
x* +01x*> +0,4x—-12=0
x* —01x*> +0,4x-15=0
x*—0,2x> +0,3x-12=0
x® +0,2x* +0,5x—-2=0

x® +0,2x* +0,5x—-1,2=0

CONTROL QUESTIONS

Ways of branch of roots.
How the graphic branch of roots is specified by means of calculations?

To give the verbal description of algorithm of a method noosusnOTrO diVisions.

Necessary conditions of convergence of a method nmonosuunoro divisions.

Condition of the termination of the account of a method of simple iteration. A method error.

The verbal description of algorithm of a method of chords. Graphic representation of a method. Error
calculation.
The verbal description of algorithm of a method of tangents (Newton). Graphic representation of a method. A
condition of a choice of an index point.
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Practical work Ne 3-4.

Newton's interpolation polynom and Lagrange
The plan:

Let function f(x) is set as table, or its calculation demands bulky calculations. We will replace
approximately function f(x) with any function F(x) so that the deviation f(x) from F(x) was in the set area somewhat
minimum. Similar replacement is called as function approximation f(x), and function F(x) — approximating
(approaching) function.

The classical approach to the decision of a problem of construction of approaching function is based on
the requirement of strict coincidence of values f (x) and F (x) in points xi (i=0,1,2, ... n), i.e.

F (%) = Yor F(%) = Yy F (%) = ¥, @
In this case a finding of the approached function name interpolation (or interpolation), points
1, X, —interpolation knots.
Often untepmonuposanue it is conducted for the functions set by tables with equidistant values of
argument x. In this case the table step h= Xig — X% (i =0, 1, 2,...) is constant size. For such tables

construction unTepmonsuuonnsix formulas (as, however, and calculation under these formulas) considerably
becomes simpler.

Xy, X

0

ITo 3amanHON Tabnmie 3HaueHWH (YHKIUH COCTAaBUTH (OPMYITy HHTEPHOIIIHOHHOTO MHOTOWICHA

Jlarpan:ka (3.2) 1 HocTpouTh rpaduk L2 (X) Ucxonusie nanneie 6epyres u3 Tadnuipt 3.1.

The task 1
Under the set table of values of function to make the formula interpolation a multinomial of Lagrange
(3.2) and to construct the schedule Lx(x). The initial data undertakes from table 3.1.

(X—Xl)(X—XZ) + (X_Xo)(x_xz) N (X—XO)(X—Xl)

I-2 (X) =Y 1 2 3.2)
(Xo _Xl)(XO _Xz) (Xl_XO)(Xl_XZ) (Xz _Xo)(xz _Xl)
Table 3.1.
N Xo Xy X, Yo Ys Y,
1 2 3 5 4 1 7
2 4 2 3 5 2 8
3 0 2 3 -1 -4 2
4 7 9 13 2 -2 3
5 -3 -1 3 7 -1 4
6 1 2 4 -3 -7 2
7 -2 -1 2 4 9 1
8 2 4 5 9 -3 6
9 -4 -2 0 2 8 5
10 -1 15 3 4 -7 1
11 2 4 7 -1 -6 3
12 -9 7 -4 3 -3 4
13 0 1 4 7 -1 8
14 8 5 0 9 2 4
15 -7 5 -4 4 4 5
The task 2

To calculate one value of the set function for intermediate value of argument (a) with the help
interpolation a multinomial of Lagrange (3.3) and to estimate an interpolation error. For task performance the initial
data undertakes from table 3.2, 3.3 or 3.4.

Ln(X):iyi (X_XO)“‘(X_Xi—l)(X_Xi+1)"'(X_Xn) (3.3)
o (G = Xo) .- (6 = Xi) (6 = Xiy0) .. (6 = X)
For an error Rn (X) inequality is carried out
M
| Ry (%) |S#+1|Hn+l(x)|! X €[Xg,X,] 3.4)

(n+ D!
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where M., =max | f " (x)].

The table 3.2
Ne Variant Valuea Ne tables
1 -2 3.3
2 3.77 3.4
3 0.55 3.3
4 4.83 3.4
5 3.5 3.3
6 5.1 3.4
7 1.75 3.3
8 4.2 3.4
9 -1.55 3.3
10 6.76 3.4
The table 3.3
X -3.2 -0.8 0.4 2.8 4.0 6.4 7.6

f(x)=2.1sin(0.37x) |-194 [-061 [031 [181 209 | 147 | 0.68

The table 3.4

X 1.3 2.1 3.7 45 6.1 7.7 8.5
f (X) — |g(X)/X + X2 1.777 4.563 13.84 20.39 37.34 59.41 72.4

The table 3.5
X 0.10 0.15 0.20 0.25 0.30 0.35 0.40
f (x) = cos(x) 0.995 0.988 0.980 0.969 0.955 0.939 0.921
The table 3.6
X 0.65 0.70 0.75 0.80 0.85 0.90 0.95
f (x) = sin(x) 0.605 0.644 0.681 0.71 0.75 0.783 0.813

The task 3.

To condense a part of the table set on a piece [a, b] functions, using interpolation Newton's multinomial
(3.5) and to estimate an error of interpolation D (the formula (3.6)). Table 3.7 of final differences to count manually
on a piece [a, b] with step h. For task performance the initial data undertakes from tables 3.8, 3.5 and 3.6.

t(t—1) t(t-1)(t-2)
P, (xX) = Yo + 1Ay, + TAZyo*' 3! A3yy, (3.5)
where T = X~ % .
tt-)t-2) .,
p~ 1= )f(@ , (36)

3

where & — Some internal point of the least interval containing all knots X; (i =0, n) and x.

The formula (3.5) is called as the first interpolation Newton's formula. If calculated value of a variable is
closer to the piece end [a, b], apply Newton's second formula — interpolation back (the formula (3.6)).

t(t-1)(t-2)
P.(X)=y, +tAy, , +t(t2—j:l)A2 Yoo+ 3! A %z (3.6)

ta+na+5f
3

X —X
“uD=

(&)

r;[et=

The table3.7
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Xq Yo | AYo=Yi-Yo | A%y, =AYy, -4y, | Ay, =A%y, — A%y,

X1:X0+h Y1 Ay1=y2—y1 A2yleyz_Ayl

X, =X +h | Y, [Ay,=y,~Y,

X =X, +h | Yy,

Table 3.8
Ne a b ho h Ne tables
1 0.65 0.80 0.05 0.01 3.6
2 0.25 0.40 0.05 0.025 3.5
3 0.75 0.90 0.05 0.01 3.6
4 0.70 0.85 0.05 0.025 3.6
5 0.80 0.95 0.05 0.025 3.6
6 0.1 0.25 0.05 0.025 3.5
7 0.15 0.3 0.05 0.025 3.5
8 0.7 0.85 0.05 0.025 3.6
9 0.2 0.35 0.05 0.01 3.5
10 0.80 0.95 0.05 0.01 3.6

Approximate fragment of performance of work in MathCAD

x0:=2 xl:=3 =5 yb=4 vyl:=1 v2 =7

L{x)
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O~NO OIS WN -

- | - i DL - " — —_ N ="
=2 xl:=3 x2 =3 vl =4 wl:=1 v2 =
T T T MVdfe— 5% Tfv_ Ml _ 20
Iix} = $(x-3)((x-3))  1{=x-2)((x-3)) WA= s =)
k:'-__l a + +
(1 30— 50 F3_ 2%-(3= 5) F5_ V05— 3
L= Je—= 2] u =3 4l e J
2w - 13x4+ 22

CONTROL QUESTIONS

. In what feature of approach ta6mmuno the set function by a method of interpolation?

. How existence and uniqueness interpolation a multinomial is proved?

. How interpolation a multinomial degree is connected with quantity of knots of interpolation?

. How are under construction interpolation multinomials of Lagrange and Newton?

. In what feature of these two ways of interpolation?

. How the estimation of an error of a method of interpolation is made by a multinomial of Lagrange?
. How the method interpolation for specification of tables of functions is used?

. In what difference between the first and the second interpolation Newton's formulas?
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Practical work Ne 5-6
Calculation of integrals by the approached methods
The plan:
1. Method of trapezes and Simpson
2. Methods of rectangles
3. The quadrature formula of Gaussa

1. A method of trapezes and Simpson

qDOpMYJ'ILI, HCIIOJIB3YEMBIC I HpI/I6JII/I)KeHHOI‘O BBIUHCJICHUSA OAHOKPATHBIX WHTETPAJIOB, HAa3bIBAIOT
KBaJpaTypHEIMH Qopmynamu. [IpocTol mpueM MOCTPOCHHS KBAaApaTypHBIX (QOPMYIT COCTOMT B TOM, YTO
noasiHTerpasHas Gynkmus f(X) 3amensercs Ha orpeske [a,0] WHTEPMOMSIHOHHBEIM MHOTOWIEHOM, HAIpPHUMEP,
muorowieHoM Jlarpamka Ln(X); mist mHTerpama mMmeeM NpuOIMKeHHOE paBeHCTBO (4.1). Ilpemmomnaraercs, 4To
otpe3ok [a,b] pas6ur Ha N wacreit Toukamu (y3Namu) Xi, HATMYHE KOTOPHIX MOIPAa3yMEBAETCS MPU MOCTPOCHUH
mHorowieHa Ln(X). [yt paBHOOTCTOSIIHNX y37I0B

The formulas used for approached calculation of unitary integrals, name ksagpatypusimu formulas. Simple
reception of construction quadrature formulas consists that subintegral function f(x) is replaced on a piece [a,b]
interpolation with a multinomial, for example, a multinomial of Lagrange Lq(x); for integral it is had the approached
equality (4.1). It is supposed that the piece [a,b] is broken on n parts by points (knots) x; which presence is meant at

construction of multinomial La(x). For equidistant knots , _ X, +ih, h= b-a X, =a, X, =b
i ’ H ’ n .
n

b b

[ f()dx = jLn(x) dx @4.1)
At certain assumptions we receive the formula of trapezes

b

J' f (x)dx =~ h(yOJZryn Y Y, et Yog), (4.2)

Where y; values —of function in interpolation knots.
We have the following estimation of an error of a method of integration under the formula of trapezes (4.2):

2
R \st,me M =max‘f(2)(x)‘, Xe[a,b]. (4.3)
" 12
In many cases of more exact there is Simpson's formula (the formula of parabolas):
b
2h y,+Yy
J.f(x)dXz?(%+2yl+y2+...+ 2Yom1)- (4.4)
a
For Simpson's formula it is had the following estimation of an error:
b—al-h*
R,[<M i, rae M =max|f “(x)|, xe[a,b].
The task 1

To make the program of calculation of integral from the set function on a piece [a,b] under the formula of
trapezes with step h=0.1 and h=0.05. To compare results. To estimate accuracy under the formula (4.3). To compare
results. The initial data for task performance undertakes from table 4.

The task 2

To make the program of calculation of integral from the set function on a piece [a,b] under Simpson's
formula a method of the repeated account with accuracy & = 10®. The initial data for task performance undertakes

from table 4.
To calculate integral in MathCAD from the set function on a piece [a, b] under the formula of trapezes and
direct way.
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Tab6muna 4

N DyHKIHS a b

1 0.37esinx 0 1
2 0.5x + xIn x 1 2
3 (x+1.9)sin(x/3) 1 2
4 %In(x+2) 2 3
5 3cosx 0 1

2x+1.7
6 (2x+0.6) cos(x/ 2) 1 2
7 2.6x%In x 12 2.2
8 (x* +1)sin(x —0.5) 1 2
9 x* cos(x/ 4) 2 3
10 5|n(0£2x—3) 3 4
X~ +1

3. A method of rectangles

The elementary methods of numerical integration are methods of rectangles. In them subintegral function is
replaced with a polynom of zero degree, that is a constant. Similar replacement is ambiguous as the constant can be
chosen subintegral function equal to value in any point of an interval of integration. Depending on it methods of
rectangles share on: methods of the left, right and average rectangles.

On a method of average rectangles the integral is equal to the sum of the areas of rectangles where the
rectangle basis any small size (accuracy), and the height is defined on a point of intersection of the top basis of a
rectangle which the function schedule should cross in the middle. Accordingly we receive the formula of the areas
for a method of average rectangles:

; =i'f(xl)zm)|e o

a

The formula of average rectangles with constant step:

b wi n—1 E
I, fGdx ~ Sh X5 (xi—l— )(6)

2

5. The quadrature formula of Gaussa
The methods described above use the fixed points of a piece (the ends and the middle) and have a low order
of accuracy (0 — methods of the right and left rectangles, 1 — methods of average rectangles and trapezes, 3 — a
method of parabolas (Simpson)). If we can choose points in which we calculate values of function f (x) it is possible
to receive methods of higher order of accuracy at the same quantity of calculations of subintegral function. So for
two (as in a method of trapezes) calculations of values of subintegral function, it is possible to receive a method any
more 1st, and 3rd order of accuracy:

Imb—a a+b b—a a+b b—a

2f2_2¢5'f2'2¢3
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Generally, using n points, it is possible to receive a method with accuracy order 2n-1. Values of knots of a
method of Gaussa on n points are roots of a polynom of Lezhandra of degree n.

Values of knots of a method of Gaussa and their scales are resulted in directories of special functions. The
method of Gaussa on five points is most known.

Examples
Example 1.

Application of the formula of average rectangles for the decision of problems of numerical integration (on
2
calculation example j (x* +1)sin(x — 0.5)dx).

1
The decision.

f(x +1]sm(x—05)dx—hz (x + )
Va

Let's calculate integral 11 under the formula of a method of average rectangles (6):
hl=1

11=hf(x0+h/2)=((1.5)2+1)sin(1.5-0.5)=2.734

NS

Let's reduce a step twice and we will calculate integral 12 under the formula of a method of average
rectangles (6):

X0 x1 xn

h2=1/2
12= h(f(x0+h/2)+f(x1+ h/2))= (1/2) ((1.25)2+1)sin(1.25-0.5)+ ((1.75)2+1)sin(1.75-0.5))=2.8005
Let's calculate criterion for integrals 11 and 12, as 12>1 the criterion is calculated under the formula:

|(1-11)/12=0.023746>¢

The received criterion is not carried out, we calculate integral 13, reducing a step twice:

/\/\/\/\ X0 x1I X2 x3 xn

h2=1/4
13=(F(x0+h/2)+f(xL+h/2)+f(x2+h/2)+f(x3+N/2))=(1/4)((1.125)2+1)sin(1.125-0.5)+(1.375)2+1)sin(1.375-
-0.5)+(1.625)2+1)sin(1.625-0.5)+ (1.875)2+1)sin(1.875-0.5))=2.814

Let's calculate criterion for integrals 12 and 13, as 13>1 the criterion is calculated under the formula:
|(15-12)/13]=0.004797<¢

The received criterion is carried out, hence, we have calculated the set integral with demanded accuracy.

2 .
The answer: J» C¢% + 1) sin(x — 0.5)dx

~2.814 with accuracy0.01.
3 9y3
Example 2. We Will calculate integral J-—dX method of Gaussa.
05 X

The decision.

) o)
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X
a+b b a 05+3 3-05
fi(x) =f - =f - =1(1.029)=1.94.
() =1 = ) ( 5 e j (1.029)
a+b b a 0.5+3 3-05
f2(x)=f + =f(2.47)=0.812
() =1 = j ( 5 253 j (2.47)
22x° 3- 0.5
[=dx = (1.94 + 0.812)~3.584.
05 X
The answer: 3.584.
Example 3. We Will calculate integral Tn -sin(mx)dx method of Gaussa.
The decision. |
f(x) =m-sin(nx).
a+b b-a 05+23 23-05
fiX)=f| ———— - =(0.88) =-1.156-
)= ( 2 243 j ( 2 243 j 089
a+ b b-a 05+23 23-05
f2(x)=f f + =1(1.92) =0.781
)= ( PN j ( 2 243 j %
23 _
[m-sin(nx)dx = 2'320'5(—1.156 +0.781)~-0.588.
0.5

The answer: - 0.588.

Exercise
Calculate the set integrals under formulas of rectangles, a trapeze and Simpson if the integration piece is
broken on n=2 and n=4 equal parts. To estimate an error of result and cpasusiTs the approached values of integral

with the exact.
1

1
1[ d [c"t 0,785 ). 2 id 3=1n240,693)
. = — ~ . 2. =, .
1+2 4 I1 +z ( ’
0 0
w2 1
4 ! dr 1 1 1) ! ¢
3. j sindz dr  (3=0,5). 4. I (s=In(1+{2)n0,881). I TTemz M. 12 Javctgr dr (3= (m-21n2)~0,438).
0 oliv 2 0 0
. . 1 l2r2 5
5. [inza (3=1). 6. Im(zn )iz (3=21n2-1s0,386). 13- f i S0 e [aresinz az (3= (T4)~1+0,26) -
1 0 g a
%2 /4 | /2
1
_x 15. J tg T dr (3=—1n2+0,346). 16. | ct = In2e0,346) .
1Imnar(3=— ~1a0,571). s[-—-é— (3=arctge ~o433). g ¢ dr (3=;In ) {csrdx (3= 1n2+0,346)
o 0 /4
] /4 @ 1 5
9. Icos3z ar (3=0).  10. I—— =1n(1+{2) ~0,881). 17 [z ef dr  (3=1). 18. flux dar <3=§<2E~1 )™1,22).
cos
p 0

CONTROL QUESTIONS

1. What advantages of the formula of parabolas in comparison with the formula of trapezes and a
consequence of that are these advantages?

2. Whether formulas (4.2) are true, (4.4) for is unequal straining knots?

3. In what cases the approached formulas of trapezes and parabolas appear exact?

4. How the step size influences accuracy of numerical integration?

5. In what way it is possible to predict approximate size of a step for achievement of the set accuracy of
integration?

6. Whether it is possible to achieve unlimited reduction of an error of integration by consecutive reduction
of a step?
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Practical work Ne 7-8.
Approximation results of experiment with a method of the least square. Creation non-linear empirical
connection
The plan:
1. Root-mean-square approach of functions
2. A method of the least squares

1. Root-mean-square approach of functions
Let dependence between variables x and y is set tabmuuno (the skilled data is set). It is required to find
function somewhat in the best way describing the data. One of ways of selection of such (approaching) function is
the method of the least squares. The method consists in that the sum of squares of deviations of values of required

function ¥i = Y(%) and set ra6mmumo y; was the least:
—\2 — \2 o \2 H
S@E=(y,-V) +(Y,-V¥,) +...+(y,—Y,)” > min (6.1)
Where c a vector —of parametres of required function.
2. A method of the least squares
To construct a method of the least squares two empirical formulas: linear and square-law.

In case of linear function y=ax+b the problem is reduced to a finding of parametres a and b from system of
the linear equations

M,a+Mb=M,

, Where
Mya+b=M,

1Q 19 19 N
MX2 :—inz, MX:_ZXi’ Mxy:_zxiyi'My:%Zyi
ni; Nz Niz

i=1
i =ax’+b b
a B ciydae kBajparuunoii sasucumoctu Y = aX™ + DX+ C x Haxoxzenuro napamerpos a, u Cus
CHUCTEMBI YPABHEHHIA:

and in case of square-law dependence Y = ax2 +bX+C toa finding of parameters a, b and ¢ from system of
the equations:

MX4a+MX3b+MX2C:MX2y
|\/|X3a+|\/|X2b+|\/|XC=|\/|Xy , Where
M.a+M,b+c=M

1

M —1Zn:x4 M = Zn:XS M —lzn:xzy
4 =—2.% =25 2y, =~ 2.5 i
©onia S Nig *Yonig

To choose from two functions the most suitable. For this purpose to make the table for calculation of
the sum of squares of evasion under the formula (6.1). Initial given to take from table 6.

y

The task 2

To make the program for a finding of approaching functions of the set type with a conclusion of values
of their parametres and the sums of squares of evasion corresponding to them. To choose as approaching

functions the following: Y = aX + b, y = ax™, y= ae™ . To spend linearization. To define for what
kind of function the sum of squares of evasion is the least.

Initial data is placed in table 6.
Approximate fragment of performance of laboratory work

(George E. Forsyth and Michael A. Malcolm and Cleve B. Moler. Computer Methods for
Mathematical Computations. Prentice-Hall, Inc., 1977.)
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i:=1..10 Yq =1.8
Xl::05 y2::1.1 X6:=0.3 y6:—18
)(2::01 o4 y7::1.6
Yqi= 1.8 X =0 )
X,:=0.4 Yg =22
—y Xg = 0.7
a 4 a y,:=15
x4.70.2 x9.70.3 9
:=0.6 y.:=2.1 _
s ° x.p=0.8 Y19:=23
10 ) 10 10 10
2 (%) 2 2 2V
i=1 i=1 i=1 i=1
mx2.=1=———= mx=1—-——= mxy:=1 my:=1
10 10 Y 10 y 10
mx2= 0.229 mx= 0.43 mxy= 0.828 my=1.76
Given
mx2a + mxb = mxy
mxa + b = my
Find(a,b)—
Table 6
1 2 3 4 5 6 7 8 9 10
No
1 X 0.5 0.1 0.4 0.2 0.6 0.3 0.4 0.7 0.3 0.8
y 1.8 1.1 1.8 14 2.1 1.8 1.6 2.2 15 2.3
2 X 1.7 1.5 3.7 1.1 6.2 0.3 6.5 3.6 3.8 5.9
y 1.5 1.4 1.6 1.3 2.1 1.1 2.2 1.8 1.7 2.3
3 X 1.7 1.1 1.6 1.2 1.9 1.5 1.8 1.4 1.3 1.0
y 6.7 5.6 6.7 6.1 7.4 6.9 7.9 5.9 5.6 5.3
4 X 1.3 1.2 1.5 14 1.9 1.1 2.0 1.6 1.7 1.8
y 5.5 5.9 6.3 5.8 7.4 5.4 7.6 6.9 6.6 7.5
5 X 2.3 14 1.0 19 1.5 1.8 2.1 1.6 1.7 1.3
y 5.3 3.9 2.9 5.0 4.0 4.9 51 4.5 4.1 3.7
6 X 1.8 2.6 2.3 1.3 2.0 2.1 11 1.9 1.6 15
y 4.4 6.4 5.3 3.7 4.9 5.6 3.0 5.0 4.3 3.7
7 X 1.9 2.1 2.0 2.9 3.0 2.6 2.5 2.7 2.2 2.8
y 6.6 7.6 6.7 9.2 9.4 7.8 8.4 8.0 7.9 8.7
8 X 2.0 14 1.0 1.7 1.3 1.6 19 1.5 1.2 2.1
y 7.5 6.1 4.8 7.4 5.7 7.0 7.1 6.8 6.0 8.9
9 X 2.0 1.2 1.8 19 1.1 1.7 1.6 14 15 1.3
y 7.5 5.9 7.0 8.0 5.0 7.4 6.4 6.6 6.3 5.7
10 X 1.9 1.1 1.4 2.3 1.7 2.1 1.6 1.5 1.0 1.2
y 4.7 34 3.8 5.2 4.6 5.5 3.9 3.9 3.2 3.5

CONTROL QUESTIONS
1. In what an approach essence Ta6muuso the set function on a method of the least squares?
2. Than this method differs from an interpolation method?
3. How the problem of construction of approaching functions in the form of various elementary functions to a case
of linear function is reduced?
4. Whether there can be a sum of squares of evasion for any approaching functions equal to zero?
5. What elementary functions are used as approaching functions?
6. How to find parametres for linear and square-law dependence, using a method of the least squares?
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Practical work Ne 9.
The geometrical decision of a problem of linear programming

1. Geometrical interpretation of a problem of linear programming
2. Using geometrical interpretation, find decisions of problems

1. Geometrical interpretation of a problem of linear programming
1.29. To find a maximum and a minimum of function F=x;1+x, under conditions

2x +4XQ g ]6,
—4x +2xp 08,
x1+3x2 229,
xy, xp =20
The decision. We will construct a polygon of decisions. For this purpose in inequalities of system of
restrictions and conditions nonnegativity variables signs on inequalities we will replace with signs on exact
equalities:
2x.+4xg=16. (l)
4I|+2x2= 8. (“)
B A-3xe= 9, (FIE}
Xy =0. (IV)
Xg =0, ‘V)

Having constructed the received straight lines, will find corresponding semiplanes and their crossing (fig. 1.6).

Apparently from fig. 1.6, a polygon of decisions of a problem is triangle ABC. Co-ordinates of points of this
triangle satisfy to a condition nonnegativity and to inequalities of system of restrictions of a problem. Hence, the
problem will be solved, if among points of triangle ABC to find such in which function F=x;+x, accepts the
maximum and minimum values. For a finding of these points we will construct a straight line X1+x,=4 (number 4 is
taken any) and avector C= (1; 1).

Moving the given straight line in parallel to itself in a direction of a vector With, we see that its last general
point with a polygon of decisions of a problem is point C. Hence, in this point function F accepts the maximum
value. As with - a point of intersection of straight lines | and Il its co-ordinates satisfy to the equations of these
straight lines:

Fig. 1.6
2xy 4 4x=186,
x14-3= 9.

Having solved this system of the equations, we will receive x¥==8, x3=1. Thus, the maximum value of
function Fma=7.

For a finding of the minimum value of criterion function of a problem it is moved a straight line xi1+x2=4 in
a direction opposite to a direction of vector C = (1; 1). Inthis case, apparently from fig. 1.6, last general point of

a straight line with a polygon of decisions of a problem is A.Sledovatelno's point, in this point function F accepts the
minimum value. For definition of co-ordinates of a point And we solve system of the equations
{JH +3x; =9,

X|=0,
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whence xi =0, xz=3., Substituting the found values of variables in criterion function, we will receive Fpin = 3.

1.30. To find the maximum value of function F =16x;-Xo+X3 + 5X4 + 5xs under conditions
214 xo4-x3=10,
— 2%+ 3k +x4u= 6,
2x1+4x2—x5= 8,
X1, X3, X3, X¢ X520,

The decision. Unlike considered above problems in an initial problem of restriction are set in the
form of the equations. Thus number of unknown persons equally five. Therefore the given problem should be
reduced to a problem in which the number of unknown persons would be equal to two. In the case under
consideration it can be made by transition from the initial problem which have been written down in the form of
basic, to the Problem which has been written down in the form of standard.

It has been above shown that the initial problem is written down, in the form of the basic for a problem
consisting in a finding of the maximum value of function F = 2x;+ 3 x > under conditions

24 xx10,
{21’14-3152% 6,

20 4422 8,

X, Xz, X3, X1, x50,

From criterion function of an initial problem variables xs, x4, Xs are excluded by means of substitution of
their values from the corresponding equations of system of restrictions.

Let's construct a polygon of decisions of the received problem (fig. 1.7). Apparently from fig. 1.7, the
maximum value problem criterion function accepts in a point from crossing of straight lines I and Il. Along each of
boundary straight lines value of one of the variables, excluded at transition to corresponding inequality, is equal to
zero. Therefore in each of tops of the received polygon of decisions of last problem at least two variables of an
initial problem accept zero values. So, in

Puc. 1.7

To point C it is had x3=0 and x4=0. Substituting these values in the first and second equations of system of
restrictions of an initial problem, we receive system of two equations
2x1 + Xo= IO.
{—_-2x,+3)_c9= 6,
Solving which it is found x'=3, x3=4.
Substituting the found values x; and x; in the third equation of system of restrictions of an initial problem,
we define value of a variable xs, equal 14.
Hence, the optimum plan of a considered problem is X * = (3; 4; 0; 0; 14). At this plan value of criterion
function is Fmax = 18.

Pemenune 3agaun B Maple
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restart

plots[inequal] ({x1+4*x2<=5 ,x1-x2<=3 ,T*x1+3*x2>=T, 9*x1+2*x2-31.5}, x1=0..4, x2=-3..3,
optionsfeasible=(color=grey),
optionsopen=(color=blue, thickness=2),

optionsclosed=(color=blue, thickness=2),
optionsexcluded=(color=white) );

3_

2_

4
simplex [maximize] (9*x1+2*x2 , {x1+4*x2<=5 ,x1-x2<=3 , T*x1+3*x2>=T}) ;
{xl= B, x2= g}
5 5
2. Using geometrical interpretation, find decisions of problems
1.32. F=x)+xyrmax; 1.33. F=ux,+4 2x;>max; 1.34. F=—2x +xp—min,
x+26<14, [ ar—20<12, 3n—20<12,
—5n+3n<is, - —X+-35, < 6, —x 420 < 8,
4x1+-6x2 224, 2, 4457 2 16, 2x1+43022> 6,
xp, Xz 220. x, x2=0. xi, xz =0,

1.35. F=ﬁx| +4xz +2X4—X5—>‘m2)(; F l'as' F=—5X| +x2_x3+ma}u

3, —x3— x3=4,

X, —Bxg+x5=>5,

X1+ xXatxe=4, .  xy—xs+4 xs—X=1,
X1+ X34 x5=8. L2x.-|;xg+2x3+xs=7.
X, X3, .., X5220. Xy, X2, .., X520,

1.37. For manufacture of tables and cases the furniture factory uses necessary resources. Norms of expenses of
resources on one product of the given kind, profit on realisation of one product and total of available resources of
each kind are resulted in the following table:

Norms of expenditures of resources on one product The General an amount of
Resources
Table The Case resources

Wood (M3): 0.2 01 40
| aspect
Il aspect 0,1 0,3 60

Labour input (person- 12 15 371.4
hour)
Profit on realisation of one 6 8
product (rouble.)

To define, how many tables and cases the factory should produce, that the profit on their realisation was maximum.
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1.38. For manufacture of two kinds of products A and B the turning, milling and grinding equipment is used. Norms
of expenses of time for each of equipment types on one product of the given kind are resulted in the table. In it the
general fund of working hours of each of equipment types, and also profit on realisation of one product is specified.

Expenditures of time (machine tool-hour) on working | The General fund of useful
Type the equipment off of one product working hours of the
A B equipment (hour)
The milling 10 8 168
The turning 5 10 180
The grinding 6 12 144
Profit on realisation of one
product (roub.) 14 18

To find the plan of release of products Aand B, providing the maximum profit on their realisation.

1.39. At furniture factory it is necessary to cut out preparations of three kinds from plywood standard sheets in the
quantities accordingly equal of 24, 31 and 18 pieces Each sheet of plywood can be cut on for

Cooking by two ways. The quantity of received preparations at the given way packpos is resulted in the table. In it
the size of a waste which turn out at the given way packpos one sheet of plywood is specified.

Aspect preform Amlount of preforms (piece) in open on a m20de
I 2 6
1 5 4
1l 2 3
Magnitude of a waste (smq) 12 16

To define, how many sheets of plywood and on what way follow packpouts S0 that has been received not less
the necessary quantity of preparations at the minimum waste.

1.40. On a fur farm silver foxes and polar foxes can be grown up. For maintenance of normal conditions of their
cultivation it is used three kinds of forages. The quantity of a forage of each kind which foxes and polar foxes
should receive daily, is resulted in the table. In it are specified total of a forage of each kind which can be used a fur
farm, and profit on realisation of one skin of a fox and a polar fox.

Feed kind Quantity of units of a feed which daily should receive Feed Total
fox A polar fox
I 2 3 180
Il 4 1 240
i 6 7 426
Profit on realisation of 16 12
one glass-paper (roub.)

To define, how many foxes and polar foxes should be grown up on a fur farm that the profit on realisation

of their skins was maximum.

http://www.cyberforum.ru/mathcad/thread361265.html
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= 5
fl(x1) := x1 + 4x2 = 5 solve,x2 —)Tl-xl+j f2(x1) :=x1 ~x2=3 solhve,x2 ->x1-3

-7 7
3(x1) := 7x1 + 3x2 = 7 solve ,x2 — T/'Xl +s

2
3 By i S %L(xl M50 o=t o) g Grad(xl) = :—l-n

Given
3-
\ x2 = fl(xl)
> \ x2 = f3(x1)
14
—— E
o (=11 25
| . | = Find(x1 ,%2) -
£1(x1) 321y 2
\ 25/
£2(x1) -
B3(x1) Given
|
i = : x2 = fl(xl)
x2 = f2(x1)
o4 17
x12 5
) = Find(xl ,x2) -
, \ x22 2
2 —
5
x1
1(x1 £3(x1),0,£2(xl bl b i s g A
gl(x1) := max(f3(x1).,0,f2(x1)) _mm(xl) := 3 . 5 solve, —)7-1 +5—0
- : cl x1 —x12 e .x2 -9 < 157
_max(xl) := o . Gy solve, —>T- +W
| \
] i
gl(x1) : “
£1(x1) '11
Grad(x1) “1
— 0.51 1
T_min(x1) y
T_max(z1)
. | . l
0 05 1 15 2 25 3
xzl
13 28 173
x1_mm :=x11 - % x2_mm = x21 > 25 L_mm := L(xl_min,x2_mn) > 25

x2 max = x22 -

157

17 3
x1_max :=x12 - = L max = L(xl_max,x2 max) — =

2
5
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LABORATORY MATERIALS

Laboratory work Nel-2
The numerical decision of the algebraic and transcendental equations
by iterative methods Chord and Newton

Let's consider the equation
f(x)=0 (1.1)

Where f(x) defined and continuous on some final or infinite interval a <X <b,

Any value X turning function f(x) in zero f(x*)zo, is called as a root of the equation (1.1), and the

way of a finding of this value X" and is the decision of the equation (1.1).

To find roots of the equation of a kind (1.1) precisely it is possible only in rare instances. Besides, often the
equation contains the factors known only approximately and therefore, the problem about exact definition of roots of
the equation loses meaning. Methods of the numerical decision of the equations of the kind (1.1) are developed,
allowing to find the approached values of roots of this equation.

Thus it is necessary to solve two problems:

1) branch of roots, i.e. Search enough small areas, in each of which are concluded only one root of the
equation;

2) calculation of roots with the set accuracy.

Let's take advantage of known result of the mathematical analysis: if continuous function accepts on the
ends of some interval of value of different signs an interval contains at least one root of the equation.

For allocation of the areas containing one root, it is possible to use, for example, graphic in the way, or
moving along a range of definition with some step, to check on the ends of intervals a condition of change of a sign
on function.

For the decision of the second problem exists numerous methods from which we will consider four: a
method of iterations, a method half divisions, a method of chords, a method of tangents.

The task 1

To make branch of roots: graphically and under the program (accuracyg =10 1). Individual tasks are
resulted in table 1.

The task 2

1. To spend specification of roots by a method half divisions.

As initial approach we will choose c=(a+b)/2 , then we investigate function on the ends of pieces [a.c]

and [C'b]. That piece at which value of function on the ends has opposite signs gets out. Process proceeds until the

n b-a<e will be satisfied. Accuracy € to accept the equal 107,

2. To make specification of rciots t])y a method of simple iteration.
q lab

conditio

Let roots are separated an contains a unique root. The equation (1.1) we will lead to an iterative

kind:
X =p(x) (1.2)

where function @(x) is differentiated on [a’b] and for any. xe[a,b][9'(x) |<1. Function o(x) can be picked up
in a kind

@(x) = x+kf(x), (13)

Where K is from a condition |9/ (K:X)H1+KkF'(x) |<l, for VX €[a,b].

Xy Xoy o oo X

. . ] X e
Last condition guarantees convergence of iterative sequence n-1'"n to a root ¢ .As a

condition of the termination of the account we will consider inequality performance

£(-a)
g a=maxe’ (x) W

3. To make specification of roots by a method of chords or tangents (X, K in table 1) with the set accuracy
g =10"

The settlement formula for a method of chords:

XOf(Xn)_an(XO)
Xa = (F0%) = (%))

X, = X,q| <
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For a method of tangents:
)
n+l — n '
f'(x,)
Value xo for a method of chords and an index point for a method of tangents gets out of a condition of
n
performance of an inequality f (%) T7(%)>0 .

As a result of calculations under these formulas the sequence of the approached values of a root can be
X11 X27' . 'anli Xn .

X

received "". Process of calculations comes to an end at condition performance ‘Xn _XH‘<5

_1n-5
(€= 10 ). In each case to print quantity of the iterations necessary for achievement of set accuracy.

APPROXIMATE VARIANT OF PERFORMANCE OF WORK ON MATHCAD

1. Definition, construction of tables of values and schedules of functions and branch of roots of the equation y=x-
sinx-0,25.
We separate roots graphically.

We calculate values of argument and function.

y(X) :=X- sin(x) - 0.25

20
10
y(x) 0
=10
BEET 0 10
X
i:=0.10 X =-54 i F ::y(xl)

We type i, xi Fi. More low, x= and nearby we click the mouse, we type F=, also nearby we click the mouse.

-6.209
-5.007
-3.109
-1.341 Given
-0.409
-0.25 X-sin(x) - 0.25=0
-0.091
0.841
2.609
4.507
5.709

Find(x) = 1.17122965250166599

T
1
©GJ\I®U1-I>WNHO|

Br.ocoslmm#mwl—\o|
e L
ala|lw|v|k|lolr|Nv|[s|a

[E
o

2. The decision with use of operators given, find.
3. The symbolical decision.

X- sin(x) - 0.25solve, x —>1.17122965250166599
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4, At the left the decision a method of iterations, in the middle a method of tangents, on the right a method of
chords.

i=0..10 1°=0.10 i=0.10
=1 - =1
i % =1 %
Yoo [x- finfy 03] _[afsombd -0 -5 b oinfe) - 03]
= +0. =t T L B L L T B - -
el sl.ru{x]} B 7H 1+cns{x,} +1 {xl_sm{xl}_EIE%_{xu_sm{xu}_l:lzg
n n 1]
0 1 n 1 1] 1
1 [1.001474 1 [1.050385 1 o
2z [.a37a0s 2 [.01aE2 2 |1.575993
2 [1.1575805 3 [1.120285 3 1126117
4 [1.165804 4 (. 146676 4 [ 1.177817
%) 5 14604105 =5 1157102 T 5 |1.170273
6 [1.170401 & [.462197 G [1.171367
7 M.A70907 7 | 1.16669 T
2 [1.a71104 g [.188674 g |1.171232
g (1471181 a [.169794 9 1171223
10 (1.A71211 10 1170424 10 17123
11 M A71222 11 1170778 11 17123
Table 1
N I\/(I)%th The equation 6 K X4 +O.5X3 —4X2 _3%-05=0
1 K — = -
X+ xIn(x+0.5)-0.5=0 7 X [ x—sin(x)—0.25=0
2 K X _1_
. 8] K [ x*-6x+20=0
X —ax i x=3=0 X | 5% +10x* +5x—1=0
3 —
X°+12x-2=0 10 K 0.1X2—X|n(X)=O
5 X 5x-8In(x) -8=0

Newton's methods

Example 1. To solve the cubic equation X' +x=10=0 with relative accuracy & 20,001 method of tangents of
Newton-Rafsona.

F'(x)=3x"+1.
Rz

X =X
n+l ® '
Fix,

F(x)=x"+x

The decision. In this case -10., Hence, . As zero approach we will accept xo=3

(Exact value of a rooté=2). Then under the formula( ) ) received:

X =3-22 - 2285714
28 ,
2
x, 22285714 —221390 5 032173
’ 16.673465

Let's check up, whether the set relative accuracy is reached «:

— 2 =272
x, - x| _[2.032173-2.285714 0110924 > £ = 0.001
x, | | 2285714
Continue iterations:
(4
x, =2.032173- w = 2.000469
' 13.389181 )

Again we will check up, whether the set relative accuracy is reached «:
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|x:‘—.’f: —‘2'00{)469_2'0321?3|~0015601>5—0001

| x | 2032173 |

The following iteration to within 6 decimal signs gives almost exact value of a root:

x, = 2.000469 - 0.006098 = 2.0000001
13.005629

However, here again it is necessary to check up, whether the set relative accuracy is reached &:

2.0000001-2,000469| o oo
2000469 |

The found root of the equation is equal 2.0000001. Thus, computing process has converged for 4 iterations, and we
have received a required root with the set relative accuracy e.

|x4—x3|_

|x_,|

The decision an example in MathCAD

;" Mathcad - [method of Mewton.mcd]

]

Frx = x3 +zx-10 roof(Frx s =2
fethod of Newton

Variants for laboratory works 1,2

Solve the following the equation with accuracy 0,001 10) Inx+x-13=0
1) x3 —9x2 +31x+37=0 11; 1.5c0s(x-0.6)+x+2.047=0, [0;7/2]
2y INx+x+13=0 12) 3x-1.3*=0, [0;10];
33 1.5c08(x-0.6)+x-2.047=0, [0;m/2] 18) v o
4) 2x-1.3*=0, [0;10]; 036+x"
5)  [7 o . _ 14) x?+4cosx-1.628=0, [0;1];
\Ee’ *omere ot 15) x+Inx=0,5;
6) Xx>+4sinx-1.6280819=0, [0;1]; 16) x*+0,4x*+0,6x-1,6=0;
7) x+lgx=0,5;

8) x3+0,4x?+0,6x-1,6=0;
9) X' —9x*+31x+30=0

Solve the equation with Newton's method

L x*+2x*+2=0 14 x*-3x*+9x-10=0

2. x*-2x+2=0 15, x*+3x-1=0

3 x*+x-3=0 16.  x*+0,4x*+0,6x-16=0
4. x*-0,2x*+0,4x-1,4=0 17 x*-01x*+0,4x-14=0
S5 x*+3x*+12x+3=0 18.  x*-0,2x>+0,5x-1=0
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6 x® —01x* ++0,4x+1,2=0 19. x*—-3x*+6x-5=0
7. x*-0,2x*+05x-14=0 20 x*4+2x+4=0
8
9

x® —3x*+12x-12=0 2. x*+0,2x* +05x+0,8=0

x> +4x—-6=0 22.  x*4+01x*+0,4x-12=0
10.  x*+3x*+6x—-1=0 23.  x*-01x*+0,4x-15=0
1. x*-3x*+6x-2=0 24 x*-0,2x>+0,3x-12=0
12. x*-3x*+12x-9=0 25.  x*4+0,2x*+05x-2=0
13 x*+3x+1=0 26.  x*+0,2x* +05x—-12=0

The literature

1. Hemunosuu Bb.I1., Mapon M.A. OcHOBHI BeIUMCIUTEIbHON MaTeMaTHKU. — M.: Hayka, 1970. — 664 c.

2. Maxk-Kpaken [1., Hopu Y. Uucnennsie MeToasl U porpammupoBanne Ha ®OPTPAHe. — M.: Mup, 1977. —
584 c.

CONTROL QUESTIONS
Stages of the decision of the equation from one unknown person.
Ways of branch of roots.
How the graphic branch of roots is specified by means of calculations?
To give the verbal description of algorithm of a method monosunsoro divisions.
Necessary conditions of convergence of a method monosunsnoro divisions.
Condition of the termination of the account of a method of simple iteration. A method error.
The verbal description of algorithm of a method of chords. Graphic representation of a method. Error
calculation.
8. The verbal description of algorithm of a method of tangents (Newton). Graphic representation of a method. A
condition of a choice of an index point.

Nogak~wbdpE
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Laboratory work Ne 3-4
The numerical decision of system of the linear algebraic equations methods of Gaussa,
simple iteration and Seidel.

1. Methods of Gaussa

Problems of approximation of function, and also set of other problems of applied mathematics of m of
computing physics are reduced to problems about the decision of systems of the linear equations. The most universal
method of the decision of system of the linear equations is the method of a consecutive exception of the unknown
persons, Gaussa named a method.

For an illustration of sense of a method of Gaussa we will consider system of the linear equations:

4x, —9X, +2X, =2

2%, —4X, +4X; =3

— X, +2X, + 2%, =1 (1)
This system we will write down in a matrix Kind:

4 -9 2Y\x 2

2 -4 4|x,|=|3

-1 2 2)x 1 @)

As it is known, both members of equation it is possible to increase by nonzero number, and also it is
possible to subtract another from one equation. Using these properties, we will try to result a matrix of system (2) in
a triangular kind, i.e. to a kind, when below the main diagonal all elements — zero. This stage of the decision is
called as a forward stroke.

On the forward stroke first step we will increase the first equation on 1/2 and we will subtract from the
second then x; the variable will be excluded from the second equation. Then, we will increase the first equation on-
1/4 and we will subtract from the third then the system (2) will be transformed to kind system:

4 -9 2Yx) (2
0 05 3 |x,|=|2

0 -025 25) x, 1.5 @)

On the second step of a forward stroke from the third equation it is excluded x, i.e. from the third equation
it is subtracted the second, increased, on-1/2 that results system (3) in a triangular kind (4)

4 -9 2\x) (2
0 05 3|x,|=| 2
0 0 4)\x,) |25

(4)
System (4) it is copied in a habitual kind:
4%, —9X, +2X, =2
0.5%, +3x; =2
4x, =2.5 5)

Now, from system (5) can find the decision upside-down, i.e. at first we find from the third equation
x3=0.625, further, substituting in the second equation, we find x,=(2-3x3)/0.5. Substituting x, and X3 in the first
equation of system (5), we find x1=0.75. A decision finding (X1, X2, x3) from system (5) name reverse motion.

Example:

Solve the equation with a method of Gaussa.

X +x,—x;—x,=0
X, +2x,—x, =2
X, —x,—x, =—1
—x, +3x, —-2x,=0
The decision:
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X +x,—x;—x,=0 X +x,—x;—x,=0 X +x,—x;—x,=0

X, +2x,—x, =2 X, +2x,—x, =2 X, +2x;—x, =2
= =
2x, —x; =1 S5xy—2x, =2 Sx;—2x, =2
4x, =3x,-x, =0 I1x, -3x, =8 -Tx, =-7
X +x,—x;-x,=0 X +x,—x;—x,=0

! 2 3 4 ! 2 3 4 X, +x,—x,—x,=0 x, =1
X, +2x;—x, =2 X, +2x;—x, =2 _1 _1
= = = Yo =l X2 =
Sxy—2x, =2 x; =1 x; =1 x; =1
x, =1 x, =1 x, =1 X, =

Example. Solve following systems the equation a method of Gaussa with accuracy 0,001.
0,68x,+0,05x, —0,11x, +0,08x, = 2,15
0,21x, -0,13x, + 0,27x, - 0,8x, = 0,44
—-011x, —0,84x, +0,28x, + 0,06, =—0,83
—-0,08x, +015x, —0,5%, —0,12x, =116

The decision of systems the equation in MathCAD
Comments. Function augment (A, b) forms the expanded matrix of system addition to a system matrix on
the right a column of the right parts. Function rref leads the expanded matrix of system to a step kind, carrying out
direct and return courses rayccosa exceptions. Last column contains the system decision.

1 2 3 - 1001
Ac=l1 -3 2 bho=|5 rreff augment(A. b)) =|0 1 0 0|4
11 1 3 0012
The task I 11.: Solve systems the equation with a method of Gaussa.
4,4x, —2,5x, +19,2x, -10,8x, = 4,3 8,2x, —3,2x, +14,2x, +14,8x, = -84
Nl 5,5x, —9,3x, —14,2x, +13,2x, =6,8 No 2 5,6X, —12X, +15x, —6,4X, =4,5
N 71x —115X, +53x, —6,7X, =—18 - 5,7, +3,6X, —12,4x, —2,3x, =33
14,2x, + 23,4, —8,8x, + 53X, =7,2 6.8, +13,2x, —6.3x, -8,7x, =14,3
5,7, — 7,8, —5,6X, —8,3x, =2,7 3,8%, +14,2x, +6,3x, —15,5x, = 2,8
6,6x, +131x, —6,3x, +4,3x, =55 8,3x, — 6,6x, +5,8x, +12,2x, =-4,7
N3 1147x —28x, +5,6x, —121x, =86 Ned V6ax —85x, —43x, +88x, = 7.7
8,5x, +12,7x, — 23,7x, +5,7x, =14,7 171x, —8,3x, +14,4x, - 7,2x, =135
15,7x +6,6x, —5,7x, +11,5x, =-2,4 4,3x, —12,1x, + 23,2X, —14,1x, =15,5
8,8x, —6,7x, +5,5x, —4,5X, =5,6 2,4x, —4,4x, +3,5%, +55x, =25
Nes 6,3X, —5,7x, — 23,4, + 6,6, = 7,7 Ne 6 54X +8,3x, — 7,4, —12,7X, = 8,6
14,3x, +8,7x, —15,7x, —5,8%, = 23,4 6,3, — 7,6X, +1,34X, +3,7x, =121

2. Methods of simple iteration.
Methods of the decision of systems of the linear equations

X +anX, +..+a,X, =b

1n*n

Ay X, + 85X, +...+3,,X, =D, (2.1)

Ay Xy + 8, X, +.+ 8, X, =D,
Or in a vector kind
Ax=Db (2.2)
It is possible to divide on two basic groups: direct methods and iterative. Direct methods give the exact decision for
final number of operations; Kramer's methods and Gaussa concern them, for example. Iterative methods give the

decision of system of the equations as a limit consecutive npuGmmkenuii. For iterative methods performance of
conditions of convergence and additional transformations of system in equivalent to it is necessary.
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The task 1
1. To solve system of the linear equations a method of Gaussa. Tasks are resulted in table 2.

The comment. The control of carried out calculations is the important element of the decision of any
computing problem. For the forward stroke control use the control sums which represent the sums of factors at
unknown persons and a free member for each equation of the set system.

For the control of calculations in the basic part of the scheme of unique division (columns of factors at
unknown and free members) over the control sums carry out the same actions, as over other elements of the same
line. In the absence of computing errors the control sum for every line in limits influences of errors of a rounding off
and their accumulation should coincide with the lower case sum - the second column of the control. The lower case
sums represent the sums of all elements from the basic part of this line.

The task 2
To solve system (2.1) method of simple iteration. It is supposed further that a matrix And square and
HEBBIPOXKIACHHAS.
Let's preliminary result system (2.2) in an iterative kind:
X=Cx+f (2.3)
For any initial vector X, iterative process
X" =Cx" + f
Converges, if one of conditions is executed
D3, [=a<l  1sisn, (2.4)
j=1
0) Yle,|=a<t  1<j<n, (2.5)
i=1
B) |No< (2.6)
D> =a<l

i=1 j=1
Process of calculations is finished at condition performance
o (XN x)<e(l-a)la (2.7)
where pi (i=1,2,3)- one of the metrics, defined by the left part (2.4) - (2.6) on which convergence, ¢ the set —
accuracy (e =10 - has been established).
The task 3
To solve system (2.1) method of Seidel.
The method of Zejdel differs from a method of simple iteration by that having found any value for
components, we on a following step use it for search following components. Calculations are conducted under the
formula

i-1g. noa. b.

Xi(k+1) :_Ziuxgkﬂ) _ z ngk) Lo (2.8)

it & j=i+1 & &;

Each of conditions (2.4) - (2.6) is sufficient for convergence of iterative process on a method of Zejdel.
Practically more conveniently following transformation of system (2.2). Jommuosxas both parts (2.2) on A7, we will
receive system equivalent to it

CX =d,

where C=ATA and d=Ah. Further, having divided each equation on cj;, we will lead system to a kind (2.8). Similar
transformation also guarantees convergence of iterative process.
APPROXIMATE variant of performance of laboratory work
Example. Solve system of the equations
X1+2X+3X3=7,
X1-3X+2X3=5,
X1+ Xo+X3=3.
1. The symbolical decision of systems of the equations
The fragment of a brief with corresponding calculations is resulted more low. Here = - logic equality.
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Given
X1+ 2-X2+ 3:x3=7
X1—-3:X2+ 2.x3=5
X1+ X2+ x3=3
1
FindxLx2x3 — | 0
2

2. The decision of system of the linear algebraic equations as matrix equation Ax=b

Order of performance of the task.

1. Establish a mode of automatic calculations.
2. Enter a matrix of system and a matrix-column of the right parts.
3. Calculate the system decision under the formula x=A"b.
4. Check up correctness of the decision multiplication of a matrix of system to a decision vector-column.
5. Find the decision of system by means of function Isolve and compare results.
1 2 3 7
A=|1-32 b:=|5
1 11 3
1 V)
x:=A Lb  x=|0
: Ax—b=|0
2 0
check
Let's solve system by means of function Isolve and will compare result to the decision x=A"b.
1
x:=lsolve(A,b
(A.b) | o
2

3. The decision of linear system a method of Gaussa

Comments. Function augment (A, b) forms the expanded matrix of system addition to a system matrix on
the right a column of the right parts. Function rref leads the expanded matrix of system to a step kind, carrying out
direct and return courses rayccosa exceptions. Last column contains the system decision.

1001
rref (augment(A,b))={ 0 1 0 0

nono1?2
4. The decision of system Kramer's method

Order of performance of work.

We calculate D a determinant of matrix A.

2. Let's set matrix DX1, replacement of the first column of matrix A, a matrix b. We calculate a determinant of
matrix DX1.

3. Let's set matrix DX2, replacement of the second column of matrix A, a matrix b. We calculate a determinant of
matrix DX2.

4. Let's set matrix DX3, replacement of the third column of matrix A, a matrix b. We calculate a determinant of
matrix DX3.

5. We define the decision of system of the linear equations X1, X2, Xs.

=
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D:=|A]| D=9

agrwdE

723
DX1:=| 5 -3 2 DX1:= |DX1] DX1=9
311
173
DX2:=|15 2 DX2:= |DX2| DX2=0
131
127
DX3:=| 1 -3 5 DX3:= |DX3] DX3=18
11 3
Xl::% x1l=1 x2::D—X2 x2=0 x?;::D—X3 x3=2
D D D
5. The decision of system linear algebraic the equation a method of simple iterations
Order of performance of the task
Enter matrixes C and d.
Transform initial system Cx=d to a kind x=b+Ax.
Define zero approach of the decision.
Set quantity of iterations.
. Calculate consecutive approach.
DEIGIET = 1
m & -2 200
Co=| & 200 -10 | =600
1 2 100 500

di —Ci .
bi j—J— _,_l':'l_,_ij = 1 _,_l':",,_i i =0
Cii AR J
0 -006 002 2
A=|-002 0 o0s b=|3
001 -002 0 ?
X<1>:=b k=2..10 X<k>:=b+_t':'5.'}§<k_l>

=1 20 1.92(1.907)1.907(1.907)1.907|1.907|1.907)1.907|1.907
319(3.188|321808]3189(32.189)3.180(3189]|3.189)3.189
4921497149747 (40714 N7 (41749174317

(A%

(]

1.907
H =|3189
4017

<10
==
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6. The decision of system of the linear algebraic equations a method of Zejdel

bR

Order of performance of the task

table 2

Enter matrixes C and d.
Transform system Cx=d to a kind x=b+Alx+A2x.
Define zero approach of the decision.
Set quantity of iterations.
Calculate consecutive approach.
DEIGIN = 1
e &6 -2 200
= & 200 -10 d = | 600
1 2 100 500
1:=1.3 b = di
i 1= 1:=1.2
1,1
-2
4] S
ﬁl‘li,] - c 4"3‘1.2 = JJI
1,1 N o
1]
Al =0 Al =0 A2 =0 AZ =0 A:=Al4+ 42
1, 1.1 1,1 1,1
0 0 0] 0 -006 002
Al=|-003 0 0O A2=|0 0 005
-00 -002 0 | n o0 n
0 -006 002 2
A=[-003 0 005 L=|3
-001 -002 0 5
X<1>Z=b }.r<1>::b k=210
X<k> :=b+1—12-x<k_1> K<k> =x<k>+ﬂ1-x<k_l>
1 2 K] 4 ] ] T a 4 10
= =1 20 1.92(1.905(1.905(1.905]1.905(1.905|1.905(1.905{1.905
2 3] 31931923193 (31933193 (3193|3193 (3193|3193
B 492497497 (49174 N7 (4917|4017 (4917|4917
Ne asi
Bap. ay; Ay b,,
0.35 0.12 -0.13 0.10
1 0.12 0.71 0.15 0.26
-0.13 0.15 0.63 0.38
0.71 0.10 0.12 0.29
2 0.10 0.34 -0.04 0.32
-0.10 0.64 0.56 -0.10
0.34 -0.04 0.10 0.33
3 -0.04 0.44 -0.12 -0.05
0.06 0.56 0.39 0.28
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0.10 -0.04 -0.63 -0.15
4 -0.04 0.34 0.05 0.31
-0.43 0.05 0.13 0.37
0.63 0.05 0.15 0.34
5 0.05 0.34 0.10 0.32
0.15 0.10 0.71 0.42
1.20 -0.20 0.30 -0.60
6 -0.50 1.70 -1.60 0.30
-0.30 0.10 -1.50 0.40
0.30 1.20 -0.20 -0.60
7 -0.10 -0.20 1.60 0.30
-1.50 -0.30 0.10 0.70
0.20 0.44 0.91 0.74
8 0.58 -0.29 0.05 0.02
0.05 0.34 0.10 0.32
6.36 1.75 1.0 41.70
9 7.42 19.03 1.75 49.49
1.77 0.42 6.36 27.67
3.11 -1.66 -0.60 -0.92
10 -1.65 3.15 -0.78 2.57
0.60 0.78 -2.97 1.65
Exercises

Method of Gaussa of system of the linear algebraic equations of Ah=b. To compare to the exact

decision &.

1.

5.

9.

g 1
3 -1 ], b
2 10
0 -1
3 11,
-1 4 J
g -1
-3 11,
1 3 J
1 -1
3 t1,
-2 4
1 -1
4 1,
1 3 )
1 -1
4 114,
-1 3 J
-1 0
5 -2 |,
-1 3 )
-1 19
2 =11,
1 5 )
T -1
3 0},
-1 5 )

11
l4
6 )

"
—_—
i
[S I AV I OV]
e -

"

—

BN -

N ,
-

L 11 )

CONTROL QUESTIONS
1. The method of Gaussa concerns what type - direct or iterative?
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£=]1
514
-1 1
E=10
h1J
r 1
£=10
L 1)
(-1
g=|1
L 1)
r_1~
£=|1
.“1J
£ 2 9
E=11
L 1)
(—1
t=]o
L 1)
r1~
E=|1
-1
2
g= 1
L24




2. In what consists a straight line and reverse mation in the scheme of unique division?

3. How it will be organised, the control over calculations in direct and reverse motion?

4. How the iterative sequence for a finding of the decision of system of the linear equations is under
construction?

5. How it is formulated sufficient conditions of convergence of iterative process?

6. How these conditions are connected with a choice of the metrics of space?

7. In what difference of iterative process of a method of Zejdel from similar process of a method of simple
iteration?
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Laboratory work Ne 5-6
Problems of Cochy for the ordinary differential equations.
Euler's methods, Runge-Kutta and Adams
The plan:
1. Euler's method and Runge-Kutta.
2. Adams's method
Let the differential equation of the first order is given

y'=f(xYy). (5.1)
It is required to find on a piece [a, b] the decision y(x) , satisfying to the entry condition
y(@) =Y (52)

Let's assume that conditions of the theorem of existence and uniqueness are executed. For the decision we
use Euler's method (a method of the first order of accuracy, settlement formulas (5.3)) and a method of Runge-
Kutta (a method of the fourth order of accuracy, settlement formulas (5.4)) with step h and 2h. We will notice that
results can strongly differ, whereas Euler's method, having only the first order of accuracy, is used, as a rule, for
estimated calculations. A rough estimation of an error of a method of Runge-Kutta to calculate & under the formula
(5.5 [2].

Yia =Y + hf (Xi Y ), where h — a splitting step. (5.3)
Y=yt k, + 2k, ngs +k, where 54)
klzhf(xi,yi), kZ:hf(xi+g y, 1) k, = hf (x, +g Y, 2)

. =hf(x +hy, +k;).

| y2h15 Y | (5.5)

APPROXIMATE fragment of performance of work
1. To solve the differential equation y * =f (x, y) Euler's method on a piece [a, b] with step h with the
entry condition y (a) =yo, f (X, y) = (3x-y) / (xX*+y), a=2, b=3, h=0.1, yo=1
2. To solve the differential equation y* =f (x, y) a method of Runge-Kutta on a piece [a, b] with step h with
the entry condition y (a) =Yo.

a=2 b=3 Xu:za a=2 b=3 X =a
. . 1:=0.,10 h:=o0l L X0+i'h ¥, =1
1=0.10 h=01 % =% +1h oy =1
1+1 i 0 12—y
flx. v) = . Vi, =W +hf(x y)
o+
IE-¥
h 1 1 W .
+ = h
3;-1+ 1 Y 2 kl =h E(Xi’yi) k = h-l‘{ (x + _),y. + L
Xi) + ¥ 2 i) g
ke
— . h 2
kz'_hr{(l 2) Fito k4::h-f[(xi+h),yi+k3]
0 0 k1+2-k2+2-k3+k4
| 2 0 1 P P LR A
1 2 1 1.1
2021 2 (1196 0 0
3|22 3 |1.287 o) 2 ] 1
423 41374 L 111088
= = 2|21 2 |1132
L% 5|24 ¥=| 5 |1457 122 NERTT
6|25 6 |1.536 4|23 4 [1.265
7|26 7 1612 =5 |24 ¥ s |1am
6|25 6 |1.297
827 8 | 1687 7|28 7 |1.482
9|28 9 |1.758 8|27 8 |1.529
0] 249 10| 1.827 9[28 9 [1.596
11 3 11171885 10|29 10 [1.662
1] 3 11 [1.728
Euler's method Method of Runge-Kutta
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receive

3. Adams's method

The decision of systems of the ordinary differential equations Adams's method

In the given system of the equations we will substitute values of factors and entry conditions. We will

{J" o y(0)=3, z(0)=-2

z =y—4z

Adams's method we will find the decision of this system on the set piece. For this purpose we will calculate
a method of Runge-Kutta some initial values of function.

Let's choose a step h and, for brevity, will enter X
Let's consider numbers:
(@)
k”
2

(kP =hflxy)

@ h
k,”=hf x;"’E;J’z‘"’

) h k(ij
kP = nf| x, ot

kY = hf(x, + by, + kD)
According to a method of Runge-Kutta consecutive values y; are defined under the formula

Vier = ¥ + Ay,

where
(0 0 M, O
Ay ==(kP +2- kP +2- kP + k) 2 01,2,

Having substituted in these formulas initial values we will receive

) 2.1)

X =0 Vo =3 Zg=—2
x, =01 y,=33672 z, =-2,1586
x, =02 y,=34944 z,=-2,0867
;=03 y;=35964 z;,=-1,9906

= XU + ihﬂ.}Ji = _}J{:xlj Ei - 0,1,2,...]

Further calculation it is continued on Adams's method. All calculations it is written down in tables 2.1 and 2.2.

Table 2.1
kx| e | Dy | Pe | Ape | A%py | A%pp | Zi | Dz | qe | Aqe | Aqy | A%gy
0| 0 3 0,8000 | 0,0893 |-0,0711| 0,0636 -2 1,1000 | 0,1002 |-0,1162| 0,1040
110,11 3,3672 0,8893 | 0,0183 |-0,0075]| 0,0680 |-2,1586 1,2002 {-0,0160(-0,0122(-0,3354
2102 | 3,4944 0,9076 | 0,0108 | 0,0605 | 0,0512 |-2,0867 1,1841 [-0,0282(-0,3476| 0,7024
3103 3,5964 |0,9445|0,9183 10,0713 |0,1117 |-0,1448]-1,9906| 1,1757 | 1,1559 |-0,3758 | 0,3548 (-0,6647
410,41 45409 |1,0761 |0,9897 | 0,1831 |-0,0330]| 0,1605 |-0,8149| 0,3215 | 0,7801 {-0,0210(-0,3099| 0,8201
51051 5,6169 |1,3300|1,1727 | 0,1500 | 0,1275 |-0,1562(-0,4934| 1,1598 | 0,7590 |-0,3309| 0,5102 |-0,9910
6 (0,6 | 69469 |1,3297|1,3227|0,2775 |-0,0288] 0,2023 | 0,6664 |-0,1157( 0,4281 | 0,1793 |-0,4809| 1,1396
710,7| 8,2766 | 1,8523 | 1,6003 | 0,2488 | 0,1735 |-0,2240( 0,5507 | 1,2171 | 0,6074 |-0,3016| 0,6587 |-1,3700
8(0,8110,1290 | 1,9028 | 1,8490 | 0,4223 |-0,0505 1,7678 |-0,4170| 0,3058 | 0,3571 |-0,7113
9(0,9112,0318|2,6306 | 2,2713 | 0,3718 1,3508 | 1,5432 | 0,6629 |-0,3542
10| 1 |14,6623 12,7239 | 2,6431 2,8940 (-0,6786 | 0,3086

Table 2.2
k x v v z z'

0 0 3 8 -2 11

1 0,1 3,3672 8,893 -2,1586 12,0016
2 0,2 3,4944 9,0755 -2,0867 11,8412
3 0,3 3,5964 9,1834 -1,9906 11,5588
4 0,4 4,5409 9,8967 -0,8149 7,8005
5 0,5 5,6169 11,7272 -0,4934 7,5905
6 0,6 6,9469 13,2274 0,6664 4,2813
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7 0,7 8,2766 16,0025 0,5507 6,0738
8 0,8 10,129 18,4902 1,7678 3,0578
9 0,9 12,0318 22,7128 1,3508 6,6286

(1.3) values received under the formula are necessary for specifying, having calculated them under the
formula (1.4). The obtained data we will write down in the table.

Table 2.3

k x Ay Ay T Az, Az T
0 0
1 0,1
2 0,2
3 0,3 0,9445 0,946075 1,1757 1,010942
4 0,4 1,0761 1,069808 0,3215 0,710767
5 0,5 1,3300 1,256483 1,1598 0,647071
6 0,6 1,3297 1,444138 -0,1157 0,441063
7 0,7 1,8523 1,733608 1,2171 0,537967
8 0,8 1,9028 2,037263 -0,4170 0,381975
9 0,9 2,6306 2,470742 1,5432 0,602158
10 1 2,7239 2,6431 -0,6786 0,3086

The task 1

To write the program of the decision of the differential equationy * =f (X, y) Euler's method on a piece [a,b]
with step h and 2h and the entry condition y(a) =yo. The Initial data for task performance undertakes from table 5.

To compare results.

The task 2

To write the program of the decision of the differential equationy " =f (x, y) a method of Runge-Kutta on a
piece [a,b] with step h and 2h and the entry condition y (a) =Yyo. To estimate an error under the formula (5.5). The
initial data for task performance undertakes from table 5.

N Dynxyus b yO h
3X—
1 5 y 3 | 1 |01
X“+y
2X+Yy+4
2 — 4 1 0.1
2y + X
2_
3 Xy 1 2 0.1
2X+y+1
2_
g | X=y*2 3 | 1|01
Xy + 3X
_y_y2
5 11—%— 2 | 1 ]o1
2-xy
2 —X—Yy°X
6 —y 1 1 0.1
3X+Yy

1. To check up for the differential equation of a condition of the theorem of existence and uniqueness.

Table 5
1+ 3xy
7| ———— 1] 2 |01
S—X+Y
2
8 Xy+2 1] 1 ]o01
2X—Y
2
9 X+—y+2 3 2 0.1
2X—Yy
Xy + 4
10| ——— 1] 3 |01
2y —xy +1

CONTROL QUESTIONS

2. The approached methods of the decision of the differential equations are subdivided into what basic groups?
3. In what form it is possible to receive the decision of the differential equation on Euler's method?

4. What geometrical sense of the decision of the differential equation Euler's method?

5. In what form it is possible to receive the decision of the differential equation on a method of Runge-Kutta?
6. What way of an estimation of accuracy is used at the approached integration of the differential equations by
Euler's methods and Runge-Kutta?

7. How to calculate an error under the set formula, using a method of double recalculation?
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Laboratory work Ne 7-8
The numerical decision of system of the nonlinear algebraic equations to methods of simple iteration.

The decision of systems of the nonlinear equations
The system of the nonlinear equations is given

filzi,z2,73,...,00) =0,
f2(-1"1,1'2,1'3,...,1'n:]:0, (1)
fn(-rl;1'2,1'3,...,.rn) :0,
or
filr1,72,23,...,2,) =0,i=1...n. ]
It is necessary to solve this system, i.e. to find a vector * = [x1,22,23,...,1n] Satisfying to system (1)

with accuracy «.

The vector <X defines a point in n-dimensional Evklidovom space, i.e. X € tothis space and satisfies to all
equations of system (1).

Unlike systems of the linear equations for systems of the nonlinear equations direct methods of the decision
are unknown. At the decision of systems of the nonlinear equations iterative methods are used. Efficiency of all

iterative methods depends on a choice of initial approach (index point), i.e. a vector X" = [IE i S T Ii]

The area in which initial approach X" converges to the required decision, is called as area of convergence G.
If initial approach X" lies outside of G it is not possible to receive the system decision.

The index point X" choice is in many respects defined by intuition and experience of the expert. [5]

Method of simple iterations
For application of this method the initial system (1) should be transformed to a kind

r1 = w1(r1,T2,73,...,7n) =0,
S, @
Tn = @n(11,72,73,...,20) =0,
or
ri = @i(Tr1,72,73,...,2n),i = 1,n.
. -‘IL-D—[ID ID ID] . .
Further, having chosen initial approach <* — l*1»*2s---3-n]| and using system (2), we build
iterative process of search in the scheme:
B =1 _ k=1 _k—1 k=1
I, = (Il T2 T3 - T, ):

i.e. on each k-th step of search the vector of variables X s found, using values of the variables received on a
step (k-1).

Iterative process of search stops, as soon as the condition will be satisfied
|r-'—r._ <s,j=1,n. 3)

Thus the condition (3) should be carried out simultaneously on all variables.

The method of simple iterations is used for the decision of such systems of the nonlinear equations in which
the condition of convergence of iterative process of search, namely (3) is satisfied, i.e. the sum of absolute sizes of
the private derivative all transformed equations of system (2) on j-th variable is less than unit.

n

Z 3¥:
i=1 alr‘?
For two system equitions will be represent system (*) in a kind:
{r1 = 8, (Z;.T5),
Ty = 8piTysTy)- (5)
It is represented the right members of equation in a kind:

8y (215Ty) = 2q + Mgy (T1,Tp) + Appfp (21,35,
82(Z1sTy) = Ty + Ay Jy (B1aTp) + Appf 5 (24475) - 6)

For a method of simple iteration

<1l,j=1,n
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81(215Ty) = 2y + Ayyfy (B1sT5) + Mpfa(2y0%5),

82(%11Tp) = Ty + Apql4 (B1sTp) + Agplp(Tys%p)- )
For a method of Zejdel
For search of factors A;; solve system

taay, ] s, % -q
az, | 4(0) 0z, | £(0)

{ Ay o iy, Ao )= O

! azy|yc0) 12 azl) (0)

ar 8,
{ ot oo wa;,gf o,

£(0)

t 4 Ay, +7L22%

0Ty |x(0) 1}x(©)

®)

Let's use further system (7) for search of roots of the equation. In the program gu(X1,x2)=y1 and g2(X1,X2)=y2.

Example. The system of the equations is given
(,0x, — 10 —1=0.(1)
L rf—rf—1=ﬂ.{i:j @
to find with accuracy e=107 its decision located in the first quarter of a plane 0x;xa.
The decision. The curves defined by the equations (1), are represented on fig. 1. These curves are crossed in
two points & and &. Let's result system (1) in a kind convenient for iterations, and we will find the decision system

(1) & with the set accuracy.

e e . .. ol |'.1|_" e e
We take as initial value (the graphic decision) x = = \1 ; | and for definition of factors A;j olve system of

the equations.
e
/,

- A curve (l1) — a hyperbole (two branches) - A curve (l2) — a hyperbole (two branches)
Fig. 1.

Let's calculate private derivatives of functions.
FE0Ty) = Tp(@ = 1) = 1, fp(EaTy) = 75 - 35 -

In a point x©:
Q£1 = T, =1,5; sz = 2z, = 3;
8z, 4(0) x(0) 8z, 1 4(0) x(©)
874 = (- 1) = 0,5; 8I> = - 2T, = -3.
0T, 5 (0) x(0) 0T, | ¢ (O) x(0)

Having solved system
{! +1,5?‘,11 +3?«.12=O,

0,5 Ayq = 3 Ay, =03
{ 1,6 Ay + 3 Ay = 0,
1+ 0,5 Ay = 3 Ay =0,
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1 1 1

1
Ay, = Aym = ~ — An, = An = — .

. 11 ! 12 4 21 4 22
let's find 2 12 2 4

Condition Au1 A2z - A2 A21 #0 is executed. The resulted system has the following appearance:
’ L2 - 22
T,= 8 (D)%) = Ty - -2—[:c‘,2(:c1 - 1) - 1) - T—E[ 2 -2 - 1),
1 1
To= 8y (T4 T5) = Ty - E[fa(fq -1 - 1)+ y

@-4-1).

Using the received representations (2) for functions gi(x1, x2) and g2(x1, x2), will find vectors consecutive
approximation. An estimation of an error of each approach we will define in distance between vectors of two
consecutive iterations on m-norm.

a, = x®- x Uy < mex 23 - 2012 - 20,
Then will receive

1) (0) ,(0) _
£(1 )3[“’1( ]= [g'r‘i% 2 ’] N [81(1-5, 1.5)] _ [1.70833 ]

V) gy@{@,2?) 85(1,5; 1,5) 1,37500
d,=0,20833;
1(2)2{ x1(2)]=[ 8 (11(1 ),3;2(1 ))]={ 8, (1,70833;1 ,37500)]2[1 ,71904} ,
22 L gy ({1, 2§} gy(1,70833;1,37500)) L1,39407
d,=0,01997;

(2) 2) (2 :
x<3)=[ z; ]z[&, (2{2),z§ ))]=[81(1,71904,1,39497)]={1,71676]’
g, (2{®),221] | g,(1,71904;1,30497)) 139574

d;=0,00281;
3 (3) 2(3) . .
x(4):( x! )}z[ g, (z!3),z§ )]z[ g1(1,71676,1,39574)]=[1,71b62]
259 | gy(@$®), 23] | gy (1,7167651,39574)) |1,39533)”
d,=0,00041;

4) 4) L4 .
X(5)=[ z{ ]5[81 @*),z§ ))]z[g1(1,71662,1,39533)}2[1,71667]'

i) gy @), 2{*)) | gy(1,71662;1,39533)) 1,39533
took |x'¥ —x"*'| = 0,00003. As on a condition =107, that according to an estimation (25b) it is possible to take
L7167

=\13053)

5 approach as the decision & = x ¥
The decision of systems nonlinear the equation in MathCAD.
MathCAD gives the chance to find the decision of system of the equations numerical methods, thus the
maximum number of the equations in MathCAD2001i is finished to 200.
For the decision of system of the equations it is necessary to execute following stages.

The task of initial approach for all unknown persons entering into system of the equations. At a small
number of unknown persons this stage can be executed graphically, as shown in an example.
Example. The system of the equations is given:

y=x

y=8+13x
To define initial approach for decisions of this system.
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770 = & x=-3,-295.6
yp(x) =8+ 3-x
40 /
yix 20 i
.Vz(x:' b -
-20
-5 0 5 i0
X

It is visible that the system has two decisions: for the first decision as initial approach the point (-2, 2), and for
the second decision — a point (5, 20) can be accepted. ”

Calculation of the decision of system of the equations with the set accuracy. Already known computing block
Given is for this purpose used.

Function Find calculates the decision of system of the equations with the set accuracy, and the call of this
function looks like Find (x), where x — the list of variables on which the decision is searched. Initial values to these
variables are set in the block <Entry conditions>. The number of arguments of function should be equal to number
of unknown persons.

Following expressions are inadmissible in the decision block:

Restrictions with a sign !;

Discrete variable or the expressions containing a discrete variable in any form;

Blocks of the decision of the equations cannot be enclosed each other, each block can have only one keyword
Given and a name of function Find (or Minerr).

Example. Using block Given, to calculate all decisions of system of the previous example. To execute
check of the found decisions.

x:=-2 y:=2 Initial approach for the first decision
Given

y=8+3x

y=x?

Sa:=Find(x,y)

S = -1.702 Projections of the first decision
Al 2895

x:=5  y:=20 Initial approach for the second decision
Given
y=8+3x
y=x*
x>0 Restriction on positivity of a projection x the second decision
Sg:=Find(x,y)

Sg = 4.702 Projections of the second decision
22.105

Example. Using function Minerr, calculate the decision of system of the equations
x+y=0095,

(x> +1)* + (¥ +1)* =5.5.
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Given
2
(.\'2+ 1) + (yz+ 1)

X+ y=095

-
“

( ~0.106 1
\ 1.056

(8]

20+21=095

L( ) + If + U )’ +

. \L}Knp}mﬁ 3HAK =
= Minerr(x.y)

HaiideHHoe peweHue

JKupHEL 3HAK =

Mpoeepka HalideHHO20 pelweHUs

1| -

5.3

Exercises
Method of iterations to solve systems of the equations with accuracy =102,

2273 4 23 234 23 4,

1. {1 2 x> 0). 2. {1 2 (z, <0).
2 -2z, =0 @ -2r,=0
z, - fz,41 =0 z,cosx, - z,= 0,

3. |® ! 0. 4 T T2 (s o).
25+ 25 - 23y= Z+22-1=0
Z,C08T,- I,= 0 27F + 22 = 1

5. 1T 2 < o). 6. 1 i "oy 0.

_ _ 273,
2+l 1=0 z, -3 0
222 + a2 =1 z, - stn z,= Q,

7. (z, <0). 8 @, > 0.

z, + 273 0 2+ -1=0

The note. For the curve image (1 +x3)°
polar co-ordinates.

z, - sin 7= Q,

(z, <0). 10.

9.{

. [B % -2
T

- €71 =0 (3 >0). {a:2 =z =0 (2 > 0).
" 1%*15‘2114]'( 0. 18 v 2zy + 5+ 23, + 120,
. I, > 0). .
T, - Inz=0 2 z, —/z1+1 = -1
234 2y, 234 2 4,
15. (zy > 0). 16. (z, <0).
2%+ 22 - 2r,=0 2+ 2% - 2z,=0
: z,8inr, - 1, = 0, 8 z,8inr, - 1, = 0,
2+23-1=0 (5 >0, B+l -1=0 (g <0.

= 2(x; — x3) (lemniscate Bernulli) to take advantage of

http://pers.narod.ru/study/mathcad/07.html#start
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Laboratory work Ne 9
Finding the decision of a problem of linear programming to Simplex methods
The plan:
1. A simplex method of the decision of a problem of linear programming
2. Examples of the decision of a problem of linear programming with a simplex method

1. A simplex method of the decision of a problem of linear programming
Decisions of any problem of linear programming can be found either a simplex method, or a method of
artificial basis. Before to apply one of the specified methods, it is necessary to write down an initial problem in the
form of the primary goal of linear programming if it has no such form of record.

2. Examples of the decision of a problem of linear programming with a simplex method
1.41. For manufacturing of various products A, B and C before acceptance uses three various kinds of raw materials.
Norms of the expense of raw materials on manufacture of one product of each kind, the price of one product A, B
and C, and also total of raw materials of each kind which can be used the enterprise, are resulted in tab. 1.5.

Table 1.5
Norms of expenses of raw materials (kg) on one .
Raw materials kind product Total of r(a:(w)materlals
A B C g
I 18 15 12 360
I 6 4 8 192
H 5 3 3 180
The price of one
product (rbl.) 9 10 16

Products A, B and C can be made in any parities (sale is provided), but manufacture is limited by the raw
materials of each kind allocated to the enterprise.

To make the plan of manufacture of products at which the total cost of all production made by the
enterprise is maximum.

The decision. We will make mathematical model of a problem. Required release of products A we will
designate through x, products B - through x», products C - through xs. As there are restrictions on the fund of raw
materials of each kind allocated to the enterprise, variables *u %z Xa should be satisfy to the following system of
inequalities:

" Gxy-dxy - Bxy 192,
5X| +3x2+3x3-.<._ 180. (29)
The total cost of production made by the enterprise under condition of release x: products A, x2 products B
and xs products C makes

{ 18x1+ISXQ+12Xa€360.

F=9x; 4 10x3 4 16x3. (30)
Under the economic maintenance variables x1, X2 and X3 can accept only non-negative values:
X1, Xxo, x32=0. (31)

Thus, we come to the following mathematical problem: among all non-negative decisions of system of
inequalities (29) it is required to find such at which function (30) accepts the maximum value.

Let's write down this problem in the form of the primary goal of linear programming. For this purpose we will
pass from restrictions-inequalities to restrictions-equalities. We will enter three additional variables therefore
restrictions will register in the form of system of the equations

18x; + 15x2 4 1223 + x4 =360,
{ Bxl +4Xz +8X3 +x5= 192.
51 + 3xz - 3xa +x6=180.
These additional variables on economic sense mean not used at the given plan of manufacture quantity of
raw materials of this or that kind. For example, x4 is not used quantity of raw materials of I kind.
The transformed system of the equations we will write down in the vector form:
x1Py A x2P3 4 %3Py - x4 Py + x5P5 +xePe= Py,

{18) 15 12 1
=] 6 ]: Po= 4); P3=(8 ; Py=1{ 0 |;
‘ 5 3 3 0
0 360
P5=(1 ); Pa=(0) : Po=(192).
0 1 180

where



As among vectors Pi. Pz, Ps, Py, Ps, Ps are three individual vectors, for the given problem it is possible
to write down the basic plan directly. That is plan X = (0; 0; 0; 360; 192; 180), defined by system of three-
dimensional individual vectors P+, Ps. Pe, which form basis of three-dimensional vector space.

We make the simplex table for I iteration (tab. 1.6), we count up values o % —&i and the initial basic
plan for an optimality is checked:

Fo=(C, PO)=0; z1==(C, P\)=0; z2==(C, Ps)=0; z3=(C, Pa) =0;
H—0=0—9=—9; 23 —o=0—10= —10; 23— 3= —16.
For basis vectors 2 —¢;=0.

The table 1.6
9 10 16
e o | n o Jo o
e Py Py Py Py Ps P
| P, 0 360 18 I5 12 | 0 0
2 P 0 192 6 4 @l o 1 0
3 Pe 0 180 ) 3 3 0 0 |
4 0 —9 —10 — 16 Q 0 0

Apparently from tab. 1.6, values of all basic variables ¥1. ¥2. *¥3 are equal to zero, and additional variables
accept the values according to problem restrictions. These values of variables answer such "plan" at which it is made
nothing, the raw materials are not used also value of criterion function to equally zero (i.e. Cost of made production
is absent). This plan, of course, is not optimum.

It is visible and from 4th line of tab. 1.6 as in it is available three negative number:
H— 6 =—Y, 22— 2= —10 1 23— ¢3=-16. Negative numbers not only testify to possibility of increase in a total
cost of made production, but also show, on this sum how many will increase at introduction in the plan of unit of
this or that kind of production.

So, number-9 means that at inclusion in the plan of manufacture of one product And the release increase is
provided - production for 9 rouble. If to include in the manufacture plan on one product In and With the total cost of
produced production will increase accordingly for 10 and 16 rouble. Therefore from the economic point of view the
most expedient inclusion in the plan of manufacture of products an is it is necessary to make and on the basis of a
formal sign of a simplex method as the maximum negative number on absolute size A; costs in 4th line of a column
of vector P3. Hence, into basis we will enter vector Ps. We define a vector which is subject to an exception of basis.
It is for this purpose found Bo=min (&i/a3) for a>> 0, i.e. Bo= min (360/12; 192/8; 180/3) = 192/8.

Haiins uncino 192/8 = 24, MbI TeM caMbIM C SKOHOMHUYECKOW TOYKH 3PEHHUS OMPEICIIUIN, KAKOE KOJIUYESCTBO
I/IS)Z[CJ'II/IfI C IpeANpUATHE MOXKET HU3rOTOBJIATH C YUYETOM HOPM pacxoJia 1 UMCIOHIUXCs 06’beMOB CBIpbA KaXa0ro
BuUJa. Tak Kak ChIphbs JAHHOTO BUa coOTBeTCTBeHHO MMeeTcs 360, 192 u 180 kr, a Ha oano usnenue C TpedyeTcs
3aTPaTUTh CHIPBS KaXJI0TO BUJAa COOTBETCTBEHHO 12, 8 1 3 Kr, TO MakcuMaibHOe yucio u3aenuii C, KoTopoe MOXeT
OBITh U3rOTOBIICHO TpeaIpHUsITHEM, paBHO MIN(360/12; 192/8; 180/3)=192/8=24, T. e. orpann4uBarOnM HaKTopoM
JUTSL ipom3BoCcTBa m3nenuii C sBisieTcss nMeromuiicss o0beM chipbs 11 Buma. C ydeToM ero Haludus MpearpusTHe
MO>KET H3rOTOBUTH 24 u3acius C. HpI/I 9TOM CBIPpbC 1I BUJ1a 6y2[€T IIOJIMOCTBIO MCIIOJIB30BAaHO.

Having found number 192/8 = 24, we thereby from the economic point of view have defined, what quantity
of products About the enterprise can produce taking into account norms of the expense and available volumes of raw
materials of each kind. As raw materials of the given kind accordingly there are 360, 192 and 180 kg, and With it is
required to spend for one product of raw materials of each kind accordingly 12, 8 and 3 kg the maximum number of
products With which can be made the enterprise, is equal min (360/12; 192/8; 180/3) =192/8=24, i.e. Limiting factor
for manufacture of products C is the available volume of raw materials of Il kind. Taking into account its presence
the enterprise can make 24 products C. At these raw materials of Il kind monmoctsto it will be used.

Hence, vector Ps is subject to an exception of basis. The column of vector P; and 2nd line are directing. We
make the table for |1 iteration (tab. 1.7).

Table 1.7
9 10 13 1) ] 0

i Ba- Co Fa

anc P, Ps P Py Ps Py
1 e | of 2| o sl o |t | —-32]o0
o [ P | 16| 2a | 3a| 121 | 0 18 | 0
3 | P | ofuos |zl 32| 0| o | =381
4 8a | 3| Z2] 0|0 2 | o

At first we fill a line of the vector again entered into basis, i.e. A line, which number coincides with humber
of a directing line. Here 2nd line is directing. Elements of this line of tab. 1.7 turn out from corresponding elements
of tab. 1.6 their division into a resolving element. Thus in column Cs we write down factor C,=16 standing in a
column of vector P3 entered into basis. Then we fill elements of columns for the vectors entering into new basis. In
these columns on crossing of lines and columns of the vectors with the same name we put down units, and all other
elements it is believed equal to zero.
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To definition of other elements of tab. 1.7 it is applied a triangle rule. These elements can be calculated and is
direct under recurrent formulas.

Let's calculate the elements of tab. 1.7 standing In a column of vector Po. The first of them is in 1st line of this
column. For its calculation it is found three numbers:

1) the number standing in tab. 1.6 on crossing of a column of vector P and 1st line (360);

2) the number standing in tab. 1.6 on crossing of a column of a vector of Rz and 1st line (12);

3) the number standing in tab. 1.7 on crossing of a column of vector Py and 2nd line (24).

Subtracting from the first product of two others, we find a required element: 360-12*24=72; we write down
it in 1st line of a column of vector Pg tab. 1.7.

The second element of a column of vector Po tab. 1.7 has been already calculated earlier. For calculation of
the third element of a column of vector Pg also it is found three numbers. The first of them (180) is on crossing of
3rd line and a column of vector Py tab. 1.6, the second (3) - on crossing of 3rd line and a column of vector Ps tab.
1.6, the third (24) - on crossing of 2nd line and a column of vector Py tab. 1.8. So, the specified element is 180-
24-3=108. Number 108 it is written down in 3rd line of a column of a vector of Py of tab. 1.7.

Value Fo can be found in 4th line of a column of the same vector in two ways:

1) under the formula Fo= (€, Po)  i.e. Fy=0*72+16*24+0*108=384;

2) by a triangle rule; in this case the triangle is formed by numbers 0,-16, 24. This way results besides to result: 0
(-16) *24 = 384.

At definition by a rule of a triangle of elements of a column of a vector of Pq the third standing in the
bottom top of a triangle, all time remains invariable and first two numbers varied only. We will consider it at a
finding of elements of a column of vector P, tab. 1.7. For calculation of the specified elements first two numbers we
take from columns of vectors P1 and P3 tab. 1.6, and the third - from tab. 1.7. This number costs on crossing of 2nd
line and a column of vector P; of last table. As a result we receive values of required elements: 18-12-3/4 =9, 5-
3-(3/4)=11/4.

Yucno #t— €1 g 4-i cTpoke cronbifa Bekropa P1 tabir. 1.7 MOKHO HalTH ABYMSI CIIOCOOAMH:

The number #1—¢1can be found tab. 1.7 in 4th line of a column of vector P; in two ways:

1) under the formula 21— ¢1=(C, P1) —¢1 had 0%9+16*3/4 + +0*11/4-9=3;

2) by a triangle rule we will receive -9-(-16)*(3/4)=3. Similarly we find elements of a column of vector P».
Elements of a column of a vector of R it is calculated by a triangle rule. However constructed for definition of
these elements triangles look differently.

At calculation of an element of 1st line of the specified column the triangle formed by numbers 0,12 and
1/8 turns out. Hence, the required element is equal 0-12 * (1/8) =-3/2. The element standing in 3rd line of the given
column, is equal 0-3*(1/8)=-3/8.

Upon termination of calculation of all elements of tab. 1.7 in it the new basic plan and factors of
decomposition of vectors P {i=1,8 through basic vectors Ps. Pz Ps and values are received Af # Fo.

Apparently from this table, the new basic plan of a problem is plan X = (0; 0; 24; 72; 0; 108). At the given
plan of manufacture 24 products are produced With and remains not used 72 kg of raw materials of | kind and 108
kg of raw materials of I11 kind. Cost of all production made at this plan is equal 384 rbl. the Specified numbers tab.
1.7 are written down in a column of vector Po. Apparently, the data of this column still represents parametres of a
considered problem though they have undergone considerable changes. The data on other columns has changed, and
their economic maintenance became more difficult. So, for example, we take the data of a column of vector P..
Number 1/2 in 2nd line of this column shows, on how many it is necessary to reduce manufacturing of products
With if to plan release of one product of Century Numbers 9 and 3/2 in 1st and 3rd lines of vector P, show
accordingly, how many it is required raw materials | and Il kind at inclusion in the plan of manufacture of one
product In, and number-2 in 4th line shows that if release of one product will be planned In, it will provide output
increase in cost expression for 2 rbl. Differently if to include in the production plan one product In it will demand
reduction of release of a product With on 1/2 units and will demand additional expenses of raw materials of | kind of
9 kg and 3/2 kg of raw materials of I11 kind, and the total cost of produced production according to the new optimum
plan will increase for 2 rbl. Thus, numbers 9 and 3/2 act as though as new "norms" of expenses of raw materials |
and Il kind on manufacturing of one product In (apparently from tab. 1.6, earlier they were equal 15 and 3) that
speaks reduction of release of products With.

The same economic sense the data of a column of vector P; has also tab. 1.7. The numbers which have
been written down in a column of vector P5 have A bit different economic maintenance. Number 1/8 in 2nd line of
this column, shows that the increase in volumes of raw materials of 1l kind at 1 kg would allow to increase release of
products C by 1/8 units Simultaneously 3/2 kg of raw materials of | kind and 3/8 kg of raw materials of 11l kind
would be required in addition. The increase in release of products C at 1/8 units will lead to output growth ua 2 rbl.

From stated above the economic maintenance of given tab. 1.7 follows that the plan of a problem found on
Il iteration is not optimum. It is visible and from 4th line of tab. 1.7 as in a column of vector P; of this line there is a
negative number-2. Means, it is necessary to enter vector Py into basis, i.e. In the new plan it is necessary to provide
release of products of B. For definition of possible number of manufacturing of products In it is necessary to
consider available quantity of raw materials of each kind, namely: possible release of products In is defined
min{&i/al2) for a>> 0, je. find
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72 24-2 0 108-2) 72
9’ 1 3/ 9"

Hence, vector P4, otherwise, release of products B is subject to an exception of basis is limited available the
enterprises by raw materials of | kind. Taking into account available volumes of these raw materials the enterprise
should make 8 products B. Number 9 is a resolving element, and the column of vector P, and 1st line of tab. 1.7 are

directing. We make the table for 1l iteration (tab. 1.8).

Op=min (

Table 1.8

9 10 16 0 0 0

i B2 | oo | P
3HC P, Ps P P Ps P
1 | P | 10 8| 1 1 0 e | —i1/6 | 0
2 Ps 16 20| 1/4 0 i —1/18 5/24 0
3 Ps 0 96 | 5/4 0 0 —1/6 —1/8 ]
4 400] 5 | 0 0 2/9 5/3 | ©

In tab. 1.8 at first we fill elements of 1st line which represents a line of vector P, again entered into basis.
Elements of this line it is received from elements of 1st line of tab. 1.7 by division of the last into a resolving
element (i.e. On 9). Thus in column Cs of the given line it is written down C»=10.

Then we fill elements of columns of vectors of basis and by a triangle rule we calculate elements of other
columns. As a result in tab. 1.8 new basic plan X = (0 is received; 8; 20; 0; 0; 96) and factors of decomposition of
vectors Pi (i=1,6) through basic vectors Py, P3, Ps and corresponding values Af w Fg.

We check, whether the given basic plan is optimum or not. For this purpose we will consider 4th line of

tab. 1.8. This line among numbers i are no negative. It means that the found basic plan is optimum and Fnax=400.

Hence, the output plan including manufacturing of 8 products In and 20 product C, is optimum. At the
given plan of release of products the raw materials | and 1l kinds completely are used and remain not used 96 kg of
raw materials of I11 kind, and cost of made production is equal 400 rbl.

The optimum plan of production does not provide manufacturing of products A. Introduction in an output
plan of products of kind A would lead to reduction of the specified total cost. It is visible from 4th line of a column
of vector P; where number 5 shows that at the given plan inclusion in it of release of unit of a product And leads
only to reduction of a combined value of cost by 5 rbl.

The decision of the given example a simplex method could be spent, using only one table (tab. 1.9). In this
* to the table all three iterations of computing process are written consistently down one for another.

Table 1.9

9 10 16 0 0 0
i Baauc Cs Pe -

P P2 Pa Py Py Pe
1 Py ¢ | 360- 18 15 12 1 0 0
2 Ps 0 192 6 4 8 0 1 0
3 Py 0 180 5 3 3 0 0 1
4 0} —9|—10}—16 0 0 0
1 P, 0 72 9 9 0 1 —3/2] 0O
2 Ps 16 { 22| 3/4] 172 1 0 18| o
3 Pe 0 | 108 j11/4 | 3/2 0 0 —3/8] 1
4 384 3| —2 0 0 2 0
1 P; 10 8 1 1 of 19 |—176] ©
2 Py 16 20 1/4 0 11 —1/18 [6/24} ©
3 Pe 0| 96|54l of o] —1m l—18] 1
4 400 5 ] 1) 2/9 5/3 0

1.42. To find a function F==2x; —6xa2+ 5xs maximum under conditions
— 2% X2+ X3 x5=20,
{ — x.——2x2+x4+3x5=24.
31 —x2— 12x5 4 x6=18,
%20 (j=1,6).
The decision. System of the equations of a problem we will write down in the vector form:
X Py x2Po 4 xaP3 3 4Py x5Ps 4+ x6Ps = Po,
where
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As among vectors Py, Py, P3, P4, Ps, Pg is available three individual vectors for the given problem it is
possible to find the basic plan directly. That is plan X = (0; 0; 20; 24; 0; 18). We make the simplex table (tab. 1.10)
and it is checked, whether the given basic plan is optimum.

Table 1.10
2 —6 4] 0 5 \]
i Baznc Cs Pg
P, [ FP3 Py Ps Pg
1 Ps 0 20 -2 1 1 0 1 0
2 Py 0 24 —1 | -2 0 ! 3 0
3 Pe 0 18 3| -1 0 0 —12 ]
4 4] —2 6 0 0 —5 0

Apparently from tab. 1.10, the initial basic plan is not optimum. Therefore we pass to the new basic plan. It
can be made, as in columns of vectors Py and Ps which 4th line contains negative numbers, there are positive

elements. For transition to the new basic plan we will enter into basis vector Ps and we will exclude from basis

vector P4. We make table of 1l iteration.

Table 1.11

2 —6& 0 0 5 0

i Basuc Cs Po
Py Pq P Py Ps Ps
1 Ps o | 12| —s5m3 |53 |1 |-l o | o
2 Ps 5 8 —1/3 |—2/3] O /3] 1 0
3 Ps 0 144 —1 —9 0 4 0 1
w0 -1/ g3 o |ss] 0| o

Apparently from tab. 1.11, the new basic plan of a problem is not optimum as in 4th line of a column of
vector P, there is a negative number-11/3. As in a column of this vector there are no the positive elements, the given

problem has no optimum plan.

Decisions of problem in MathCAD

Criterion function is set
Condition:

X1+4%2<5

x1-x2<3

TX1+3x2>7

X1,X2>0

L(x1,x2):=9-x1+2-x2
x1:=10 x2:=10
Given

x1+4-x2<5  x1>0
x1-x2<3 x2>0
7-x1+3-x2>7

(xlj - (3.4)
‘= Maximize(L, x1, x2) = L(x,x2)=31.4
X2 0.4

L=9x1+2x2=>»max
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3. Using the considered method, find the decision following problems

1.49. F=3x, -+ 2x;3—6xg—>max;
2X| +x2-—-3x3—|—6x5-—- 18,
—3x1+ 2x3+ x4 — 2x¢ =24,
X1 —|—3JC3—I—)C5—4JCG=36,

%20 (j=1,).
1.50. F=2x)+4 3x2— x4~ max;

f

2JC| —X2——QX4 —l-JC:',z 16,
3JC| -I—2JC2—|-X3——3JC.|= 18,
—x1+3x2+4x, +X5=24,

'\ 5>0 (j=T5).
1.53. F=3x1+ 2x5— dxs—>max;

2x) +x2-—3x5-|-5x6:34,
4JC] -|-JC3 +2x5—4x6=28,

—3X| +x4-—3x5+6x5=24, ’

x>0 (j=16).
1.54. F=x)+2x, — x3—>max;
— X1+ 4x2—2x3 <6,

x1+ %2+ 2x3 26,

2x| —X2+ 2X3 =4,
X1, X2, X3 220.

1.51. F=:=8xp4 7x4+} x¢—>max;
@—QX2—3.¥4—2X6= 12,

4x24x4——-3x6=12,
5x:-F 5x4 1—@+xe=25,
) %20 (j=186).
1.52. F=x;+ 3x2—5x4—>max;
2JC] —|—4x2—|—x3 -|- 2x, =28,
—3JC|+5JC2—3X4+JC5=3O,
4x1—2x2+8x4+x5=32,
xi=0 (l=1.6 ).

1.55. F= 8x| —_ 3x2 + X3 —I— 6154 — 5x5—>max;

2x1'—|-4x2-|—@§-|—x4—2x5=28, .

,;t}”f—2x2+x4+x5=31,

— X1+ 3x2 -+ x5+ 4x, —8Bxs =118,
xlv x21 x3r x" x'i";O'

1.56. F=2x; —3x2+ 4x3+ 5x4— x5} Bx¢—>max;
{ X1 4 5%z — 3x3— 4x4+ 2x5 -+ x6 = 120,

2x| +QJC2—5X3— 7X4+ 4X5+ QXGﬁ 320,
x20 (j=16).

1.57. F= —3x)+5x2—3x3-} x4+ x5 -} Bxg—max;
Xy — 3XQ + 4x; + 5X4 —-—st ~|—xs = 60,
7x1 — V7x2-+ 26x3-4 31 xg — 35x5 4 6x6 =420,

=20 (j=16).

1.58. F=>5x; —x2} 8x3-}+ 1 0xy — 5x5 -} xg—>max;

—Xi —|—212+X3+2JC4+216=20,
3X2—-X2+2X3—X4+3X5 +x6=30,

{ 2x| —XQ+3I4+X5—X(5=36,

x>0 (j=1F).
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THEMES OF SELF STUDY WORKS
1. Integer linear programming and its application at the decision of problems of planning of mining

manufacture

—  Features of integer linear problems and methods of their decision

— Use boolean variables at construction of models of integer problems of planning

—  Model of planning of placing coal of the concentrating factories

—  Model of operational planning of arrangement of the self-propelled equipment on clearing blocks of mine
—  Problem model about cutting

—  The decision of integer problems a method from sections

—  The decision of integer problems a method of branches and borders

— Partial search in problems with boolean variables

2. Nonlinear programming and its use in planning and management of mining manufacture
— General characteristic, the basic types and features of problems of nonlinear programming

—  Methods of the decision of problems of unconditional optimisation

—  Direct methods of the decision of problems of conditional optimisation

— Methods of transformation for the decision of problems of conditional optimisation

—  The approached methods of decisions of nonlinear problems

3. Dynamic optimising models of planning and management of mining manufacture

— The general statement and geometrical interpretation of dynamic problems of optimisation

—  Optimality principle, the basic functional equation and order of the decision of problems a method of dynamic
programming

—  Problem about definition of an optimum trajectory of moving of system and its decision a method of dynamic
programming

—  Use of dynamic programming for the decision of static problems of distribution of resources

— Dynamic problem of distribution of resources

—  Problem of search of the shortest distances on a network

—  Use of dynamic programming by optimisation of alternative counts

4. Network planning and management of realisation of programs

—  The basic definitions and stages of network planning and management
—  Network representation of programs (network model)

—  Calculation of time parametres of network model

—  Construction of the planned schedule of realisation of programs

— Planned schedule optimisation on time at the limited resources

— Planned schedule optimisation on expenses

— Management of process of realisation of programs

8]

. Analytical models of systems of mass service

—  Systems of mass service
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Order of the decision of problems of mass service
Modelling of systems of mass service with refusals
The opened systems of mass service with expectation

The closed systems of mass service

. Statistical modelling of productions
Problems of modelling of processes and classification of types of interaction of cars and mechanisms
Modelling of direct interaction of cars and mechanisms
Interaction modelling through a warehouse

Statistical modelling of systems of mass service

. Decision-making in the conditions of uncertainty

Elements of the theory of statistical decisions

Choice of criterion of decision-making and definition of rational accuracy of the initial information
The basic concepts of the theory of games

Methods of the decision of pair games
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DISTRIBUTING MATERIALS

The name Symbol (drawing) Carried out function (explanatory)
1. The block of Carries out computing action or group of actions
calculations

2. The logic block

<>

Choice of a direction of performance of algorithm
depending on a condition

3. Input/conclusion blocks

yd e

Input or output of the data without dependence from the
physical carrier

Conclusion of the data to the printer

4. The Beginning/end
(input/exit)

The beginning or the program end, input or exit in the
subroutine

5. The predetermined
process

Calculations under the standard or user subroutine

6. The updating block

Performance of the actions changing points of algorithm

7. A connector

Communication instructions between the interrupted lines
within one page

8. An interpage connector

L
D
<_

O
g

Communication instructions between parts of the scheme
located on different pages

The full form:

WCIAOBHE

e

OeHCTEME 1

OelcTEHE 1

OEHCTEME 2

OeHCTEHE Z'

OeHCTEME h

OelcTEHE h'

< ymoms >

+
FCIOOBHE

oefcTEMe 1

OelcTEHe 1!

Example: to find least of three numbers.

1 Decision variant:

The incomplete form:

+

YCIOBME

OeHCTEHE 1

OEHCTERE 2

OEHCTEHE N

—,

WCIOBME

oeicTere 1
|

2 variant of the decision:
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HAYAI0

HAauaIo

m=a

ROHELT

Algorithmic design of a cycle.

Cycle - operating structure, organized repeated performance of the specified action.

ITMEJIEL
¢ HEeMSEEeCTHRM IHCJIOM ¢ HMZBEECTHEM LWHMCJI0M
IOBTODOER IOBTOPOE
¢ OpelyCI0OBHeEM ¢ OOCTyVCI0OBHEM "M paz" OIa pasmmorno I
Cycle "while":

<z >
WCIOBHE

oencTEHe 1
L 1
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y=F(x) i
|
h :
A | B : F(b)
[ = ! i
L P
. . . 0 b e
Rice 1. A piece choice
Fig. 2. Geometrical representation of a method of
chords.
o |
M
I
% b
Fig. 2. A choice of points of a contact
0 xo X1 Xn x

Fig. 1. Geometrical representation of interpolation of function

Y A

y=f(x)

e
[

a'

Fig. 1 Curvilinear trapeze.

0 a'Xy X b'

Fig. 2 Method of trapezes.
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e TOUKa NEpecedeHmns

e
>

y=f(x)

0 a' Xy Xy b'
Fig. 3 Method of average rectangles.

R

X,
Fig. 11.3. Incompatibility systems of restrictions

X5
N S,
~ L ~ ’
=Y N i
e e O N
N e \\_ \z\=D
O
0 \-\~ ~—\\\ S = —;(-;’
. z=l 2z=2 z=3 ]
=0 ™\

Fig. 11.5. Geometrical interpretation of criterion function
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SAx)

a ath atZh b x

Fig. 4. Interval splitting [a, b] on n identical sites

0

X
Fig. 11.2. Geometrical interpretation of system of
restrictions
X,

X|
Fig. I1.4. Limitlessness of criterion function

Fig. 11.6. Geometrical sense of the optimum decision of

a problem of linear programming
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QUESTIONS FOR FLOWING, INTERMEDIATE AND TOTAL EXAMINATION

Classification of computing methods.

Preparation of problems for the personal computer decision.
Properties of algorithm.

Classification of algorithms.

Method branch of roots

Method half divisions

Method the Chord

Newton's method

Method of simple iteration

. Method of secants

. The decision of system of the linear equations a method of Gaussa
. Method of Gaussa with a choice of the main element

. Error estimation at the decision of system of the linear equations

. Iterative methods of the decision of systems of the linear equations
. Method of simple iteration of Jacoby

. Method of Gaussa-Zejdelja

. The first interpolation Newton's formula

. The second interpolation Newton's formula

. The interpolation formula of Stirlinga

. Types of problems for the ordinary differential equations

. Euler's method

. Methods of Runge-Kutta

. Adams's method

. Method of trapezes

. Methods of rectangles

. Simpson's method

. The quadrature formula of Gaussa

. Root-mean-square approach of functions

. Method of the least squares

. The primary goal of linear programming

. Geometrical representation LP.

. Geometrical interpretation of problem LP

. Mathematical bases a simplex of a method of the decision

. Search of the initial basic decision

. Features of a transport problem

. Constructions of basic decision T3

. Conditions and a method of construction of the optimum decision of a transport problem

. Algorithm of the decision of a transport problem on a network
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VARIANTS TOTAL EXAMINATION

Variant Ne 1
Classification of computing methods.

Iterative methods of the decision of systems of the linear equations

Simpson's method

Variant Ne 2
Preparation of problems for the personal computer decision.
Method of simple iteration of Jacoby
The quadrature formula of Gaussa

Variant Ne 3
Root-mean-square approach of functions
Method of Gaussa-Zejdel
Properties of algorithm.

Variant Ne 4
Classification of algorithms.
The first interpolation Newton's formula
Method of the least squares

Variant Ne 5
The primary goal of linear programming
The second interpolation Newton's formula
Method branch of roots

Variant Ne 6
Method half divisions
The interpolation formula of Stirling
Geometrical representation linear programming.

Variant Ne 7
Geometrical interpretation of problem linear programming
Types of problems for the ordinary differential equations
Method the Chord

Variant Ne 8
Newton's method
Euler's method
Mathematical bases a simplex of a method of the decision

Variant Ne 9
Search of the initial basic decision
Methods of Runge-Kutta
Method of simple iteration

Variant Ne 10
Method of secants
Adams's method
Features of a transport problem
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Variant Ne 11
Constructions of basic decision transport task
Method of trapezes
The decision of system of the linear equations a method of Gauss

Variant Ne 12
Method of Gauss with a choice of the main element
Methods of rectangles
Conditions and a method of construction of the optimum decision of a transport problem

Variant Ne 13
Algorithm of the decision of a transport problem on a network
Error estimation at the decision of system of the linear equations
Classification of computing methods.

Variant Ne 14
Iterative methods of the decision of systems of the linear equations
The quadrature formula of Gaussa
Algorithm of the decision of a transport problem on a network

Variant Ne 15
Conditions and a method of construction of the optimum decision of a transport problem
Simpson's method
Error estimation at the decision of system of the linear equations

Variant Ne 16
Method of Gaussa with a choice of the main element
Methods of rectangles
Constructions of basic decision transport tasks

Variant Ne 17
Features of a transport problem
Method of trapezes
The decision of system of the linear equations a method of Gaussa

Variant Ne 18
Classification of computing methods.
Iterative methods of the decision of systems of the linear equations
Simpson's method

Variant Ne 19
Preparation of problems for the personal computer decision.
Method of simple iteration of Jakoby
The quadrature formula of Gauss

Variant Ne 20
Root-mean-square approach of functions
Method of Gaussa-Zeidel
Properties of algorithm.
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THE BASIC ABSTRACT

(The plan, keywords and word-combinations)
Lecture Nel.
Introduction. The cores concept about algorithmization of computing methods.
The plan:

. Classification of computing methods.

. Preparation of problems for the personal computer decision.

. Properties of algorithm.

. Classification of algorithms.

A WN -

Lecture Ne2.
Algorithmization of the numerical decision of the algebraic and transcendental equations. A method
branch of roots and a method half divisions.
The plan:

[ERN

. A method branch of roots
2. A method half divisions

Lecture Ne 3.
Algorithmization of the numerical decision of the algebraic and transcendental equations.
Method a chord and Newton's method.

The plan:

[EEN

. A method the Chord
2. Newton's method

Lecture Ne 4.
Algorithmization of the numerical decision of the algebraic and transcendental equations. A method of
iteration and a method of secants.
The plan:
1. A method of simple iteration
2. A method of secants

Lecture Ne 5.
Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Method of Gaussa.
The plan:
1. The decision of system of the linear equations a method of Gaussa
2. A method of Gaussa with a choice of the main element
3. An error estimation at the decision of system of the linear equations

Lecture Ne 6.
Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Iterative methods of Jacoby and Zejdel.
The plan:
1. Iterative methods of the decision of systems of the linear equations
2 Method of simple iteration of Jacoby
3. A method of Gaussa-Zejdel

Lecture Ne 7.
Algorithmization interpolation methods. Interpolation functions.

The plan:

1. Introduction

2. The first interpolationNewton's formula

3. The second interpolation Newton's formula

4. The interpolation formula of Stirlinga

5. An example
Lecture Ne 8.

The numerical decision of the differential equations. Euler's method.

The plan:

1. Types of problems for the ordinary differential equations

2. Euler's method

128



Lecture Ne 9.
The numerical decision of the differential equations. A method of Runge-Kutta and Adams.

The plan:
1. Methods of Runge-Kutta
2. Adams's method
Lecture Nel0.
Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula.
The plan:

. Classification of methods
. A method of trapezes

. Methods of rectangles

. Simpson's method

A wWN P

Lecture Ne 11.
Numerical integration. The formula of Gaussa.
The plan:
1. The quadrature formula of Gaussa

Lecture Ne 12.
Root-mean-square approach of functions. A method of the least squares
The plan:
1. Root-mean-square approach of functions
2. A method of the least squares

Lecture Ne 13

Statement of a problem of linear programming. The basic properties the decision of a problem of linear
programming.
The plan:

[N

. The primary goal of linear programming
2. Examples of the decision of a problem

Lecture Ne 14
Geometrical interpretation of a problem of linear programming.

The plan:

1. Problem statement

2. Geometrical representation.

3. An example of the decision of a problem

4. Geometrical problem interpretation
Lecture NelS5.

Finding the decision of a problem of linear programming to simplex methods.

The plan:

1. Mathematical bases a simplex of a method of the decision
Lecture Nel6.

Finding the decision of a problem of linear programming. A method of artificial basis.

The plan:

1. Search of the initial basic decision
Lecture Nel7.

Transport problem. Methods initial basic the decision

The plan:

1. Features of a transport problem

2. Constructions of the basic decision
Lecture Nel8.

Method of potentials for a finding the optimum decision transport problems.

The plan:

[EEN

. Conditions and a method of construction of the optimum decision of a transport problem
2. Algorithm of the decision of a transport problem on a network
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TESTS ON DISCIPLINE

1.In  what method consecutive approach are calculated wunder the formula
. f(x)(a-x,)

T f@)-f(x,)

Method of chords

Method of tangents

Method of division of a piece half-and-half

Method a trapeze

X

2. The condition of monotonous convergence consecutive npuébauscenuni in a method of
chords is:

Preservation of a sign on the second derivative initial function

Preservation of a sign on the first derivative initial function

Coincidence of signs on the first and second derivatives of initial function

Coincidence of signs by the first

3. What speed of convergence of a method of tangents?
The square-law

The linear

The cubic

The face-to-face

4. What speed of convergence of a method of chords?
The linear

The square-law

The cubic

The face-to-face

5. Criterion of convergence of an iterative method:

Own numbers of a matrix of transition on the module there is less than unit
Own numbers of a matrix of transition on the module there is more than unit
The system matrix - is a matrix with diagonal prevalence

Matrix

6. The formula of Zejdel is an initial formula of a method:
3eiaens

Simple iterations

Relaxations

The reflective

7. The relaxation method converges, if:

The relaxation parametre w lies on an interval (0,2)
The relaxation parametre w on the module is less 2
The relaxation parametre w is not negative

The reflective

8. The number of conditionality of a matrix of system influences on:
Sensitivity decisions to an error of the initial data

Speed of convergence of iterative process

Choice of initial approach

The adaptive
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9. By means of a sedate method is:
Maximum on the module own number
The maximum own number

Minimum on the module own number
The extreme

10. By means of a method of rotations:

The matrix is led to a diagonal kind
The matrix is led to a triangular kind
The matrix is transposed

Vector

131



CRITERIA OF THE ESTIMATION

KNPHUI

Kanpnap rtaii€épram Mwnmmii ZacTypuHH aMaira OMIMPUIIHWHT SHTH cudaT OOCKHYHMIA ONHH TaBIUM
Myaccacajapuja Tanabaigap OwiMMHHM Oaxojaml Ba Ha30paT KWIMIIHUHT PEUTHHI TU3UMMHH KOPHH STHIIJAH
MaKcaj MamMJIaKaTUMU3/1a TabJIUM CU(paTHHH OLIMPHII OPKAIN paKo0aTdap 01 I0KOPH MallaKall MyTaxacCUcIapHH
taii€pnamnan nooparaup. Onmil YKyB ropTiapuia TanabalapHUHT OWJIMM Japa)kacd acocaH PEeUTHHT TH3MMH
Oyiinua OaxonaHamu. Tamabanap OMIMMUHM PEHTHHI THU3UMH acocujga Oaxonaml — Tada0aHUHT OyTyH YKHII
Kapa€HM JaBoMHIa ¥3 OWJIMMHHM OLIMPHIIM Yy4YyH MyHTa3aM MHOUIAIIM XaMmJa y3 WKOAUH (aonusiTHHU
TaKOMHJUIAIITHPUIIMHY parOaTIaHTUPHINTa KapaTHIraH.

PedTHHT TH3MMH MamiaKaTHMH3[a IOKOPH MajlaKalld MYyTaxacCHUCJap TaWEpiallHUHT cH(paT KYpCaTKUWIAPHHUHT
KAaXOH aHI03ATIapH XaM/ia XaJIKapo ME30HIapra MyBOUKINTHHA TAbMHUHJIAINTA KapaTHIraH.

«XucoOmam ycyIUIapiHH aJTOpuTMIANDy ¢aHu Oyiimua Taii€pmanraH Ma3kyp yciyOuit KypcatMma
V36ekucron Pecny6nukacununr “TasnuM Tyrpucuaa”, “Kaapmap Taiépnam Mummmil 1acTypd TYFpHCHAa TH
KOHYHIapu Ba Y30ekucton Pecrybmukacu Onmit Ba ypTa Maxcyc TabiuM Basupmuruauar 2005 imm 30
ceHTsOpaarn 217-cormu Oyiipyru OwmiaH TacouiiaHraH “Onumid TabpIMM Myaccalapuia Tajnadanxap OWIUMHHA
0axoJIAIIHUHT PEHTUHT TH3UMHU TyFpucuna MyBakkar Huzom”, 2005 iiun 21 despannarun 34-connu “Tanabanap
MYCTaKWJI MIIMHYU TAlIKWJI THII, HA30paT KWIHMII Ba Oaxosnai TaptuOu tyrpucuaa HamyHaBuit Husom”, 2006 iin
18 wmronmaru 166-connu Oyipyru OWIaH TAacAUKJIAHTaH JACTypHd acoCHAa WIUIA0 YMKWIraH. Yoy yciayowuid
KypcarMma (aH YKUTyBYMIApH TOMOHUAH «XucoOall yCyslapuHy anroputMiain» Ganunan tanabanap OMIMMUHA
Oaxonamaa keHr Qoigananuira TaBcus STHINO, aifHu maiitaa Tanabanap y4yH XaM Maskyp (GaHHM Y3mamTupuin
Kapa€Hua KaHaai 6ayutap TYIam MyMKUHINTH XaKu/a TacaBBypra sra OYIHII UMKOHWHH Oepas.

«XucoOmam ycyJIapuHH alropuTMiIamDy ¢aHu Oyinda Tamabamap OWIMMHHA OaXOJAITHUHT pPEUTHHT
TU3UMH KyHugaru BazudanapHUHT OaXKapHIMIINHA KY3/a TyTalu:

1)TanabanuHr OyTYH cemecTp nJaBoMuna Oup MebEpaa Ba (haoi paBUIIIA YKAIIMHN TabMUHIIALL;

2)cemecTp MoOaliHWma Tajabamap OWJIMMH, MaxopaTd, KyHHKMajlapH, TacaBByp Ba TYLIYHHII
KOOMIHSTIapUHI 00BEKTHB HA30paT KU MMKOHHHN OCpHI;

3)ranada OMITMMHHUHT CU(AT KYpPCAaTKUUIAPUHNA XaKKOHHU#, aHUK Ba al0J1aTiIK Oayuiap OpKaid Oaxoallr,

4)TanabagapHUHT Y3TAIITHPUITNHN JOMMUN HA30paTra OJHII OWIaH yIapHUHT OyTYyH YKyB WU JaBOMHUA
¥3 yctuna 6up Mebépaa Ba (haos paBuIna UIUIANIMHY Hyra KyHuIr,

5)ranabanapHuHT YKYB WM JaBOMUIATH TAaBOMATHHH TYJIMK TAhMHUHJIALL,

6) TanmabaapHIHT MYCTaKWII HIILIANITa OYIraH KYHUKMaTapuHU PHBOKIIAH THPHIIL,

7)JlaBnar TabIMM CTaHAAPTH, YKYB peXanapu acocuaa «Xucobjanl yCyJulapuHH alropuTMiIanDy (paHuHr
VKyB macTypiapu Ba YKyB MaIIFyJoTJapura OHWJl Typiu YCIyOMi Ky/ulaHMalapHH TaKOMWUIAIITHPHUII XamJa
Oo1ka ycmyOuii MITapHA YTKA3UIITHY OJIMHIAH PeKaJIall THPHIL,

8)ranabanapaa OWIMM OJMINra WHTWIMII JApaKacHHH, Npodeccop-YKUTYyBUMIApAa 3¢a  YKUTHII
MachbyJIHSTHHH OLIMPHIL;

9) ranabanapHu Kymumua axo00poT ManOanapuaan camapanu GoiaaTaHuIITra YHIAI Ba OOIIKaap.

«XHucoOmam ycyJUIapiHHA alTOpPUTMIIAIND (aHUIaH Tal€pllaHTaH ymIOy peHTHHT TU3UMHU OYinda yciayOoui
KypcarMa MHCTUTYTHUHI Oapya OakajaBpusAT TabJIUM HYHAIMIIMHUHT OWUpHMHYM OOCKMY Tajabajapura
MYJDKaJIJIaHTaH.

2. PEUTHHI BAXOJIAI TYPJAPHU BA IIAKJLJIAPHU

«XucoOmam ycynIapuHu anropuT™iIan ¢aHu 0apda TabiIuM HyHAIWIUIApUUHUHT YKyB pekacu Oyitnmda
2-60ckuu 3-cemecTpura MyJpKauTaHran. Maskyp danmap 0yiinua tanadajapHUHT Y3IalITHPUINAHN 0axoamt OyTyH
VKyB ceMecTp JaBOMHAa MyHTa3aM paBHIa oiau0 Oopmiiaan Xamzaa KyWnaard Ha3opaT TypJapH OpKaJld aMmaira
OLIMPHIIA[IH:

1) sxopuii 6axonam — (OKB);
2) opamik 6axonarr — (OB);
3) skynuit 6axomam — (SB).

Kopuit 6axonaw (Kb)na GpannuHr Xap Oup MaB3ycu Oyiinya TasaOaHUHT OWIMM JapakacMHU aHUKJa0
Oopum Hazapaa TyTWiaamud. Y ojaTaa Mabpys3a, aManuid €KW CEeMHWHAap MAIFyJoTJIapH Japciapuaa amaira
OLIMPWIMIIM MyMKHH. TanaGaHuHr OWJIMM Japa)kaCHHM SHI aBBaJ0 YHHUHT ayAWTOPHUSIATH, SBHU Japc YTHII
XKapa€Hugard (paoyIMry, YTWiIraH MaB3yJNapHH Y3JIAIITHPHIN Japaxacu Oenrmmad 6epmd, y Kyimmaru xomaTiap
OpKaJii HaMOEH Oyanu:

1)Mabpy3anu cu(aTId KOHCICKTIAIITHPHUII Japakacd, THHTJAII, YKATYBYM TOMOHHIAH TAIIKHUI
STWITaH MaB3yra ouJ 0axc Ba MyHo3apanapza (haos HIITHPOK THII;

2) AManuit ki CeMHUHap MAIIFYJIOTIAPUHMA KOHCICKTIAIITHPHUII Aapakacu,yHra Tai€prapiuk KypHil,
MHCOJI-Macaja, TeCT Ba OOIIKaJIapHU MIIIa0 YMKHUILIa (aosl KaTHAIINII Ba X.K.

Bapua ¢annap kabu Oy ¢anmaH TasabaHMHT ceMecTp AaBOMujAa y3namtupuu kypcarkuun 100 Oamimk
tuzumaa Oaxomanaau. Illynman JKbra sxamum Oammauar 35 Oamm (yHuar 11 Gammm — MyCTakusl TabJidMmra)
axcpamunzan. YumoOy Kb tapkuOura rtanabamapHuHr Mabpy3a, aManuii Ba ceMuHap Japciapura (aon
KaTHAIIMIUIApH, Yi BasudanapuHu OakapuIulapu, MUCOJIIap, Macananap, €3Ma Wi, Ha30paT HILIApH, TECT Ba
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Kelic-CTaAMNapHn eYMIUIapM XaMAa MYCTakwJ HOoulap Oyiuuya TONMIMPHUKIApHW Oa)kapuIUIlapd HaTHXKacHuaa
TYmarad Oayuiapu KHpajiu.

TamabamapHuHT (QaHHM Y3mamrTupunuiapu Oyiimda Hasopar Typiuapu wamga “opanuk Oaxoxamr” (OB)
MYXHM aXxaMUsIT KacO 3Taau.

Opanuk, éaxonaw (OB) na «XwucoOnam yCyJUIapHHH alNTOpUTMIIAID» (aHUHT OMp He4Ya MaB3yJIapHHU
KaMpab onraH OymuMmu €k KucMu OYyiinmda MamrynoTiaap YTHO OYIuMHTaHAaH CYHT Tana0aHWHT OWIIMMIIApH
Oaxonanagu. Obna TamabaHuHT MyaiissH caBoira jkaBoO OepHil €KM MyaMMOHH €YHII MaxopaTH Ba KOOWIHSTH
anukiaanaau. Obra xamu OamwtHuHr 35%, spHU 35 OGamu (yHuHTr 11 Gamu — MycTakwil TabiInMra) aXpaTwiral
0ynuoO, y €3Ma uil, Ha3opaT MIIHM, TECT, OF3aKM CaBOJ-)KaBOO Ba OOIIKa KYpHHHIUIApAA YTKA3WIUIIH MYMKHH.
Opayuk Ha3opaTHU €3Ma MII IIAKJIUAA YTKazwiragaa 2-5 ta caBoyigaH ubopar OyiraH BapuaHTIap Ty3UO OJIMHAIU.
Opanuk HazopaT TecT IIakiuaa yTkaszuica, y xonjga 10 Ta TecT caBonuiaH kaM OynMaraH BapHaHTJIAp Ty3HIaaH.
Arap opaJMK Ha3opaT OF3aKd CaBOJ-)KaBOO Tap3ujaa yTkaswica, y xonna 2-5ta caBosngaH uOopar OynraH
BapHaHTIIAp TY3WIHO, ynap acocuaa TanabaHuHT OmnmMu O6axomaHaan. Opanuk Ha30paT caBOJUIApH Xap Oup sSHTH
VKyB Hmmm OGommna kadempa mpodeccop-YKUTYBUIIIApH TOMOHHIAH TYy3wiuO, Kadempa MaKIncHAa MyxoKama
KWINHAIY Ba TacIUKIaHAIH.

Ymby dannan cemectp naBomuaa MKk Mapta Ob HazopaTHHM YTKa3WIl pexalamTupwirad. Xap Oup
opanuK Hazopar Oyiimdya TamaGaHWHT OWIMMHUHU Moc paBumga 17 Ba 18 OammapmaH, xamm 35 Oamra Kamap
Oaxomam mymkuH. Obrn H/IKWna nmmab aukuirad YKyB skapaHU kaaBaiu (Tpaduri) acocuaa YTKa3wIl Ky3na
TyTUJIAIH.

Xap 6up npodeccop-YKUTYBYH OeIriIaHraH KyHiIap/ia OpajiMK Ha30paTHH YTka3no, Tanadanapuunr JKb Ba Ob
OVitnya onraH OajulapvHM TETHIUIM TYPYX JKypHaiura, kadeapa Ba JieKaHaT/Jaru OpPaIMK HA30paTIapHU Kana
KHUJIMIIT JKypHaJuIapyura €316 KYHUIIIapy mapT.

Axynuii 6axoram (AAB) onatna YKyB CEMECTPHHUHI OXHMpHUAA (aHHUHT YTHIraH Oapuya MaB3yliapu
Oyiinua Tanmaba y3mamTHpraH OMIMMHH Oaxojaml Makcaauia yTKazwiaad. Y €3Ma um Eku OOmIKa MIak/uiapaa
(oF3aKm, TeCT, XUMOS Ba X0Ka30) YTKa3WIHIIN MyMKUH. SkyHuii 6axomnamra sxamu OammauHT 30 %, spHU 30 6amm
axparuiarad. SIKyHuil Ha3opaT €3Ma I MIAKIHAA YTKA3UII peKalam THPHIIa .

Ab é3ma mim Y36exucton PecriyGnukacu Onuit Ba ¥pTa Maxcyc TabiuM Basupmurnauar 2005 i 30
ceHTsA0paarn 217—conmu Oylpyru OwnaH TacaukianraH Onuwid TabauM Myaccacajgapuaa Tajabamap OMIUMIHA
0axOoNaTHUHT PEHTHHT TI3UMH TyFpucuna MyBakkaT HU3OMuuar 1-mmoBacuma kentupwmiraH «PedTwHT
TU3UMHHHU SYHUH Oaxonam 60cKkuuuaa €3Ma Uil yCyJIuHU KYJaml TapTuOu»ra OMHOaH YTKa3ujaau.

«Xucobann ycy/ulapuHU airopurMiany (ganud Oyiinua Tangabanap OWIMMUHEM Oaxonaniga Kyldumard
HaMYHaBUH ME30HJIApHU MHOOATTa OJIMII TaBCHS dTHIAINU:

bana | Bbaxo Taga0aHuHT OUJIMM AapaxacuHU M(OAATOBYM X0JIATJIAP
86 - | Awmo | e Introduction. The cores concept about algorithmization of computing methods.
100 ¢ Algorithmization of the numerical decision of the algebraic and transcendental equations. A

method branch of roots and a method monosunHoro divisions.

¢ Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method a chord and Newton's method.

¢ Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method of iteration and a method of secants.

o Algorithmization of the numerical decision of system of the algebraic and transcendental
equations. A method of Gaussa.

e Algorithmization of the numerical decision of system of the algebraic and transcendental

equations. Iterative methods of Jakobi and Zejdelja.

Algorithmization uarepnonsimonsoit methods.

Wntepnommposanue functions.

The numerical decision of the differential equations. Euler's method.

The numerical decision of the differential equations. A method of Runge-Kutta and Adams.

Numerical integration. Kvadraturnye formulas of trapezes and rectangles. Simpson's formula.

Numerical integration. The formula of Gaussa.

Root-mean-square approach of functions.

Method of the least squares.

Statement of a problem of linear programming. The basic properties the decision of a problem of

linear programming.

Geometrical interpretation of a problem of linear programming.

Finding the decision of a problem of linear programming to Simplex methods.

Finding the decision of a problem of linear programming. A method of artificial basis.

Transport problem. Methods initial basic the decision.

Method of potentials for a finding optimum decisions transport problems.

Tabpu(UHY KyJutam OMIIMIIY Ba paHHM abJIo Japaka/ia Y3alTHprad Oynuim 3apyp.

71- Axmu | e BBCHGHI/IG. OCHOBHEIE ITOHATHE 00 AJITOPUTMU3ALIUN BBIYUCIIUTCIIbHBIX MCTOJOB.
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e Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method branch of roots and a method momoBunHOTO divisions.

e Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method a chord and Newton's method.

e Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method of iteration and a method of secants.

e Algorithmization of the numerical decision of system of the algebraic and transcendental
equations. A method of Gaussa.

o Algorithmization of the numerical decision of system of the algebraic and transcendental

equations. Iterative methods of Jakobi and Zejdelja.

Algorithmization uaTepnonsironHoit methods.

Wurepnonuposanue functions.

The numerical decision of the differential equations. Euler's method.

The numerical decision of the differential equations. A method of Runge-Kutta and Adams.

o Numerical integration. Kvadraturnye formulas of trapezes and rectangles. Simpson's formula.

o Numerical integration. The formula of Gaussa.

¢ Root-mean-square approach of functions.

¢ Method of the least squares.

o Statement of a problem of linear programming. The basic properties the decision of a problem of
linear programming.

e Geometrical interpretation of a problem of linear programming.

¢ Finding the decision of a problem of linear programming to Simplex methods.

e Ounny Ba paHHM SIXIIW Y3NAITHPTaH OYNUIIN 3apyp.

55— | Konu | e Introduction. The cores concept about algorithmization of computing methods.
70 Kapiu | e Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method branch of roots and a method monosunuoro divisions.
o Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method a chord and Newton's method.
o Algorithmization of the numerical decision of the algebraic and transcendental equations. A
method of iteration and a method of secants.
e Algorithmization of the numerical decision of system of the algebraic and transcendental
equations. A method of Gaussa.
e Algorithmization of the numerical decision of system of the algebraic and transcendental
equations. Iterative methods of Jakobi and Zejdelja.
¢ Algorithmization uarepnossinnonsoit methods.
o UnTepnomuposanue functions.
e The numerical decision of the differential equations. Euler's method.
e The numerical decision of the differential equations. A method of Runge-Kutta and Adams.
o Numerical integration. Kvadraturnye formulas of trapezes and rectangles. Simpson's formula.
¢ Numerical integration. The formula of Gaussa.
¢ Root-mean-square approach of functions.
e Method of the least squares.
o Statement of a problem of linear programming. The basic properties the decision of a problem of
linear programming.
e jlapHU OMJIMIIM Ba KUCMaH Y3MAIITHPTaH OYIHIIN 3apyp.
0-54 | Koun | e yrwyram mapsynmap Oyiimua Hasapuii Xamaa aMainii OWIMMJIADHM Y3JIAIITHPULIHMHT TACT
rada Kapcu JAapaxkacu,

MYXHM TOIIMPHK Ba Macajaiap Oyiuda Xyjoca Ba KapopJlapHH KaOyJ1 KHjIa OJIMacIIury;
(haHHUHT MOXUMSITUHH TYIIYHMACIIMTH XaM/a YHUHT acoCHil KouJanapuHu 0aéH 3Ta oJIMaciury Ba
X.K.

«Xucobnam ycyulapuHy anroputMian ¢ann O0yinda tanabanuHr Kb, Ob Ba Sbparu y3mamtupuin
KYpCaTKU4M Xap Oup ceMecTp SKyHHIA JIeKaHaTaap TOMOHWIAH OepuiiaJiiral Maxcyc KaiaHoManapra KHpUTHINIIN

Ba YVJIAPpHHUHT HATHXXaJIapHu Kad)ezma MaXJIUCHaa TaxJINJI KI/IJ'II/I6 60DI/IHI/HHI/I JIO3HUM.

3. TAJIABAJIAP BWWIMMHWHHU BAXOJIAIII TAPTUBH

Tanabanap OmTUMUHUHT Oayapaa udogaiaHrad Y3IalmTHPHUINN KyHuaarnda 0axoiaHaim:

86 — 100 6ayn — “Aba0”;

71 — 85 6amr — “Axmm”;

55 — 70 6amn — “Konukapnn™;

0 — 54 6amnraya — “Konukapcus”.

Capanam Oanu 55 GaJHU TAIIKIIT KAJIAIH.
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Arap 0y dan 6¥itnua Tanaba 6upop 6axonam typuanu (Kb, OB) 0yiinya mxobuii HaTHXkara sra 0yamaca, y
X0J/1a TalabaHWHT KaWTa Y3mamTuprad OMIMMUHHE 0axolall y9yH MyXJaT ofarija HaBOaTAardw mry Ha3opar TypH
YTKasuiryHra Kajap OenrunaHaim.

Kbra axparmiran ymymuii 6amn Ba Obra axpaTtwiaran ymymMuil OayuigaH capanam OaidwH{ TYIUIaraH
Tanabara SKyHHH OaxoJamija UIITHPOK ITUII XyKyku Oepuinanu. Cemectp sikyHuIa an Oyinda capaiam OannmgaH
KaM Oayu1 TYIularaH Tajaa0aHUHT Y3NAIITHPHIIN KOHHKAPCHU3 XaMIa aKaJeMUK Kap3lop XucoOiaHaau. AKaJeMHK
Kap31op Tajabajapra ceMecTp TyraraHuJaH KeWHH KaiTa Y3mamTupuim yuyyH myaaar Oepunaau. Kadenpanunr
TETUIUIN podeccop-YKUTyBUMIApUTa Kap31op Tajdadainap OmiaH unuiam Basudacu I0KIaTHINO, y Maxcyc rpaduk
MIaKJIAAA TY3WIaIu.

4. SIKYHUM BAXOJIALIJA E3MA UIITHU YTKA3HUII TAPTUBU

TanaGanap OMJIMMUHHM PEeHTHHr TH3UMHK OYyHinua OaxoNalIHUHT €3Ma WII yCyJiu, Tajabanapia MYyCTaKiil
¢uxpnam Ba ¥3 pukpuHu €3Ma ndoganan KyHIKMaJIapUHA PUBOXKIIAHTUPAIH.

«Xucobnamn yCyIIapuHu anropuTMIam haHHAaH AKYHHIT 6axomann é3Ma W IMAKIUaa yTKasunaad. Eima
WII CaBOJUIAPH Ba BapHaHTJIApU YKyB WIIMHHMHT Oommza kadeapa nmpodeccop-yKUTyBIHIapH TOMOHUAAH SHTUAAH
Ty3uu6, Kaheapa MaXIHCHAA MyXOKaMa 3THIAIN Ba TACAMKIAHAMM. Y TUIaguran 6apua daumap Gyitnua xap 6up
VKyB WM y9yH SKyHHH Oaxoiam Oyitrmda €3Ma WII caBOJUTapH Ba BapHAHTIIAPU «ABTOMATIAIITHPHITAH OOIIKapyB
Ba MH()OPMAIMOH TEXHOJOTHUIAp» KaeIpacHHUHI WHTWIMIIN KypuO YHKWIAAW, MyXOKama KIJIHMHAIW Ba
TacIUKIaHAIH.

EsMa ummHuHr Xap Oup BapuanTu OYiiMua KYHMIraH CaBO/UIAPHUHI Ma3MyHH, KaMpPOB JapaacH Ba
aXaMUSTIUTU Japaxacd kadeapa MyIupu TOMOHHIAH TCKINUPUIMO, YHUHT MM30CH OWJIaH TacIUKIaHAIH. Esma
WIIHKA YTKA3UIl acocaH CEMECTPHHMHI CYHITH MKKUTa YKyB xadramapura MyJDKaliaHraH OyiauO, y OeiruiaHran
xadTanapaary Maskyp $ad 6yinda YKyB MaIIFyI0TIapy YOFHAA YTKa3HIaau. F3ma mm BapuanTtuia 3 Ta Hazopart
CaBOJIIAPH KEATHPHUIAAU. E3Ma nmmapHu 6aXonaln Me30HNApU AKyHH 6axonamra axpaTiiras 30 6amigan kenuo
YMKKaH XOJa MILIa0 YMKMIAAd, SbHM Xap OUp caBojira MakcumyMm 10 Gamimad TYFpu Kenamu. Esma wm
YTKa3uIraHaH KeHuH y4 KyH 1aBoMK/a Npodeccop-YKUTyBUMIAp YHH TeKIMpu6 6axonaiimunap. E3ma um xammu
tanabanuHT (paH OYitMua TacaBBypW, OWINMH, aManii KYHHKMAcHHU Oaxoiaml Y4yH eTapid OYIummM 3apyp.
TanabanapHuHT €3Ma MIIUIAPU UKKK M MOOAaltHUA IeKaHATa CaKJIaHaIH.

5. PEUTUHT HATUXAJAPUHU KA KUJIUII TAPTUBHA
«Xucobnam ycy/ulapuHy _aaropurmiammy Qaxnugad TanabaHuHr OWIMMHHEM _0axojaml Typiaph OpKailu

TYIarag Oaagapyu CEMECTP SIKYHUIA PEUTHHT KaliiHoOMacura OYTYH COHap OWIaH Kaag KUIMHAIN.
«XHUCOBJIALI YCYJUIAPUHU AJITOPUTMUJUIAI panuxan

PEVMTHUHI )KAJIBAJIN
. Peiitunr mewvépnapu
PeliTiHT Ha30paTH TypiIapu Ba yIapHUHT COHH
MUH (cemectp) ‘ MAKC(cemecTp)
1.2KOPUM BAXOJIAILI - 35 Ganu
1 | Awmanuit MamFynoTuaa ¢paoi UIITAPOK ITUII Ba
TONMIMPHUKITAPHA Ba MYCTAKIII HILIAPHA 13+6 24+11
(TonmmMpUKIapHN) OasKapUII
Kamu Gainr: 19 35
11.OPAJIMK BAXOJIAII 35 6ann
2 | Vrunran MaB3ynap Ba MyCTaKuI YpraHuIIN JO3UM Oy IraH
ol . - 13+6 24+11
MaB3yJiap caBoJuIapu Oyitmya é3mMa Ha3opat YTKa3HIIl
YKamu Gan: 19 35
Kamu tymnanran 6amutap (JKb+OB) 38 70
I11. AKYHUM BAXOJIAI ( 30 % = 30 6az11)
3 E3ma umr makimna Hazopar 17 30
Ymymuit 6asutap (OKb+Ob+51b) 55 100
TAJIABAHUHI ®AHHU Y3JTALIITUPUII JIAPAXKACH:
Vanamrrupum Vaymit Gamnap ~VB (I+1+1T) T¥rutanran peiiTuHr (capanai) 6amiapu
baxocu XKB+0Bb B
ABJI0 86 -100 6070 16 - 30
SIxmum 71-85 50 - 59 21 - 26
Konukapnu 55-70 39-49 16 - 21
KoHukapcus 55 Gaiuinan kam 38 Gauinad kam 17 Gaypgan kam

H30x: JKaosan «Texnoro2ux scapaéniap 6a uuiiabd YuKapuwiHu AaemoMAmiaumupuul 6a 00wKapyey
kagpedpacu masxcnucuoa macouxnanean (Baéunoma Nel, 2013 tiun «27» aszycm).
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STANDARD DOCUMENTS

V3BEKHMCTOH PECITYBJIUKACHHUHI KOHYHU
AXBOPOTJIALLITUPHUIL TYFPUCHIA
(. Vsbexkucmon Pecnybauxacu Onuti Keneawunune Axoopomnomacu, 1993 i., 6-con, 252-mo000a; 2001
tiun, 1-2-con, 23-mo000a)

1 BOb. YMYMU KOUJAJIAP

1-moana. KoHyHHMHT MaKcaau

Ymby Konyn ax0opor Maxmyn (GaOTHATHHHHT WKTHUCOAWH, XYKYKMHA Ba TAIIKWJIAN
aCOCIAPUHH, YHHHT Y30eKHCTOH PecryGnukacuaa TyTraH YpHHM Ba aXaMHATHHH OCIrHimaimm, ax6opor
sramapu Ba axOopoTnmaH (QoiimamaHyBumIap OYIMHIN TaBiaT XOKHMHUSTH Ba OOINIKApyB OpraHiapwy,
IOPHUIUK Ba )KHUCMOHUH Iaxciap ypTacuaara MyHocabaTIapHy TapTuOra conuo Typau.

2-moaia. KOHyHHHHT aMas KWIHII COXacH

Ym0y KoHyH naBnat opraHiapuHUHT, FOPUIUK Ba )KUCMOHHUN MIaXCIAPHUHT

axO0opoTIapHU TYIUIAII, XaMFapuIll, KalTa WIUIAII, y3aTHIN, KyJjgalml Ba pyXxcaT 3TWIMaraH
TaHUINYBJAH CaKJalll;

ax00pOT TU3UMIIAPHHHM, MabIyMOTIap Oa3anapu Ba OaHKIApWHU, aXOOpOTIApHU KaiTa WAl
Ba Y3aTHIIHMHI OOIIKa TU3MMIIAPUHHU SPATUIL, >KOPUM 3THUII Ba yiapaaH (oHAaJaHUII COXACHUAArH
MyHocabaTinapura HucbaTaH TaTOMK STHIAIH.

Yoy KonyH Oomika KOHYHIapHUHT (OMMaBUH ax0OpoT BOCHTaJapH TYFPHCHUAArH Xamja
0oIIKa KOHYHJIAPHUHT) TabCUPH OCTHIATH axO0poTra, Xy KaTIallTHPHUIMaran axoopoTra, IIyHHHTAEK
Mya/TUQIUK Ba MAaTEHT XYKyKH MebEpnapu OuiaH TapTHOra CoJMHaWraH MyHocabaTiapra TaalTyKJIH
IMac.

3-mMoaaa. /laBJaTHHHT aX00POTIAIITHPHUII COXACHIATH CHECATH

JlaBIaTHHHT aXGOPOTIAIITHPHII COXACHIArH CHECATHHHUHT aCOCHIl iyHAIMIIUIApH Y36eKHCTOH
PecnyOnukacu Basupiap Maxkamacu pecryOiIMKaHd PUBOXKIAHTUPUIIHUHT HCTHKOOJITa MYIDKAJUTaHTaH
XaMmJa peaj WIMHI-TeXHUKaBUHA, HKTUCOINH, MKTUMOUHN Ba CUECHH IIApT-IIAPOUTIAPHA XUCOOTra OJIraH
XONJa TACAMKIANIUraH Y306eKHCTOH —PecryGIMKACHHMHI — aXGOPOT/IAIITHPUIN  KOHIEHIHACHIA
oenrunanuo:

JaBiaT Ba JKamMoaT OpPTraHJIAPUHUHT, (YKapOJapHHHT, MYJIKYWIMK [IAKIAJaH KaThH Hazap,
KOpXOHajlap, Myaccacajap Ba TAIUKWIOTIApHUHT (MaTHAA OyHIAH KeHMH «Tamkuiomiap» naed
IOPUTHIIAAN) aX00poTra OY/ran 3XTUEKUHHU Xap TOMOHJIaMa KOHIUPHIITHH;

ax0opoTHH OWp TapTHOTa COJHINIHH, CTAHAAPTIAMTHPHUINHM, STOHa axOopoT MaiIoHU
APaTUIIHU XaMJla peciryOIrKa KaxoH axO00poT XaM)KaMHUSTUTa KUPUIIH YUYH IIApOUT SIPaTHLIHH;

axOOPOTIAIITUPUILIHUHT JKaMHUAT PUBOXKUIA TabCUPHHU YPraHWIIHM Ba OaxoJjallHM Hazapia
TYTaH.

II BOb. AXBOPOT TU3UMJIAPU BA YJIAPHUHI' MA’KMYH

4-monna. V36exkucron Pecny6imkacHHHHT aX60pOT MAKMYH

PecnyOnukanuHT ax00poT Ma)XMyH JIaBJaT OpPTraHiapH, IOPUIIUK Ba XUCMOHHMN NIaXCIApHUHT
ax00pOT TU3MMIIAPUAAH TALIKUII TOTA M.

5-moaaa. /laBjiaT opranJIapuHMHI aX00pPOT TH3UMJIAPH

PecyOnmka OromkeTn XWCOOMAaH BYXKyAra KEATHPWITAH XaMmja JaBllaT XOKHMHSITH Ba
OOIIKapyB OpraHapuHUHr (AOJHAT KYPCAaTHLIMHU TabMHUHJIOBYM axOopoTiapra HIUIOB OepuIl
TU3UMJIapU, MabiIyMoT Oasasiapu Ba OaHKJIapH, SKCIEpT Ba axOOpOT-KUAMPYB THU3UMIIAPH Xama
moxoGuanapy Y36ekucTon PecryGimuKacu JaBiaT OpraHIapHHHHT aX60POT TH3MMUIA KMPaIH.

6-momna. Xyayamii ax6opoT TH3UMIIAPH

Xynynuii ax00poT TH3MMIIApH Maxa/UIMi JaBiaT XOKHUMHUATH Ba OOIIKApYB OpraHjapHHHHT
TaXJIWJI 3THUII Ba 60H11<app1111 Ba3I/I(1)aJ'IapI/IHI/I TabMHUHJIAII YYYH TAIOKWJI 3TUJIAaU.

7-moana. TapMoK/Iap Ba TAIKUJIOTIAPHUHT aX00pOT TH3MMJIApH

TapMmokiap Ba TaIKWJIOTIAPHUHT axOOpOT THU3MMIIApU Ba3UPJMKIAD Ba HAOpayap, MYJIK
HIAKITUIAH KaThbU Ha3ap, KOHIEpHIap, KOpIopauusiap, Huuad YuKapuil OupiammManapy, TaKHIOTIap
Ba KOPXOHAJAPHUHI UIUIALIMHUA TAbMHUHJIOBYM axOOopoTiapra UIIJIOB OepUll TU3UMIIAPUIAH, MABIYMOT
Oasanapu Ba OaHKIapuaaH HOOpaTaup.

ABTOMATJIAIITUPUITAH KPEAUT-0aHK Ba OMpKa TH3MMIIAPH XaMmJa MyJICH3 MyoMaia THU3UMIIapH
XaM TapMOK ax00poT TU3UMJIApUIa KUPaaH.
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8-Mon1a. ABTOMAT/IAINTHPHJITAH KPeAUT-0aHK Ba OUPIKa TH3UMJIApH

ABTOMATIAIITUPHUITAH KpeauT-OaHK Ba OWpKa TH3UMIAPH ¥3apo XHMCOO-KHTOONap Kamanl
VTKa3WIUIIMHA TabMUHJIANI, KPEIUT-MOJHA OIEpalisulapuHy amajra OLIMpPHUIN, IIyHWHTACK Oupika
¢daonuaTuHU, OpOKEpIMK Ba MAaKJICpPIMK XU3MATIapHUHHM aBTOMATIAIITHPHLI, COJUK Ba AyJUTOPIHK
daonuATIApUHN  aMaira OmMpHUII  (OIOMKETIIApHH, KamuTal MaOjariapHH, CONHK Ha30paTHHU
NIAKIUIAHTHPHIN) YYYH TY3UIA/IH.

9-momna. [Mysicu3 MyoMaJJaHMHT ABTOMATIAMITHPUITAH TH3UMJIAPH

[Myncu3 MyoMmallaHWHT aBTOMATIANITAPWITAH THU3UMIIAPU KPEIUT KapTOYKalapu Ba IyJCH3
MOITHSL XYXOKaTJIAPHHUHT OOITKA TypiiapuaaH ¢olganaHTaH XoiIa ¥3apo XHCcOO-KuTOoOIap yTKaszumiga
axonura KyNaiInK spaTHIl Makcaplapuaa Y36exucroH Pecny6nmkacu JKamrapma GaHKM TH3MMH,
UIYHUHTZIEK Oo1IKa OaHKIap, MaH(aaTaop Ba3UpIMKIap Ba HAOpAIap acoCHAa TALIKHUII THUIIAIH.

10-moama. AXG0opoT y3aTuin

Tapmok, Xyayauii Ba AaBiaT axOOpoT TU3UMIIapH ypTacuaa axOopoTiap y3aTHII 3apyp pyixar,
MabIyMOTIIAp TAPKHOM Ba XXKMJIapH JOUPACHIA OJNJUH/IAH KEIHIITaH X0J/1a aMaJira OIIHUPUIIAIH.

11-moama. Xycycuii Ba naBjaar tacappy¢uaa 6yamaran 60mKa axoopoT TH3UMIAPH

YKucmonuit maxcnapuunr (Y3bexkucton Pecry6nmkacy, Gomka gaBnaTiap (ykapoNapuHUHT)
ax0opoT TH3UMJIApHU ¥3 MaOJaryiapyd XuUCOOWTa TallKWI STHIATU Ba yjap TOMOHHIAH OenruiaHraH
TapTUOa pyXCaTHOMA OJIMHTaH TaKAUPAArvHa UILIATHIA M.

Hasmar Tacappydumga OymMaran axOopoT TH3UMIAPH V3 MYyacCHCIAPUHUHT MaOlariapu
XMCOOUTa TAIIKWII STHIIAIU Ba YJIap TOMOHHIAH axO00poT MaxCyJIOTIapH ApaTUlll Ba XU3MATIAPH TAIIKHIT
ITHII YYyH (oiinanaHuIaIm.

12-momaa. Aoka Ba MabJyMOTJIAP Y3aTHIN TH3UMJIAPH

AJOKa Ba MabBIyMOTIAp Y3aTHII THU3UMIIApU axOOpOTIAIITHPUITHUHHT KOMMYHUKAIMSIBUN
acocu xucoOnaHaau. Maskyp TapMOKIap ajoKara KYIIMJIMII, MabIyMOTJIapHH KaOyn KWIWII Ba
y3aTHIIra OMJ] XaJIKapo CTaHAAPTIAp Ba MPOTOKOJIIAP Talablapura pyosi STHI acOCUIA Ty3WIaIu, yaap
3ca alloka TapMOKJApu TY3WJIMACUHHHT SHTY TYPJAPWHHU SIPATHII Ba axOOpOT XU3MATHHUHT SIHTH
TypJIapyuHH TalIKWJI STUIl UMKOHUATUHN Ta’bMHHJ’IaﬁI{H.

13-mMoma. AXGOpOTJAITHPUINIIA TH3UM, JACTYP Ba TAPMOK TABMHHOTH OMPJIUTH

AXOOpOTJIAIITUPHUIIIA TH3UM, JACTYpP Ba TapMOK TabMUHOTH OWUPIUTH axOOpOTIAIITHPHII
)KapaéHIIapI/IHI/IHI‘ JaBJIaT TOMOHHIAH TapTI/I6Fa COJIMHUIIN HpUHIUINIApUra, HIYHUHTACK ax60p0T
BOCHTAJIapY Ba MaxCyJUlapy MIUIA0 YUKapUIIIa Xamja yiapaaH QoiaalaHuIla sroHa CTaHAapTiIapra,
cudar cepTUHKATIApUTa PHOSA OTWIKIIA YCTHJIAH HA30paTHH amalira ONIUPYBYH  JABJIAT
OOIIKAPYBUHUHT Maxcyc opramyiapu (haoiusTHra acoCIaHaIH.

III BOb. AXBOPOTJIAIUTUPUII NH®PACTPYKTYPACHU BA CAHOATHU

14-moama. AxGopoTtiiap uHppacTpyKTypacu

V36exucron PecrybnukacuuuHr ax6oporiap MHGPACTPYKTYPAaCHHH — axGOpOTIapHH KaiiTa
WIIJIOBYM Ba axOoporra ouja OOIIKa XU3MaT KypcaTyBuH, aBTOMATJIAIITHPHITAH THU3UMIIApra CEpBHUC
XM3MaTu KypcaTyBUM; XoAuMiIap Ba (oiinanaHyBumMiapra ypraryBud; Maciaxat OepyBuHd Ba yciyOusiTra
JIOVp HMIUIApHU OaxkapyBuw, QoiinanaHyBumiapra axOOpoT XHM3MaTH KYpcaTHIl CH(QATHHU OINIMPHINTa
noup Oomka Epnamun Goiaany GaoNuATHH aMaira ONIMPYBYH MYJIKUYMIUKHUHT 0apya NIakiutapujaarid
WIMHUH Ba UIUTA0 YUKAPUIL TY3WIMAIAPH TAIIKWII 3TAIH.

15-mona. AXO0OpOTJIAIITHPHII CAHOATH

JlaBnat opraHiapud TOMOHWJIaH, IIyHWHTJCK yCTaBHJa axOOPOTJIAIITHPUII MaxCyJIOTH WILIa0
yuKapuil QaonusaTy OwiaH WIyFyJUIaHUII Haszapaa TYTWITaH, IOPHIUK ILIaxciap, LIy HyHanumiaa
TaAOUPKOPIMK (HAOTHATHHH amalra OIMPa&TraH KUCMOHMH IIaxciap TOMOHUAAH axOOpOTIalITHPHII
MaxCyJIOTH HIIIa0 YUKAPUIIT — axOOpOTIAMITUPHIN CAHOATHIAH HOOpAT UKTUCOAUN (DAOTUAT TAPMOFUHH
TaIIKKIT OTaJIH.

16-mompa. AXO00pOT MaKMYMHHMHT TeXHMKA 0a3acu

V36ekucron PecryGmukacn axGopoT MaKMYMHHHI TEXHHMKA 0a3acH 3aMOHABUI KOMIIBIOTEp
TEXHUKAaCHHHU, NAcTypuil MaxCy/UlapHH, KOMMYHHKallMs Ba ajoKa BOCHUTAJApUHMU Y3 HYMra OJIaJH.
Texnuka ©Oa3acu pyxcaTHOMajap, LIapTHOMaJap XaMmJa OWTHUMIIAap acocuaa pecryOiuKaga
YUKApWIAJANTaH Ba peciyOnrkara onud KelnHaIural AacTypuii-arnapaT BOCUTaJIapy HETH3UIA BYKyra
KEITUPUIIAIH.

17-momna. AxGopotiap, ax00poTJAIITHPUII MAXCYJ0TJapH Ba ax00poT Xu3MaTJaapu
0030pu
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AxOopotiap, axOOpOTIAMTHPHINT MaxCyJIoTiapu Ba axObopoT xusaMariapu 0030pu YOy
KoHyHHHHT KoWJanmapu XMcOOTa ONMHTaH XOJJa MIAKIUIAHTHPHIATU. MyNKYHINK INAKIHJIAH KaThbd
Ha3zap, MOPUIUK [Iaxciap, I[IYHUHIJICK JKUCMOHMU Inaxciaap axOopornap, axOopoTialliTHpHIn
MaxCyJIOTJIapH Ba ax00pOT Xu3Matiapu 0030pH/Ia TCHI MaBKEIIU IIepUKIIap cudaTuaa KaTHaIIauap.

IV BOB. AXBOPOTJIAIUTUPUIII COXACHUJAI'U BOILLIKAPYB
18-mMonpa. AXOOpOTIAIITHPUII COXACUAATH 1ABJIAT OOUIKAPYB Opranjapu

AXGOpOTIALITHPHII COXACHIArH OOIIKApyBHHM Y30ekucToH PecryGmukacu daH Ba TeXHMKA
JaBJaT KYMHUTAacH aMaira omupaid. AXOOpOTIalITHPUMII MaxCy/Ulapd Ba THU3UMIIAPUHU XYKYKUi
KUXaTHaH Myxodasza KWIMII y4yH Maxcyc xm3mariap — JlacTypuii Maxcyijap HAaBiaT peecTpH,
Masnymort 0a3anapu AaBiaT peecTpud Ba AXOOPOT TH3UMIIAPH JaBJaT PeecTpH TAlIKWII dTunanu. JlaBmat
OpraHjiapy, OPUAMK Ba JKUCMOHMH Inaxciap (aonusTd HaTWKacuaa XOCWI KWIMHTaH Ba /[laBmat
peecTpiapuaa Kaili OSTWITaH JNAacTypuil Maxcyijlap Ba MablIyMOTiap Oa3ajlapUHHMHT >KamiiaMacu
JacTypuii-ax00poT MaxcyJoTIapu MUJUTUHN (POHIMHM TAIIKKUII STAIH.

19-moama. [daBaatr OomIKapyB OPraHJIapUHUHT  axX0O0pPOTJIAIITHPUIN  COXacHIAru
BaKO0JIAT/IAPU Ba MAChYJIUSTH

AXOOPOTIAIITUPHUII COXACUIATH JAaBIaT OOIIKAPYB OpraHJapuHHUHT BaKoJaTIapura;

axO0OpOTIAIUTHPHUILI COXACHIA JABIAT CUECATHHUHI aCOCIAPHHU MIUIA0 YMKHII, AAaBIATHUHT,
IOPUIUK Ba XKHUCMOHHUI LIaXCIapHUHT axOOpOTIALITUPUIN 3aXMpallapuHU XOCHJI STHII Xamzaa ynaplaaH
(oiigananuin UIUTAPUHA MyBOQUKIAIITUPHO OOpUIL, CYOBEKTIAPHUHT aXOOPOTIAIITHPHUIL COXACHAATH
MyHoOcabaTiapra TaauLTyKIu XyKyKJaapy Ba KadonaTiapuHi XUMOSI KHJIHIII,

Hapnar OowmkapyB OpraHjiapd TOMOHMIAH XYyXOKaTJapHH OWp XWUIAIITHPHUIN TH3UMUHHHLD
TapKuOM, JaBiaT Ba jkaMoaT (AONMATUHUHT Oapya coxajapuaa TYyIUIaHAJIWTaH Xamja WILIOB
Oepunaauran axOopoTiapra, NIYHHHTIEK OJaMJIapHHHT XyKyKJapyd Ba MaH]aaTiapu mMyxodasza xamia
XUMOSl STWIMIIMHMA TabMUHJIAII Makcaguaa (oiganaHuIagural XyCyCHH Imaxciap TYFpUCHIAaru
ax0OopoTmapra moup KinaccupukaTopiap, CTaHAapTIap OeNrIaHa .

20-moana. lacTypuii MaxcyJUIapHH dKCIEPTU3aIaH YTKA3UII Ba cepTHHHKAIUSIAI

AXOOpPOTIIAIITUPHIL MaXCyJUIAPUHUHT PaKoOaT KOOWIUSTHHA TabMHHJIAII Ba YHUHT cudarura
JaBJIaT TAbCUPUHMA KyYaWTHPHIL, IIYHUHTJAEK WYKA OO30PHM XMMOSI KWIMII MakKcaaua aHa LIyHAal
MaxcyJuiap SKCIEePTU3aAaH YTKA3WIaAH Ba cepTUDUKAINSITAHAIH.

21-moana. AXQOpOTIAIITHPHIN cOXACHAATH (AOTUSITHH PAF0ATJaHTHPHMII Ba JaBJAT
TOMOHMIAH TapTUOTra coJIMd OopuII

Hapnar OomkapyB opranjapd axOoOpoT TEXHOJOTHsCH, axOOpOTIAlITUPUII CaHOATH
ApaTyBUMJIAPUHU WKTUCOJHMN JKUXATIAAaH KYyJUlaO-KyBBAaTIaWauiIap, WIMHHA TaJKUKOTIap Ba HWILIa0
YUKAPUIIHUHT YCTYBOp WYHAIMIUIAPH PUBOXJIAHTHPWIMIIMHMA  parOaTiaHTHpaawiap, ax0Oopor
MaxCyJ/UIApUHUHT PakoOaT KOOWIMSATHHM OLIMPHILITa KyMakjiamaauiap, MYTJIaKo SHIH eYUMIIapHH
MaTEeHTJIAIIHU Ba aX00POT TEXHOJOTHSIAPHHH Y3IAIITHPUITHA TabMUHIIAN TUIIap.

V BOB. AXBOPOTJIAP BA AXBOPOT TU3UMJIAPUHUHI XYKYKHI PEXXKUMHA

22-moaaa. AxoopotaaH GoiitaTaHUIIHART XYKYKHI peKuMHI

JlaBnar OpraHiapu, IOPHAMK Ba SKHCMOHMH maxciap Y30eKHCTOH PecryGIHKacHHUHT
KOHyHJIapuaa Oenruiad Oepuiran XyKyKJaapu Ba MaKOypusiTiapura MyBoHK X0Jia axO0poTiIalTHPHILI
coxacuaa XyKyKuil MyHocabaTIapHUHT CyObeKTIIapy cudaThia vl Kypaauiap.

23-moa1a. AX0opoTJiapra HucOaTaH MYJKYNIHK XYKYKH

AXxOO0poT naBiaT OpraHjiapUHMHT, IOPUAMK Ba JKUCMOHHMH INAXCIAPHUHT (DAaONHAT MaxcCyiu
cudaruaa MoAIMI €KM MHTEIJICKTyall MyJIK OOBEKTH OYIuIIM MyMKHH. JlaBiaT opraniapy, IOpHIUK Ba
KHCMOHHMII Imaxcimap axGopoTimapra HucbGaTaH Y30ekMCTOH Pecry6nukacH KOHYHIApH —OWIaH
OenrunaHaauraH MYJKHH XyKyKKa draaupJap.

24-moaaa. AXGopoTra HuCOATaH MYJIKIOPJIUK XYKYKH CYObeKTIapu

JaBnat Y3WHUHT XOKMMHAT Ba OONIKapyB OpraHjiapd THUMCOJIM/A, IOPHIUK Ba KHUCMOHHUHI
maxciap axoopoTra HucOaTaH MyJIKUH XyKyK CYOBEKTH OVIHIIIIapu MyMKHH.

25-moana. Xycycuii maxcjaapra A0up ax00poT/JapHu KaiiTa Hiiant

Xycycuid maxciapra Ioup axOOpoTiapHH KaWTa WILIALIHWHT TH3UMJIApU axOJIWHUHT Tanao-
9XTUEXKIIapU Ba MaHbaaTIapuaaru y3rapuiuiapay, GyKapoJIapHUHT MKTUMOUN (DUKPIIAPHHH YPraHHUIII,
KMHOMIl ~XapakaTiapra Kapuii Kypaul, Y306eKHCTOH PecryGIMKaCHHHHT JaBNaT — CHpIApHHH,
MKTUCOANETTA OUJ CHPJIAPUHHU Ba OOIIKA CHUPIAPHHU KYPHKJIAIl YIyH 3apyp OYiaraH MabyMOTIapHH
YMYMJIAIITHPUII Ba TaXJIMJ JTHUII, NABJIATHA WXTHUMOWN-WKTHCOAWNA PHBOMXJIAHTUPHUIIHHU OOIIKAPHIII
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XaMmJa YHUHI UCTHUKJIOJIMHU TabMHUHJAII y4uyH 3apyp OyiaraH OOIIKa MabiyMOTJIap OJMII Makcaguzaa
JaBJIaT Ba )KaMoaT TAIIKWIOTJIapH, OOIIKA TAIIKWIOT/IAD TOMOHUAAH BYXKYAra KENTUPHIAAU.

26-moana. IOpuauk Ba KUCMOHUH HIAXCJAPHUHI V3Japura aoup axooporiap Oujan
TAaHMIIYBH

IOpunuk Ba xucMoHUMIl maxcnap axOOPOTHHHI TYNHK Ba WIIOHWIM OYIMIIMHU TabMHUHJIAII
Makcaauaa ysmapura noup axOopornap OwiaH TaHUIUMII, yjapra aHUKIMKIAp KUPUTHII, aHa NIy
ax0opoTHaH KMM Ba KaHJai Makcanaa ¢polaanaHaéTraHuHU OWIIMII XyKYKHTa STaaupiiap.

27-moa1a. AXGOPOTHHHT 3racH Ba yHAaH (oiijaJlaHyBYH YpTacuaaru MyHocadartiaap

AXOOpOTHHHT 3Tacd Ba y BakojlaT OepraH maxciap axOOpoTIapHH KaiWTa HWIIIam Xamzia
yrnapaad QOWAaJaHWIIHUHT aMalard KOHYHJapra 3uJ KeJIMalIWraHn peXHMH Ba KOUIAIapUHU
Oenrunaiaunap.

28-moa1a. AXOOPOT AITAaCHHUHT 3KABOOIrapJIMIu

AXOOpOoT JracW arailMiH HOTYFpW, 4aja, MyaaaTHu Oy3uO axOopoT OepraHiuk y4dyH
¢doligananyBun onguna >xkaBoOrap Oymaau, my Ttydaiinu ¢oliganaHyBudra eTKa3wiraH 3apapHH
V36ekucTon Pecry6nmkacu KOHYHIapHra MyBO(GHK KOTLIAH A

29-Momma.  AXOOpPOTJAIITHPHIN  COXACHAArM  MYyHocabatTiaap  CyObeKTJIaAPHHUHT
XYKYKJIAPUHH XUMOSI KHUJIULI

AxOGopotra Ba ax00poT Maxcyjura JOMp HHM30JIAp XaMJa yjapra STajuK KWIMII XYKyKJIapu
KOHYHJIap aCOCHJIa XaJl 3TUJIAIH.

30-moana. llaxcuii ax0opoTjapHu Ba XycCyCHil IIaxcjapra JoMp ax0OpoT/IapHH XUMOsA
KHJIHII

[MapTHOMara acocaH aBTOMATJAIUTHPWITaH TU3UMIa KUPUTWIraH IIaxcuid axOopomiap Ba
XyCycHil mIaxciapra Aoup axOopotriapaaH (oinanaHUIIHUHT OENTHIaHTaH KOWJAIAPUHU OYy3TaHIMK
XOJIJIapH CyJl TOMOHHUIaH aHUKJTaHA/IH.

31-moama. XM yuyH fIpATHJITaH JACTypra MyauIn(pInK XyKyKH

Wxomuit daonmusatn Hatmwkacuga OXM ydyH gactyp sipaTraH >KHUCMOHHUHM IIIaxc YHUHT
myammudu n1e6 yptupod stunaau. bamaptu, DXM ydyH HacTyp WKKH €KM YHJAH OPTUK KHCMOHHUHN
IIAXCHUHT OUpraJIiKIard WxoIui (aojusaTy HaTWXacHa sspaTHiral 0yica, 1acTyp Xap OMpU MyCTaKHII
axaMUsTra dra KUCMJlapAaH M0OpaTMU-HYKMH KM YHHHT OYIMHUII-OYITMHMACIMIHIaH KaTby Hazap, Oy
Iaxciapjaan Xap Oupu OyHaw JacTypHUHT MyaJuTudu 1e0 ybTUpod STHIIAAH.

32-mompa. DXM yuyH sIpaTWIraH JacTyp Ba OOIIKAa JacTypUii-ax0opoT MaxcyJuiapura
OyJIran MyJakui XyKyK

V3 Mabnaru xucoGura 1acTyp EKH GOIIKA JaCTypHii-axGopOT MaxCy/LIapH SpaTraH EKU aHa LIy
XYKYKHH JIacTyp Myamudu éxya Oolka MyNKIOpAaH KOHYHHH acocla oiraH IOPHINK EKH KUCMOHHN
mraxc OXM yuyH sipaTHITaH JacTyp Ba OOIIKa JacTypHii-ax00pOT MaxCyJUIAPUHUHT 3Trac XUCOOIaHaIH.

33-moa1a. AXOOpPOTIAIITHPHIN COXACHIATH HU30JAPHU Kapad YHKHII TAPpTHOU

AXOOPOTJIAIITUPHUIIT COXACHIIATH CYJl Tacappy(ura KupMaraH HU30JapHU Kapad YMKHII YIYH
ax6OPOTIAIITHPHIIHHI GOIIKAPYBUH JABJIAT OPTaHIapH Xy3ypraa Y30ekucToH PecryGnmKkacu KOHyYHIapH
acocu/1a Ui KYypyBUM MYBaKKaT Ba JOMMHI KOMUCCHSIIAP TY3HIUILN MyMKHH.

VI BOBb. AXBOPOTJIAIITUPULI COXACHUJA XAJIIKAPO XAMKOPJIUK

34-moana. laBiaataapapo MmyHocadatiap

AXOopoTiamITUpUIl coXacuIard [aBiaTiiapapo MyHocalaTiap HMKKH TOMOHJIaMma Ba Kyl
TOMOHJIaMa OWTHMIIAp, FOPUAMK IIAXCIAPHUHT ¥3apo SXJIMT, OWpraiukaard, ’kamoa, AAacTypuil Ba
TEXHUKABUHM XKUXaTHaH y3apo Oup OyTyH axOopoT TH3UMIApH, LIYHHHIZEK axOOpOTIallTHPUIIHUHT
Oomika macananapu Oyiinda Ty3aaural OUprajivkIard WIMHAKA-TEXHUKA JacTyplliapd, HIapTHOMaJapH Ba
MaXOYpHATIIApH aCOCUIa TAPKUO Tonaanu. AXOOPOTIAIITUPHII COXACHIATH XAIKAPO XaMKOPJIHK XallKapo
IIapTHOMajap Ba OMTHUMIIAp acOCH/A aMajra OIIUPHIa IH.

35-moa1a. XaaKkapo KOMMYHHKAIMS TAPMOKJIapUra Ky uinm

JlaBmat XOKHMHATH Ba OOIIKApyB OpraHiapH, IOPUANK Ba XUCMOHHUH IIaxciap mapTHOMaap
acocyza ¥3 ax00poT TU3MMIIAPUHU XaJKapo axOopoT TapMOKJIapura KyIuira Xakmaupnap. Yekinanran
Tap3na ax0opoTra UILIOB OepyBUH axOOPOT TH3UMIIAPHHHU XAJIKapO ax00pOT TapMOKJIApUra Ky IIMITUILIUTa
¢axat 3apyp XUMos Hopa-TaaOupiapy KypuiaraHuIaH KeMnHruHa iyn Kyiunanu. KOpuank Ba >KUCMOHUIMA
HIaxcjapra Kapaunuid axOopoT TU3UMIIAPUHHUHI ax0opoTjap TapMOKJIapura ralpuUKOHYHUI paBuIlga
KYIIMINIIN, Xy[UIM ITyHUHTAEK yIapAaH FaipUKOHYHHI HYT GuIaH ax6opoTiap ONHIIM Y30eKHCTOH
PecnyOnukacu KOHyHJapura xaMma Xaukapo XyKyK MebEprapura MyBO(HK >kaBOOTapiUKKa TOPTHILITa
cabab Oymamn.
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V36exuncron Pecnyéimkacununr Ipesunentn 1. KAPUMOB

Tamkent 1., 1993 #iun 7 maii, 868—XIl-con

10.

Bazupaap Maxkamacuausr 2002 iina 6 uronaaru 200-con kapopura 2-UJIOBA

KoMmnbroTepjamTupui Ba axX00poT-KOMMYHUKALIMSA TEXHOJOTUSUIAPUHN PUBOKJIAHTHPHUII
oyiinua MyBoduknamrupyBun KeHram Tyrpucuaa Hu30M

I.  Ymymuii konnanap

Il. Acocwuii Bazudamapu

1. Acocwuit pynKIIMSITaApH

IV. MyBoduknamtupyBun KeHramHuHr BakoiaTiapu

V. MyBoduknamtiupyBur KeHramHuHT TapKuOu Ba Ty3UIMAacH
V1. MyBoduknamtiupyBur KeHTamrHuHT WITAHA TAITKAT STHII

I. YMYMM KOUJIAJIAP
Maskyp Hmsom V3Gekucron PecryGmukacu ITpesuaeHTHHHHT "KOMIBIOTEPIAIITHPHINHA SHAIA
PUBOKIIAHTUPHUII Ba aXxOOPOT-KOMMYHHKALIUSI TEXHOJOTHSJIAPUHM >KOopHid Tum Tyrpucupa" 2002
vun 30 maiigarn [1P-3080con ®@apmonura MyBOMUK TamIKui STHAraH KOMIBIOTEpIAIITHPUIN Ba
ax0OpOT-KOMMYHHMKALIUSl TEXHOJOTHSJIAPHHM PHUBOXKJIAHTUPUII OYiinya MyBohHUKIAIITHPYBYU
Kenrammwar  (kefimarn  ypuamapna — MyBoduknamtupyBun — Kenram — ne6  aramanmm)
baonuaTHHATAPTHOTA COTaTIH.
Mygoduknamrupysun Kenram Y36exncton PecryGnukacuaa KOMIBIOTEPIAIITHPUII Ba aXxG0pOT-
KOMMYHMKALUSI TEXHOJOTHSUIAPUHU PUBOKIAHTHPHUII COXACHAArH IOKOPH MYBO(GHKIAIITHPYBUU
Opra XUcoOJIaHa/IH.
Mygoduktamrupysun Kenram ¥3 paomustuan Y36exnucron Pecrybnukacuauar KoncTurynuscy Ba
KOHyHIapH, Y30ekucTon PecnyGmuxacu Ilpesunentununr @DapMmonIapy Ba  (apMOMHILIApH,
V36exucton PecryGnukacu Basuprmap MaxkamMacMHMHI Kapopiapd Ba Maskyp Husom acocuia
amaJira OLIMPAIH.

II. ACOCUI BAZUDAJIAPU

Kyitnnarunap MysoduknamtipyBur KeHralmHuHT acocuii Bazudanapu XucooiaHau:
KOMIIBIOTCPJIAIITUPUIIT  Ba aX60pOT'KOMMyHI/IKaHI/I5[ TEXHOJIOTUATIAPUHN  PUBOXKIAHTUPHUIIHHUHT
3aMOHABHI JKAaXOH TCHACHILMsUIApUTra Ba MaMIIAKaTHH KTUMOMN-UKTHUCOIUNA PHBOMXKIAHTHPHIL
CTpaTerusicura MyBOQUK KeIyBYH YCTYBOp HyHAIMIIIIAPUHN OCITUIIAII;
KOMIIBIOTEPJIAIITUPUIIT Ba aXGOpOT'KOMMyHI/IKaHI/IH TEXHOJIOTUATIAPUHU JKaJlaJl PUBOXKIAHTUPHUIIL
yUyH KyJlail IIapT-mapouTiiap Ba HWKTUCOAWM parOaTIaHTHPHIN OMWIIUIApH spaTtum  Oyiinua
Xykymarra takiuiap KUPUTHIIL,
KOMITBIOTEPJIAINTUPUIIT Ba aX60pOT'KOMMyHI/IKaIII/I$[ TEXHOJIOTUATIAPUHN PUBOXIIAHTUPUII COXacura
oW JacTypiap, JioWuxajap Ba OOIIKAa HOPMATHB- XYKYKHH Xy}OKaTJIAQpPHUHT HMIUIA0 YHKWIUIIH
XaM/1a 3KCIEePTHU3a/1aH YTKA3UITUIIMHYI TAIIKUIT STHIIL;
ax00pOT-KOMMYHHKAIIUST TEXHOJIOTUSUIAPDHHN PUBOMIIAHTHPHIN JACTYPIAPHUHN Oa)KapuIla, MUJUTAN
ax00poT MHPPATY3UIMACHHH NIAKIUIAHTHPHIN Ba PUBOXKIIAHTUPHIIA JIABJIAT OOLIKApyB OpraHiapH,
XyCyCHH CEKTOp XamJa >aMoaT TAlIKWJIOTIAPHHUHT KEIMIIWITaH cuécaT IOpPUTHLUIAPH Ba
6HpFaHI/IKJIa HWHITUPOK STUILIIAPUHU TabMHUHJIIAII,
aX60pOT'KOMMyHI/IKaHI/IH TEXHOJIOrUAIapnu coxacuaa paK06aT MYXUTUHU HIaKJJIaHTUpHUIITa
KYMaKJIaIlInIl, WHHOBAIMsA OW3HECHHW, LIy >KyMJIaJaH MaMJIaKaTHMU3HHHT Y3UHUHT JacTypuil
BOCHTAJIapd Ba KOMIBIOTEp TEXHUKACHHHM HILIA0 YHKHII XaMJa HWIDIa0 YUKApHIIHU KyJuial-
KyBBaTJIalll, UKTUCOMWETHUHT Oapya coxajapd Ba TapMOKJIApH KOMIBIOTEPIAITHPHINIIN YIyH
MIAPT-LIIAPONTIIAP SPATHIIL
ax0OpOT-KOMMYHHUKAIIUSl TEXHOJOTHSIIAPH COXACHIAa XaJKapo XaMKOPJIMKHU PHUBOMKIIAHTHUPUIITA,
axOOpOT-KOMMYHHKAIIMSl ~ TEXHOJOTHSUIApH  MHQPPATY3UIMAaCHHH PHBOXJIAHTUPHIIra  XOPWIKUH
MHBECTHLMSIIAP, XOMHIINK MaOJaFiapy Ba IPaHTIIapHM JKalO ITHINTa, TAbIUM MyaccacalapHHHHT
ax0opoT TapMOKJIapHIaH QoiIanaHuIl HIMKOHUSTIAPHHE KEHraH TUPHUIITa KYMaKJIaIIHIIL
ax00pOT-KOMMYHHUKAIIMS TEXHOJIIOTHSJIAPH COXAacha MaJlaKallk KaJapiap Tau€pail Ba yJlapHH KaiTta
Tal€pIanl UIUIApHHH, L1y XKyMJIaJaH MyTaXaCCUCIapHHUHT YeT J1/a YKUIIMHA MyBO(QUKIAIITHPHLI,
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11.

ax00pOT-KOMMYHHUKANMS TEXHOJOTHIAPH coxacuiaa axO0opoT XaB(PCH3INTH TH3UMIAPHHH SHAJA
PUBOKIIAHTHPHIITHH TAITKWIT STHIII.

III. ACOCUM ®YHKIUSAJIAPHA
MyBodurmamrupyBun Kenram rokmanraH Basudamapra MyBodUWK Kyimmaru GyHKIHSIAPHA

Oaxkapau:

12.

13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

23.

24,

25.

26.

V36ekucton  Pecny6rnmkacm  XyKymaTura — axGopOT-KOMMYHMKAIMS — TEXHOJOTHSIAPHHH
PUBOXKIIAHTUPHUIIIHUHT YCTYBOp HWYHAJIHMIUIAPUHU Ba YJIAPHH PUBOXKIAHTHUPHIN YUyH KyJial miapT-
IapouTIap SAPaTHII Yopa-TaaOupIIapuHu OCNTHIIAI F03acH/IaH TaKIudIap KHPUTAIH;
KOMIIBIOTEPIAIITUPHII ~ Ba  aXOOpPOT-KOMMYHHMKAIMs  TEXHOJOTHUSUIADHHUA  PUBOMKIAHTHPHIL
JacTypiapy amaira OMINPWINIINHA TAIIKUII 3TaaH;

ax0OpPOT-KOMMYHHKAIIUSI TEXHOJIOTUSIIAPUHN PUBOXKIIAHTHPHUIN COXACUTa OWJ JACTypiap, KOHYH
Joiuxanapu Ba OOIIKAa HOPMAaTHB-XYKYKHHM XyXOKaTJIAPHUHT WOUIA0 YUKWIUIIMHA TAIIKUI 3Taau
XaMJia yJIapHHU SKCIepTH3aJaH YTKa3a Iy,

JaBiaT  OOINKAPYB  OpraHiapd, XyCYCHH CEKTOp XaMJa JKaMoaT  TallKWIOTJIapUHHHT
KOMIBIOTEPJIAITHPHUIT ~ Ba  aXOOpPOT-KOMMYHHKAIIMS ~ TEXHOJOTHUSUIAPDUHUA  PUBOMKIIAHTHPHII
JacTypiapuHu OakapHulll, MIJUIMH ax00poT MH(paTy3MIMACHHU MAKITAHTHPUII Ba PUBOKIIAHTUPHIIL
Oopacuma kenummirad cuécaT IOPUTHIIUIAPHMHU Ba OWprajivkaa WINTHPOK  OTHIUIAPHHU
MyBO(HKIIAIITHPAIN;

Kenram Maxkmmcnapuna Y30ekucToH Pecry6nmkacn XyKyMaTH —KapopIapHHHHT, axGopoT-
KOMMYHHKAIIUSI TEXHOJOTHSAJIAPUHHE PUBOMIIAHTHPHII COXACHUTa OWJ AACTypiiap Ba TaaOUpIapHUHT
OaKapIIINIINHN KYprUO YUK,

ax0OpOT-KOMMYHHKAIIUSl TEXHOJOTUSUIAPHHU  PUBOXIIAHTHPHII —Macanajiapura Oujl XyKymar
KapopiapuHHUHT, KeHram KapopiapHHHMHT JaBiaT OOMIKapyB OpraHjapu, CyObeKTIap TOMOHHUIAH
OaKapWINIIIMHU HA30paT KUJIa u;

IV.MYBO®OUKJIAILITUPYBUYUUN KEHI'AITHUHI" BAKOJIATJIAPU
MyBodurnmamrupyBun Kenramr:
KOMITBIOTEPIAIITUPHAII ~ Ba  aXOOpPOT-KOMMYHHKAIMS ~ TEXHOJOTHSUIADUHUA — PUBOMKIAHTHPHIL
JacTypJapuHu, MWUIHKA ax0opoT MH(MPATY3WJIMACHHH MIAKJUIAHTHPHII Ba PUBOXIIAHTHPHII YUYH
JnaByaT OOIIKApPyBH OpraHjapuHM, XY>KaIMK IOPUTYBUM CyOBEKTIap Ba >KaMoaT TALIKWIOTIAPHUHU
JKayb STHI;
V3 BakonaTiapu goupacuaa Oapya BasHpIMKIAp, HIOpaap, XyKalIuK OUpialiMaiapy, KopxoHauap
Ba TAlIKWJIOTJIap TOMOHHAH Oa)XapHiUIIK MaxxOypuid Oyiran Kapopiap KaOyil KHJTHIIL;

V. MYBOOUKJAIITUPYBUYUU KEHI' ALTHUHT
TAPKUBHU BA TY3UJIMACH
MyBoduxnamrupyBun Kenramra Kenram Parcn Gonmamnmk Kummaim.
MyBodurnamrupysun Kenram TapkuOura Oomkapys Ba ax00poT- KOMMYHUKALS TEXHOIOTUSIIApH
coxacuiaa paxbapiap Ba eTakud MyTaxacCHCHapAaH Oyiran pawmc YpuHOOcapiapu Ba KEHTaIl
ap3omapu  Kupamn. MyBodukmamTupyBun  KeHrammHuHr - Imaxcuii  TapkuGu  Y36eKHCTOH
Pecniyonukacu Ipesnaentuanar @apMoHN OMIaH TacaUKJIaHAIH.

VI. MYBOOUKJIAIITUPYBUYN KEHI'AINIHUHI
NIIWHU TAIIKWJI OTUILI

MyBodurnamrupysud  Kenramiuar pancu  MyBodurnamrupyBud  KeHramHuHr — haonusitura
pax0apiuK KU Ba YHTa FOKJIAHTaH Ba3udaiapHUHT OaKapyIIMIIN YIyH )KaBoO Oepaiu.
MyBodurnamrupysun KenramHusar paucu ¥3 ypHuzna 6ynmarad xojuiapja YHHHT QyHKIUsJIApUHH
pauc ypunOocapiapuaan Oupu 6axxapas.
MyBodurnamtupysud KeHranHuHr GaonusiTi TEHT XYKYKJIWINK Ba Kapop KaOyJl KHMIIUII BaKTHIA
KOJUIETHaJUTUK MTPUHLIMILUIAPUTa acOCIaHaIu.
MyBodurnamrupysuu Kenrammnuar Maxxnicu MyBogpuknamtupyBun KeHram ab301apuHAHT OATUHA
KYITYHINTH UIITAPOK 3TaéTraH 0yjica BaKoJaTaH XUCOOIaHAIM.
MyBodukiamrupyBud KeHramHuHr MaxJIncud Kapopiapu MyBoduimamtupyBud KeHramHuHr
Paucu ToMOHUIAaH TacAWKIaHAJUTaH IPOTOKOJUIAP OMJIaH pacMHUMIAIITHPHIAIH.
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GLOSSARY

Absolute error

The size equal to a difference between true value of number and its approached
value, received as a result of calculation or measurement

Absolute deviation

The deviation equal to the maximum value of absolute size of a difference
between approximating and initial functions on the given piece

Adaptive (adapting)
algorithms

The algorithms capable automatically to adapt to character of change of
function

Adequacy of mathematical
model

The basic requirement shown to mathematical model of the considered
phenomenon, consisting that the model should precisely enough (within the
limits of admissible errors) to reflect characteristic features of the phenomenon

Approximation

Function approach at which f (x) it is required to replace the given function
approximately with some function ¢ (v) that, That a deviation (somewhat) ¢(x)
from f(x) in the set area was the least

Approximating function

Function with which initial function at approximation is replaced

Global interpolation

Interpolation, which interpolating function ¢(x) is under construction at once for
all considered interval of change x

The problem put correctly

Problem in which for any values of the initial data from some class its decision
exists, it is unique and it is steady under the initial data

Significant figures

All figures of the given number, since the first nonzero figure

Integrated (or continuous)
approximation

Approximation at approach construction on continuous set of points

HWurepnoanposanne Type of dot approximation, at which interpolating function (@) Initial
function f (x) accepts in the set points xi the same values yi, as
Iteration Repeated repetition of process consecutive approximate

Square-law (parabolic)
interpolation

Interpolation at which in quality uatepmonsimiontoit functions on a piece [xi-1,
xi+1] the square trinomial is accepted

Correct numerical
algorithm (method)

The numerical algorithm (method) having the unique numerical decision at any
values of the initial data, and also in case of stability of this decision concerning
errors of the initial data

Piece (local) interpolation

Interpolation, at which interpolating function ¢(x) Is under construction
separately for different parts of a considered interval of changex

Kusochno-linear (or linear)
interpolation

The elementary and often used kind of local interpolation at which the set points
incorporate rectilinear pieces, and function comes nearer a broken line with tops
in the given points

Method of splines

One of methods of numerical integration, especially effective at strictly limited
number of knots

Ineradicable errors

Errors, xoropeiene can be reduced the calculator neither prior to the beginning
of the problem decision, nor in the course of its decision

Certain integral from
function f (X) on a piece ¢

()

Limit of the integrated sum at such unlimited increase in number of points of
splitting at which the length of greatest of elementary pieces aspires to zero

Relative error

The relation of an absolute error to the approached value of humber

Parabolic (square-law)
interpolation

Interpolation, at which in quality uarepmomsiimonnoit functions on a piece [xi-1,
xi+1] the square trinomial is accepted

Error of approximation of a
derivative

The size characterising a deviation of approached value derivative of its true
value

Error of restriction of the
function received by means
of a number

Error arising because of the account of only limited number of members of a
number

Error of roundings off

The error connected with limitation of a digit grid of the computer

Adapting (adaptive)
algorithms

The algorithms capable automatically to adapt to character of change of
function

Function derivative y = f(x)

Limit of the relation of an increment of function 4y to an argument increment
Ax at aspiration 4x to zero

Spline-function

In special way constructed multinomial of the third degree

Convergence of a numerical
method

Aspiration of values of the decision of discrete model of a problem to
corresponding values of the decision of an initial problem at aspiration to zero
of parametre of digitization

Dot approximation

Approximation at which approach is under construction on the set discrete set of
points {xi}

Steady problem (on initial

Problem, in which small increment of initial size Ax leads to a small increment
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parameter x)

of required size Ay

Function odd concerning a
point xo

Function for which f(x-x0) = -f(x0-x)

Function even concerning a
point xo

Function for which f(x-x0) = f(x0-x)

Numerical methods

Methods of the decision of the difficult mathematical problems, allowing to
reduce the problem decision to performance of final number of arithmetic
actions over numbers; thus results turn out in the form of numerical values

Step

Difference between the next values of argument

Extrapolation

unHTepnonuposanwe, applied to the approached function evaluation out of a
considered piece (x<x0, x>xn)
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TECHNOLOGY TRAINING AND THE TECHNOLOGICAL CARD

TECHNOLOGY TRAINING AND THE TECHNOLOGICAL CARD ON LECTURE

Theme Nel |

Introduction. The cores concept about algorithmization of computing methods

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan - Properties of algorithm.

— Classification of algorithms.

- Classification of computing methods.
- Preparation of problems for the personal computer decision.

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
o Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
«Introduction. The cores concept about algorithmization of computing methods»

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

—  Classification of computing methods.
2 stage. Basic -
(information) -
(55 minutes) -

Properties of algorithm.
Classification of algorithms.

2.1. Consistently states a material of lecture on plan questions.

Preparation of problems for the personal computer decision.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne2

Algorithmization of the numerical decision of the algebraic and transcendental equations. A method
branch of roots and a method half divisions.

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

— A method branch of roots
The lecture plan — A method half divisions

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
o Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e [Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Algorithmization of the numerical decision of the algebraic and transcendental equations. A method branch
of roots and a method half divisions.

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

— A method branch of roots
2 stage. Basic — A method half divisions
(information) -

(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Ne3

Algorithmization of the numerical decision of the algebraic and transcendental equations.
Method a chord and Newton's method

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

— A method the Chord
The lecture plan —  Newton's method

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Algorithmization of the numerical decision of the algebraic and transcendental equations.
Method a chord and Newton's method

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

— A method the Chord
2 stage. Basic - Newton's method

(information)
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ned

Algorithmization of the numerical decision of the algebraic and transcendental equations. A method
of iteration and a method of secants

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

— A method of simple iteration
— A method of secants

The lecture plan

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Algorithmization of the numerical decision of the algebraic and transcendental equations. A method of
iteration and a method of secants

The activity maintenance

Stages, time

The teacher Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and 1.1. Listen.

1.2. For the purpose of actualisation of knowledge of students asks focusing | 1.2. Answer questions.

— A method of simple iteration
2 stage. Basic — A method of secants
(information)

2.1. Consistently states a material of lecture on plan questions. 2.1. Listen, discuss the

maintenance of schemes
and tables, visual
materials, specify, ask

(55 minutes) guestions.
Write down the main
thing.
3 stage. 3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total 3.1. Answer questions.
The final conclusion. 3.2. Listen, write down.
(10 minutes) 3.2. Gives the task for independent work.
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Theme Ne5

Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Method of Gaussa

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan -

—  The decision of system of the linear equations a method of Gaussa
A method of Gaussa with a choice of the main element
— An error estimation at the decision of system of the linear equations

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Method of Gaussa

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

—  The decision of system of the linear equations a method of Gaussa
A method of Gaussa with a choice of the main element

An error estimation at the decision of system of the linear equations

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1.Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne6

Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Iterative methods of Jacoby and Zejdel

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan -
— A method of Gaussa-Zejdel

— lterative methods of the decision of systems of the linear equations
Method of simple iteration of Jacoby

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e [Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Algorithmization of the numerical decision of system of the algebraic and transcendental equations. Iterative
methods of Jacoby and Zejdel

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes)

Method of simple iteration of Jacoby
A method of Gaussa-Zejdel

2.1. Consistently states a material of lecture on plan questions.
— lterative methods of the decision of systems of the linear equations

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne7

Algorithmization interpolation methods. Interpolation functions

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

- Introduction

The lecture plan -

—  Anexample

—  The first interpolationNewton's formula
The second interpolation Newton's formula
—  The interpolation formula of Stirlinga

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uudopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Algorithmization interpolation methods. Interpolation functions

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

— Introduction

2 stage. Basic —  The first interpolationNewton's formula
(information) -
(55 minutes) —  The interpolation formula of Stirlinga
—  Anexample

2.1. Consistently states a material of lecture on plan questions.

The second interpolation Newton's formula

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(20 minutes)

conclusion.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Ne8

The numerical decision of the differential equations. Euler's method

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan _ Euler's method

—  Types of problems for the ordinary differential equations

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
The numerical decision of the differential equations. Euler's method

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

2 stage. Basic —  Euler's method
(information)

(55 minutes)

2.1. Consistently states a material of lecture on plan questions.
—  Types of problems for the ordinary differential equations

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Ne9 |

The numerical decision of the differential equations. A method of Runge-Kutta and Adams

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

—  Methods of Runge-Kutta

The lecture plan _ Adams's method

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
The numerical decision of the differential equations. A method of Runge-Kutta and Adams

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

—  Methods of Runge-Kutta
2 stage. Basic —  Adams's method

(information)
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer guestions.
3.2. Listen, write down.
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Theme No10 | Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

—  Classification of methods
— A method of trapezes

—  Methods of rectangles

—  Simpson's method

The lecture plan

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e [Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
o Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula

The activity maintenance

Stages, time

The teacher Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and 1.1. Listen.

1.2. For the purpose of actualisation of knowledge of students asks focusing | 1.2. Answer questions.

—  Classification of methods

2.1. Consistently states a material of lecture on plan questions. 2.1. Listen, discuss the

maintenance of schemes

2 stage. Basic — A method of trapezes and tables, visual
(information) —  Methods of rectangles materials, specify, ask
(55 minutes) —  Simpson's method guestions.
Write down the main
thing.

3 stage. 3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total 3.1. Answer questions.

The final conclusion. 3.2. Listen, write down.
(10 minutes) 3.2. Gives the task for independent work.
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Theme Nell

Numerical integration. The formula of Gaussa

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

—  The quadrature formula of Gaussa

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e [Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uandpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Numerical integration. The formula of Gaussa

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

—  The quadrature formula of Gaussa
2 stage. Basic
(information)
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(20 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Nel2

Root-mean-square approach of functions. A method of the least squares

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

— A method of the least squares

—  Root-mean-square approach of functions

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Root-mean-square approach of functions. A method of the least squares

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

—  Root-mean-square approach of functions
2 stage. Basic — A method of the least squares

(information)
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Nel3

Statement of a problem of linear programming. The basic properties the decision of a problem of

linear programming

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

The primary goal of linear programming
Examples of the decision of a problem

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
o Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uudopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Statement of a problem of linear programming.

The basic properties the decision of a problem of linear

programming

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

The primary goal of linear programming
2 stage. Basic Examples of the decision of a problem
(information)

(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Neld

Geometrical interpretation of a problem of linear programming

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

Problem statement

- ical ion.
The lecture plan Geometrical representation

—  Anexample of the decision of a problem
—  Geometrical problem interpretation

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Geometrical interpretation of a problem of linear programming

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

—  Problem statement

2 stage. Basic —  Geometrical representation.
(information) —  Anexample of the decision of a problem
(55 minutes) —  Geometrical problem interpretation

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Nel5

Finding the decision of a problem of linear programming to simplex methods

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

—  Mathematical bases a simplex of a method of the decision

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e [Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uandpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Finding the decision of a problem of linear programming to simplex methods

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

2 stage. Basic
(information)
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.
- Mathematical bases a simplex of a method of the decision

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(20 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Nel6 |

Finding the decision of a problem of linear programming. A method of artificial basis

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

—  Search of the initial basic decision

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Finding the decision of a problem of linear programming. A method of artificial basis

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

—  Search of the initial basic decision
2 stage. Basic
(information)
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Nel7

Transport problem. Methods initial basic the decision

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

- Features of a transport problem
The lecture plan portp

— Constructions of the basic decision

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Transport problem. Methods initial basic the decision

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

—  Features of a transport problem

2 stage. Basic —  Constructions of the basic decision
(information)
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Nel8

Method of potentials for a finding the optimum decision transport problems

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

—  Conditions and a method of construction of the optimum decision of a transport problem
—  Algorithm of the decision of a transport problem on a network

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e [Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Method of potentials for a finding the optimum decision transport problems

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information)
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.
—  Conditions and a method of construction of the optimum decision of a transport problem
Algorithm of the decision of a transport problem on a network

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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TECHNOLOGY TRAINING AND THE TECHNOLOGICAL CARD ON PRACTICE

Theme Ne 1-2 I

The numerical decision of the algebraic and transcendental equations iterative methods. |

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

— lteration method
—  Method of Chords
—  Method half divisions

The plan practical
employment

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, uchebno -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:
The numerical decision of the algebraic and transcendental equations iterative methods.

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

— lteration method
—  Method of Chords
—  Method half divisions

2 stage. Basic
(information)
(135 minutes)

2.1. Consistently states a material of practice concerning the plan.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(20 minutes)

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the
total conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 3 |

The numerical decision of system of the linear algebraic equations methods of Gaussa

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan practical —  The theory
employment —  The numerical decision of system of the linear algebraic equations methods of Gaussa

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakrrukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, uchebno -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:
The numerical decision of system of the linear algebraic equations methods of Gaussa

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

—  The theory
2 stage. Basic

(information)
(55 minutes)

Gaussa

2.1. Consistently states a material of practice concerning the plan.

—  The numerical decision of system of the linear algebraic equations methods of

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the
total conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 4

Calculation of integrals by the approached methods

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

—  Method of trapezes
The plan practical —  Methods of rectangles
employment —  Simpson's method

—  The quadrature formula of Gaussa

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, uchebno -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:
Calculation of integrals by the approached methods

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

—  Method of trapezes

—  Methods of rectangles

—  Simpson's method

—  The quadrature formula of Gaussa

2 stage. Basic
(information)
(55 minutes)

2.1. Consistently states a material of practice concerning the plan.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the
total conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 5

Interpolation polynom Newton and Lagrange

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan practical — Interpolation polynom of Newton
employment — Interpolation polynom of Lagrange

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaktuukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, uchebno -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:
Interpolation polynom Newton and Lagrange

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

— Interpolation polynom of Newton

2 stage. Basic —  Interpolation polynom of Lagrange

(information)
(55 minutes)

2.1. Consistently states a material of practice concerning the plan.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the
total conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 6-7

Problems of Cochy for the ordinary differential equations. Euler's methods, Runge-Kutta and

Adams

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

The plan practical —  Euler's method
employment —  Method of Runge-Kutta
—  Adams's method

—  Problems of Cochy for the ordinary differential equations.

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and

increase of an educational level which would provide the decision of the
put problem;

Increase of a degree of quality of knowledge through introduction

of innovative technologies;

Level monitoring o6yuerroctu pupils on steps, classes, subjects, it

is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.

Monitoring of professional skill of teachers.
To continue activity on the organisation of interaction of

participants of educational space;

To create conditions, to generalise an advanced experience and to

motivate students;

Increase scientific nadopmarusroctu in a field of knowledge of a

subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, uchebno -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:
Problems of Cochy for the ordinary differential equations. Euler's methods, Runge-Kutta and Adams

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(135 minutes) —

Euler's method
Method of Runge-Kutta
Adams's method

2.1. Consistently states a material of practice concerning the plan.
Problems of Cochy for the ordinary differential equations.

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the
total conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 8

The geometrical decision of a problem of linear programming

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan practical —  Geometrical interpretation of a problem of linear programming
employment —  Using geometrical interpretation, find decisions of problems

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaktuukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, uchebno -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:
The geometrical decision of a problem of linear programming

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

2 stage. Basic
(information)
(55 minutes)

2.1. Consistently states a material of practice concerning the plan.
—  Geometrical interpretation of a problem of linear programming
— Using geometrical interpretation, find decisions of problems

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the
total conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 9

Finding the decision of a problem of linear programming to Simplex methods

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan practical —  Simplex method of the decision of a problem of linear programming
employment —  Examples of the decision of a problem of linear programming with a simplex method

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uandpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, uchebno -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:
Finding the decision of a problem of linear programming to Simplex methods

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

the plan of its carrying out.

guestions.

1.1. Informs a theme, the purpose, planned results of educational employment and

1.2. For the purpose of actualisation of knowledge of students asks focusing

1.1. Listen.

1.2. Answer questions.

2 stage. Basic
(information)
(55 minutes)

method

2.1. Consistently states a material of practice concerning the plan.
—  Simplex method of the decision of a problem of linear programming
—  Examples of the decision of a problem of linear programming with a simplex

2.1. Listen, discuss the
maintenance of schemes
and tables, visual
materials, specify, ask
guestions.

Write down the main
thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the
total conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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TECHNOLOGY TRAINING AND THE TECHNOLOGICAL CARD ON LABORATORY

Theme Ne 1

The numerical decision of the algebraic and transcendental equations iterative
methods and to methods the Chord

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

— lteration method
—  Method of Chords
—  Method half divisions

The plan of laboratory
works

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
o Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uudopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Visual materials, uchebno-methodical
installations and devices

grants, laboratory

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out laboratory work on a theme:

The numerical decision of the algebraic and transcendental equations iterative methods and to methods the

Chord

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose,
planned results.
1.2. For the purpose of actualisation of knowledge of students asks focusing
guestions.

1.1. Listen.

1.2. Answer questions.

—  lteration method
—  Method of Chords
—  Method half divisions

2 stage. Basic
(information)
(135 minutes)

2.1. Consistently states a material laboratory concerning the plan.

2.1. Listen, discuss the
maintenance of schemes
and tables, specify, ask
questions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 3

The numerical decision of the algebraic and transcendental equations to Newton's

methods

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

—  The theory
—  Method of secants
—  Control variants

The plan of laboratory
works

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
o Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e [Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study Collective, face-to-face
Tutorials _Visual ' materials, ' uchebno-methodical grants, laboratory

installations and devices

Training conditions The audience provided with tutorials

Monitoring and estimation of knowledge The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out laboratory work on a theme:
The numerical decision of the algebraic and transcendental equations to Newton's methods
Stages, time The activity maintenance
' The teacher Students
1 stage. 1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose, 1.1. Listen.

Introduction
(15 minutes)

planned results.
1.2. For the purpose of actualisation of knowledge of students asks focusing
guestions.

1.2. Answer questions.

—  The theory
—  Method of secants
—  Control variants

2 stage. Basic
(information)
(55 minutes)

2.1. Consistently states a material laboratory concerning the plan.

2.1. Listen, discuss the
maintenance of schemes
and tables, specify, ask
guestions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Ne 4

The numerical decision of system of the linear algebraic equations to methods of

simple iteration.

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

The plan of laboratory -
works

Method of Gaussa-Zejdel
—  Exercises

Iterative methods of the decision of systems of the linear equations
Method of simple iteration of Jacoby

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaktuukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Visual materials, uchebno-methodical
installations and devices

grants, laboratory

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out laboratory work on a theme:

The numerical decision of system of the linear algebraic equations to methods of simple iteration.

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose,
planned results.
1.2. For the purpose of actualisation of knowledge of students asks focusing
guestions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic
(information)

(55 minutes) —  Method of Gaussa-Zejdel

—  Exercises

2.1. Consistently states a material laboratory concerning the plan.
— lterative methods of the decision of systems of the linear equations
—  Method of simple iteration of Jacoby

2.1. Listen, discuss the
maintenance of schemes
and tables, specify, ask
questions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne5

The numerical decision of system of the nonlinear algebraic equations to methods of

simple iteration.

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

—  The theory
The plan of laboratory -
works -

iteration.

Order of performance of work.
The numerical decision of system of the nonlinear algebraic equations to methods of simple

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaxruakeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Visual materials, uchebno-methodical
installations and devices

grants, laboratory

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out laboratory work on a theme:

The numerical decision of system of the nonlinear algebraic equations to methods of simple iteration.

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose,
planned results.
1.2. For the purpose of actualisation of knowledge of students asks focusing
guestions.

1.1. Listen.

1.2. Answer questions.

—  The theory

2stage. Basic | _ Order of performance of work.

(information)

(55 minutes) methods of simple iteration.

2.1. Consistently states a material laboratory concerning the plan.

—  The numerical decision of system of the nonlinear algebraic equations to

2.1. Listen, discuss the
maintenance of schemes
and tables, specify, ask
guestions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Ne 6-7

Problems of Cochy for the ordinary differential equations. Euler's methods, Runge-

Kutta and Adams

The numeric

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

The plan of laboratory —  Euler's method
works —  Method of Runge-Kutta
—  Adams's method

—  Problems of Cochy for the ordinary differential equations.

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Visual materials, uchebno-methodical
installations and devices

grants, laboratory

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out laboratory work on a theme:

Problems of Cochy for the ordinary differential equations. Euler's methods, Runge-Kutta and Adams

Stages, time

The activity maintenance

The teacher

Students

1 stage.
Introduction
(15 minutes)

1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose,
planned results.
1.2. For the purpose of actualisation of knowledge of students asks focusing
guestions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(135 minutes) -

Euler's method
Method of Runge-Kutta
Adams's method

2.1. Consistently states a material laboratory concerning the plan.
—  Problems of Cochy for the ordinary differential equations.

2.1. Listen, discuss the
maintenance of schemes
and tables, specify, ask
guestions, carry out
laboratory work.

results.

Write down the main thing

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 8

The geometrical decision of a problem of linear programming

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan of laboratory —  Geometrical interpretation of a problem of linear programming
works — Using geometrical interpretation, find decisions of problems

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaxruakeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study Collective, face-to-face
Tutorials _Visual . materials, . uchebno-methodical grants, laboratory

installations and devices

Training conditions The audience provided with tutorials

Monitoring and estimation of knowledge The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out laboratory work on a theme:
The geometrical decision of a problem of linear programming
Stages, time The activity maintenance
' The teacher Students
1 stage. 1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose, 1.1. Listen.

Introduction
(15 minutes)

planned results.
1.2. For the purpose of actualisation of knowledge of students asks focusing
guestions.

1.2. Answer questions.

2 stage. Basic
(information)
(55 minutes)

2.1. Consistently states a material laboratory concerning the plan.
—  Geometrical interpretation of a problem of linear programming
—  Using geometrical interpretation, find decisions of problems

2.1. Listen, discuss the
maintenance of schemes
and tables, specify, ask
guestions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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Theme Ne 9 |

Finding the decision of a problem of linear programming to Simplex methods

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan of laboratory —  Simplex method of the decision of a problem of linear programming
works —  Examples of the decision of a problem of linear programming with a simplex method

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uandpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study Collective, face-to-face
Tutorials _Visual _ materials, . uchebno-methodical grants, laboratory
installations and devices
Training conditions The audience provided with tutorials
Monitoring and estimation of knowledge The oral control: a guestion-answer
TECHNOLOGICAL CARD
Carrying out laboratory work on a theme:
Finding the decision of a problem of linear programming to Simplex methods
Stages, time The activity maintenance
' The teacher Students
1 stage. 1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose, 1.1. Listen.

Introduction
(15 minutes)

planned results.
1.2. For the purpose of actualisation of knowledge of students asks focusing
guestions.

1.2. Answer questions.

2 stage. Basic
(information)

! method
(55 minutes)

2.1. Consistently states a material laboratory concerning the plan.
—  Simplex method of the decision of a problem of linear programming
—  Examples of the decision of a problem of linear programming with a simplex

2.1. Listen, discuss the
maintenance of schemes
and tables, specify, ask
guestions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer guestions.
3.2. Listen, write down.
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