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EDUCATION MATERIALS

THE THEMES OF ABSTRACT
(The plan, keywords and word-combinations)

Lecture Nel.
Introduction. The cores concept about algorithmization of computing methods.
The purpose: Formation of knowledge, skills on studying of bases of algorithmization, the basic
properties of algorithm and classification of computing methods.
The plan:
1. Classification of computing methods.
2. Preparation of problems for the personal computer decision.
3. Properties of algorithm.
4. Classification of algorithms.
Algorithmization basis. The basic properties of algorithm

Process of preparation and the decision of problems on the personal computer is while difficult enough and
labour-consuming, demanding performance of variety of stages. Such stages are:

1) problem statement;

2) the mathematical formulation of a problem;

3) a choice of a numerical method of the decision;

4) working out of algorithm of the decision of problems;

5) a program writing;

6) input of the program and the initial data;

7) program debugging;

8) the problem decision on the personal computer;

The given sequence is characteristic for the decision of each problem. However in the course of problem
preparation each stage can have more and less expressed character. Performance of stages in the course of problem
preparation has character of consecutive approach as problem specification at the subsequent stage leads to necessity
of return to the previous and repeated performance of the subsequent stages.

Let's consider more in detail performance of works at each stage in the course of preparation of a problem
for the decision.

Technology OREG.

= O - state the opinion.
= R - produce one reason of the opinion.
= E - give an example for the explanatory of the reason.
= G- generalise the opinion.
Question for OREG: what properties algorithms should possess?

Algorithm with structure of the enclosed cycles — the algorithm containing a cycle in which are placed one
or other several cycles. There are many ways of record of the algorithms different from each other by presentation,
compactness, degree of formalisation and other indicators.

The greatest distribution was received by a graphic way and a so-called algorithmic language of record of
the algorithms, focused on the person (pseudo-codes).

Algorithmic design of branching.

Branching - operating structure, opranusyroutas performance only one of two specified actions depending
on justice of some condition.

Condition - a question having two variants of the answer: yes or not. Branching record is carried out in two
forms: full and incomplete.

Cycle performance "while" begins with condition check, therefore such version of cycles names cycles with
a precondition. Transition to action performance is carried out only in the event that the condition is carried out,
otherwise there is an exit from a cycle. It is possible to tell that a cycle condition "while" is a condition of an input in
a cycle. In that specific case it can appear that action was not carried out never. The cycle condition is necessary for
picking up so that actions carried out in a cycle have led to infringement of its validity, differently there will be a
cycling.

Control questions
List stages of preparation of problems for the decision on the computer.
What properties of algorithm in you know?
The basic classification of algorithms.
Give definitions of algorithms of branching out and cyclic structure.

Eall N



Lecture Ne2.
Algorithmization of the numerical decision of the algebraic and transcendental equations.
A method branch of roots and a method half divisions.
The plan:
1. A method branch of roots
2. A method half divisions

1. Methods of branch of roots

The description of a method of the decision of branch of roots
The numerical decision of the nonlinear equations of a kind
F(x)=0 @

consists in a finding of values x, satisfying (with the set accuracy) to the given equation and consists of following
basic stages:

Branch (isolation, localisation) equation roots.

Specification by means of some computing algorithm of the concrete allocated root with the set accuracy.

The purpose of the first stage is the finding of pieces from a function range of definition in which one root
of the solved equation contains only. Are sometimes limited to consideration only any part of the range of definition
causing for those or other reasons interest. For realisation of the given stage graphic or analytical ways are used.

Analytical way of branch of roots

The analytical way of branch of roots is based on following theorems:
The theorem 1. If function F (x), defining equation F (X) =0, on the piece ends [a; b] accepts values of different
signs, i.e.

Graphic way of branch of roots

The graphic way of branch of roots is based, basically, on visual perception. The branch of roots is made
graphically, considering that the valid roots of the equation (1) is there are points of intersection of the schedule of
function y=F (x) with an axis of abscisses y=0, it is necessary to construct the function schedule y=F (x) and on axis
0X to note the pieces containing on one root. But it is frequent for simplification of construction of the schedule of
function y=F (x) the initial equation (1) replace with the equation equivalent to it f;(x) =f,(x). Schedules of functions
y.=f; (X) and y,=f, (X) Further are under construction, and then on axis 0X the pieces localising abscisses of points
of intersection of two schedules are marked.

The decision in system MathCad

Problem: to Solve the nonlinear equation 5sin2x = v1-x (1) numerical method of tangents. We will
find and is investigated four roots with accuracy e = 0,000001.
The decision
Let's construct in program Mathcad the function schedule
Let's preliminary transfer all to the left part and we will lead to a kind (1) then the equation will become:
2. A method half divisions

Let's consider the equation (1):
F(x)=0,

Where function F(x) — is continuous and defined on some piece and F(a)F(b) <0.
The last means that function F (x) has on a piece at least [a, b] one root. We will consider a case, when a root
on a piece the unique [a, b].
F( ]:0 £= F[a+b] 0
We halve a piece. If 2 s a 2 root of the equation (1). If 2 , it is considered

that half of piece on [a, b] which ends function F (x) has different signs. New, narrower piece [a;, b;] again we
halve and it is spent on it the same consideration etc. As a result on some step we will receive or exact value of a

[a.b,].[a.0,], . [@,00, ] oo that

a+b

root of the equation (1), or sequence of the pieces enclosed each other

b—a

b —a =

Fla)F(b)<0, (n=1,2,..) - SO o)

http://math.semestr.ru/optim/secant _method.php Online the decision
Control questions

1. A method branch of roots
2. A method half divisions


http://math.semestr.ru/optim/secant_method.php

Lecture Ne 3.
Algorithmization of the numerical decision of the algebraic and transcendental equations.
Method a chord and Newton's method.
The plan:
1. A method the Chord
2. Newton's method

1. A method the Chord (a method of proportional parts)
Again we will address to the equation (1):

F(x)=0,

Where function F (x) — is continuous and defined on some piece and
=
There is faster way of a finding of the isolated root of the equation = (1) lying on a piece[""’f’]. We will assume for

definiteness that Instead of £(@) <0 u F(b)>0. piece division half-and-half [”*b], we will divide it in the

relation It £(@): £(b). gives the first approach of a rootypaeuenust:

X, = a—L{b—a).

[a,x]n [x,b]

[a,b] F(a)F(b) <0.

Then we consider pieces . We will choose that from them on which ends function F (x) has

different signs, we will receive the second approach of a root of the equation etc 2 until then yet we will not reach

'Tn+| _'Tu icﬂ-‘, rue &
set accuracy of the decision. Geometrically this method is

"‘.'?

inequality performance — the
equivalent to replacement curve y=F (x) a chord spent at first through points Ala,F(a)] n B[b, F(h)], and then

the chords spent through the ends of received pieces ([xl.b] s[x,, 6], [x,, b] - fig. 2). From here the name — a method
of chords.

2. A method of tangents (Newton)

For realisation of the given method, it is necessary to construct initial function y=F (x) and to find values of
function on the end of piece F (b). Then to spend a tangent through point M;. The absciss of a point of intersection
of a tangent with axis OX it also is the approached root x;. Further to find point M, (x3; F (x1)) to construct the
following tangent and to find the second approached root x, etc., drawing 2.

The formula for (n+1) looks like approach:
Ky = Xy — (x,)
u+l H Fa ,I:x:“:l
®)

If F (a) *F "(a)> 0, x0=a, otherwise Xq=b.
Iterative process proceeds until it will be revealed that:

|F I:x:wl = E:I|

-(4)

Advantages of a method: simplicity, speed of convergence. Method lacks: calculation of a derivative and
difficulty of a choice of initial position.

f(a)- f"(a) >0

At first function analyzes the end and a piece [a; b]. If the condition , the end and a

piece f(a)-"(a)>0 [a; b] also will be the first approach x; the equation root, differently the end b a piece [a b]
will be the first approach of a root of the equation;. Iterative process which proceeds until Further begins

()| >e ()| <e

approach.

. As soon as iterative process stops, and in X1congepsxutcs a required root with necessary

Control questions
1. A method the Chord
2. Newton's method



Lecture Ne 4.
Algorithmization of the numerical decision of the algebraic and transcendental equations.
A method of iteration and a method of secants.
The plan:
1. A method of simple iteration
2. A method of secants

1. A method idle time of iterations (a method consecutive approximation)

It is said that iterative process converges, if at performance of consecutive iterations values of the roots turn
out, all is closer and closer coming nearer to exact value of a root. Otherwise iterative process is considered the
dispersing.

Let's copy for convenience the equation (1) in a kind:

x= f(x), ©)

That it is possible to receive by replacement: Fx)=x-f(x)

Let— o zero approach, i.e. the initial approached value of a root of the equation (3). Then as the following,
1st, approach we will accept

x, = f(x0)s
The following, 2nd, approach will be
X, = f(x),
Etc., as n th approach we will accept
Jl'” = .-fl(J‘.rl—l }

(4)

Here there is a main point: whether comes nearer to the " true decision of the equation (3) at unlimited
increase n? Differently, whether iterative process (4) converges?
2. A method of secants

Secants a method - a method of calculation of zero of continuous functions. Let in [and, b] the zero a
continuous function f (x) contains; xo, x; - various points of this piece. Iterative formula C m.:

f ( 1'1) b o “(l)

If the sequence I (%)% “converges, it is obligatory to function zero f (x). At presence at f a continuous
derivative on [and, b] local convergence C the m. to a simple root will be superlinear. If to strengthen requirements
to smoothness f, it is possible to specify an exact order (local) convergence [1]., for J(29) Z V] (1) # Ugpng 4
such that / (#1) # U,

f(xq)#&0

Here / (1) # 0

Superlinear convergence C m. for smooth functions - very important circumstance as calculations of
derivatives it is not required and on each step is calculated only one new value of function. So, for comparison, in
Newton's method, the order (local) convergence k-rogo is equal 2, on each step calculation of value of function and
its derivative is required that, as a rule, is not less labour-consuming, than calculation of two values of function.

As convergence C m. depends on smoothness of function and a choice initial npuGmmwkenui, in standard
machine subroutines of calculation of zero of continuous functions this method is combined with any method
possessing guaranteed convergence, e.g. a method of division of a piece half-and-half. On each step of such
combined method the root an is localised in a piece (%) “, on the ends k-rogo function changes a sign (it is
supposed that this condition is executed for an initial piece [a, b]). According to a nek-eye the test the next approach
gets out or under the formula (1), or under the halving formula. Thus if f(x) - smooth function iterations, since nek-
rogo numbers ko, automatically go on C m. Is possible even more difficult combination of methods, e.g. algorithm
zeroin (see [2]), in k-rum, except mentioned above, is used still a method of return square-law interpolation.
Sometimes C m. name a method with the iterative formula

f(xq)#& (‘(2)

Other name of a method (2) - a false situation method, or regula falsi. Such method converges only linearly.

At generalisation C the m. on a case of system of the equations is possible a double sight at the iterative

Control questions
1. A method of simple iteration
2. A method of secants

10
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Lecture Ne 5.
Algorithmization of the numerical decision of system of the algebraic and transcendental equations. A
method of Gaussa.
The plan:
1. The decision of system of the linear equations a method of Gaussa
2. A method of Gaussa with a choice of the main element
3. An error estimation at the decision of system of the linear equations

1. The decision of system of the linear equations a method of Gaussa

Problems of approximation of function, and also set of other problems of applied mathematics of m of
computing physics are reduced to problems about the decision of systems of the linear equations. The most universal
method of the decision of system of the linear equations is the method of a consecutive exception of the unknown
persons, Gaussa named a method.

For an illustration of sense of a method of Gaussa we will consider system of the linear equations:

4%, —9%, +2X; =2
2%, —4X, +4X; =3
— X, +2X, +2X; =1

1)
This system we will write down in a matrix kind:
2. A method of Gaussa with a choice of the main element
The method of Gaussa is so universal that for some systems almost "bad™ results turn out, various artful
ways out therefore are developed. In a case when some factors of a matrix of system are close among themselves, as
it is known relative errors strongly increase at subtraction, therefore the classical method of Gaussa gives the big
errors. To bypass this difficulty, try to choose in a forward stroke of Gaussa that equation at which the factor at is

X

maximum "1 and as basic "player" choose this equation, thereby bypassing difficulties of subtraction of close

numbers (if it is possible). Further, when it is necessary to null all factors of a variable XZ, except one equation —

this special equation again choose that equation at which factor at maximum X etc., yet we will not receive a
triangular matrix.
Reverse motion occurs the same as and in a classical method of Gaussa.
3. An error estimation at the decision of system of the linear equations
To estimate errors of calculations of the decision of system of the linear equations, we need to enter
concepts of corresponding norms of matrixes.

First of all, we will recollect three most often used norms for a vector U :
n

Ja, =2 jui

i=1 (11)
Jal, = [l
i=1 (Euklyde norm) (12)
Jal, =Tlim g2 Juil” = max|ul
P ¥ i=l I<i<n (Chebyshev norm) (13)
For any norm of vectors it is possible to enter corresponding norm of matrixes:
Au
I =sup™! - supjau|
u=0 HUH:]. (14)
Which is co-ordinated with norm of vectors in the sense that
A < Ao -

It is possible to show that for three norms of a matrix resulted above cases are set A by formulas:

http://matematikam.ru/solve-equations/sistema-gaus.php

Control questions
1. The decision of system of the linear equations a method of Gaussa
2. A method of Gaussa with a choice of the main element
3. An error estimation at the decision of system of the linear equations

11
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Lecture Ne 6.
Algorithmization of the numerical decision of system of the algebraic and transcendental equations. Iterative
methods of Jacoby and Seidel.
The plan:
1. Iterative methods of the decision of systems of the linear equations
2 Method of simple iteration of Jacoby
3. A method of Gaussa-Seidel

1. Iterative methods of the decision of systems of the linear equations
Let's consider system of the linear equations which badly dares methods of Gaussa. We will copy system of
the equations in a kind:

X=Bx+c (22)

Where - the B set numerical matrix N of th order, - the C € R" set constant vector.

2 Method of simple iteration of Jacoby

A i A A XO Rn o XO Rn
This method consists in the following: any vector (X € initial approach) gets out € R and the
iterative sequence of vectors under the formula is under construction:

x™ =Bx™? +Cc neN (23)
Let's result the theorem giving a sufficient condition of convergence of a method of Jacoby.

The theorem. If|| B ”<1, the system of the equations (22) has the unique decision and X=¢ iterations
(23) converge to the decision.

It is easy to notice that this theorem is simple generalisation of the theorem of the compressed displays
studied by us earlier for single-step iterative process in a general view. All estimations received earlier, are
transferred and for system of the equations, a difference only in concepts of corresponding norms. Generalising a
method of simple iteration of Jacoby for a case of system of the equations:

We build algorithm of the decision:

We copy the equation (24) in a homogeneous kind and it is multiplied by a constant - A which further we
will find from conditions of convergence of iterative process:

A-(Ax—b)=0

(25)
We add to X both parts (25) and it is received:
X=X+ A(AX—Db) = p(x, 1) (26)
We build the iterative formula of Jacoby:
(n+1) _ () (n) _
X = x" + A(AX b) @7

3. A method of Gaussa-Seidel
The set of iterative methods is developed for the decision of linear system of the equations. As the method
of simple iteration of Jacoby converges slowly. One of such methods is the method of Gaussa-Seidel.
For a method illustration we will consider a numerical example:

2X—-y+1z=5
Xx+3y—-2z=7 (29)
X+2y+3z=10

The equations are copied in such a manner that on the main diagonal there are maximum factors for each
equation.

We begin with approach X =Yy =2 =0. Using the first equation, we find for new Xvalue under a
X, conditiony =z =0.

X, = M = § (30)
2 2
Control questions
1. Iterative methods of the decision of systems of the linear equations
2 Method of simple iteration of Jacoby
3. A method of Gaussa-Seidel

12



Lecture Ne 7.
Algorithmization interpolation methods. Interpolation functions.
The plan:

1. Introduction
2. The first interpolation Newton's formula
3. The second interpolation Newton's formula
4. The interpolation formula of Stirlinga
5. An example

1. Introduction
Interpolation — operation of approach of the function set in separate points in some set interval. The elementary

problem of interpolation consists in the following. On a piece [a, b] are set n+1 points ™ (i= 0, 1, 2,
..., N), interpolation named in the knots, and values of some functions S i these points. It is required
S =yo  J(X) =01 J(X) =D, g construct  the interpolating function accepting  F®) in  knots of

interpolation the same values, as /() j.e. F(%0) =Y. F) =y F(x,) =, .
2. The first interpolation formul Newton.
=x,+i-h (i=0,1,2,...,n)

Let in equidistant points i , Where h — a step of interpolation, preset values for
i =J%) function y=f(x). It is required to pick up a degree polynom *:¢*) not above n satisfying to conditions (1).

i | PR B CAER) YN

”! S (3)
3. The second interpolation formule Newton

The first interpolation formule Newton is almost inconvenient for interpolation functions near to the table

end. In this case usually apply the second interpolation formule Newton:
+1) +D(g+2 glg+.g+n-1) ,

P(x)=y, +qAy, ,+—q(’{"r ).A.'y” , +—q{f‘]l g )&“y” et (g +1).-Aq }ﬁ Yy -

2! - 3! ' ! 4)

4. The interpolation formul of Stirlinga

The interpolation formule of Stirlinga looks like:

P:,,{-r)=J-’n+ff-w+£ Ay, $2G 2D BV, vV,

P (x)=y, +qAy, +

2 21 3! 2
+*—'f'(f1'—1).A4},_1+f.-’(ff'—])(‘{'—2')_5'.'~'3+-’1".1’: N
4! : 5! 2
2002 1 _ A2 2 _ 2 _A2y.2 22 2 132
L4 (g =g =2 ) oASy 4.+ 94 g =2 )g" =3)..[g —(n=1)"]
6! ’ (2n-1)!
A:”_I PR Al"-' , 2 2 _ 2 _ 2 2 _ _ 2
v J n ¥ {n=1) + (.f (’-}’ I){‘.‘ 2 )[’-}’ (” ]-) ]alny_" .
5. An example
The table of values of full elliptic integral is set
i dx
K@= | ,

. 2 . )
0 \fl —sin” @ -sin” x

To find K (78°30°).
The decision. According to the table data it is accepted x0 = 78; h=1; x=78° 30 °, from here ¢ = 0.5. Being limited
to differences of the fifth order, under the formula of Stirlinga it is had:

7601+8316

K(78°30)=2.97857+ O.ST- 107 +0.125-715-10°° —0.0625M

107 =

-0.0078-32-107° +0.0117 107 =3.019181.

1348
2

Control questions
1. Introduction
2. The first interpolation Newton's formula
3. The second interpolation Newton's formula
4. The interpolation formula of Stirlinga
5. An example
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Lecture Ne 8.
The Numerical decision of the differential equations. Euler's method.
The plan:
1. Types of problems for the ordinary differential equations
2. Euler's method

1. Types of problems for the ordinary differential equations

The differential equations arise in many areas of applied mathematics, physics, mechanics, technicians etc.
With their help are described almost any problems of dynamics of cars and mechanisms (sections of the dynamic
analysis of hydraulic systems, drives and transmissions, control systems see, for example, our site). There is a set of
methods of the decision of the differential equations through elementary or special functions. However, more often
these methods either are absolutely not applicable, or lead to so difficult decisions that it is easier and more
expedient to use the approached numerical methods. The differential equations contain in a large quantity of
problems essential nonlinearity, and functions entering into them and factors are set in the form of tables and-or
experimental data that actually completely excludes possibility of use of classical methods for their decision and the
analysis.

2. Euler's method
Let's consider the differential equation

Y=y oy
With the entry condition
,v(xll} =W -
Having substituted **Ys in the equation (1), we will receive value of a derivative in a point 0 :
Vv |_T o S Xps Yo)-
At the small A X takes place:
J’J('rll + & 'r} = _F["Tl ] = -J.’U + ﬂ' ---1-'Il = "._-'“ + }-‘I' |

S (X0:Y0) = Jo , we will copy last equality in a kind:
VW=Vt —fu “Ax.

CAx =y + f(xg, ) -Ax

X=X

Having designated

)
Accepting now *1) for a new starting point, precisely also we will receive:
¥, =¥ +1f| A
Let's have generally:
v.,=v.+ f-AX.
< i+l S f ,Jf.- (3)

It also is Euler's method. The size Ax is called as integration step. Using this method, we receive the
approached values y as the derivative ¥ actually does not remain to a constant on an interval in length Ax,

Therefore we receive an error in definition of value of function y, that big, than it is more AX. Euler's method is the
elementary method of numerical integration of the differential equations and systems. Its lacks — small accuracy and
regular accumulation of errors.

More exact is Euler's modified method or Euler's method with recalculation. Its essence that at first under the
formula (3) find so-called «rough approach»:

Via=yv,+f Ax,

fio=F(x0.¥.)

And then recalculation receive too approached, but more exact value:

L7
Via=y+ —"fr ij-I ‘A x.
< 4)

Control questions
1. Types of problems for the ordinary differential equations
2. Euler's method
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Lecture Ne 9.
The numerical decision of the differential equations. A method of Runge-Kutta and Adams.
The plan:
1. Methods of Runge-Kutta
2. Adams's method
1. A method of Runge-Kutta
Again we will consider the differential equation

Y'=f(xy) (1)

With the entry condition *¥)= -
The classical method of Runge-Kutta of 4th order is described by the following system of five equalities:

Y=Y, +E (k, + 2k, + 2k, + k,),
6 )
Where
k= f(x,»),

h hk
ky=f(x,+=,y,+—=),
, =S¥ 5 2).

2
k,=f(x +hy+hk,).
2. Adams's method

. h k,
ky = f(x +;.y, +—=),

Adams's method is applied both to the decision of the simple differential equations, and for their systems.

Problem statement

Adams's method to find the decision of system of the equations on a piece [0; 1] with accuracy & =10

1 E = 10_4‘

{y'(x) = cy(x) — z(x),
z (x) = y(x) — dz(x),
v(a)=k, z(b)=n

Where c, d, k, n — the set constants
The decision of systems of the ordinary differential equations Adams's method

In the given system of the equations will substitute values of factors and entry conditions. We will receive

{y' “PTE y@)=3, 2(0) = -2
z =y—4z

Adams's method we will find the decision of this system on the set piece. For this purpose we will

calculate a method of Runge-Kutta some initial values of function.
Let's choose a step h and, for brevity, we will enter i = Xo + iRy Vi =¥ (x)(=1012,.)
Let's consider numbers:

(kY =nfeo,y)

® h kY
kz =hf xi+§yyi+ 2

_ M ®
kglj =hf|x; +§;}’i + ;

kS = hf (e + by, + kD)

According to a method of Runge-Kutta consecutive values y; are defined under the formula
Vier = ¥ + Ay,

Where

10, () (@ (2) (0
by =3 (k5 + 2k 421 + k) 0,12,

” ] (2.1)
Control questions

1. Methods of Runge-Kutta

2. Adams's method
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Lecture Nel0.
Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula.
The plan:

1. Classification of methods

2. A method of trapezes

3. Methods of rectangles

4. Simpson's method

1. Classification of methods

b
It is known that the certain integral of function f (x) type I f (x)dx (1) numerically represents the area of a
a
curvilinear trapeze limited to curves x=0, y=a, y=b and y = f (x) (fig. 1). There are two methods of calculation of this
area or certain integral — a method of trapezes (fig. 2) and a method of average rectangles (fig. 3).

2. Method of Trapezes
g=forh , NArh o, B et
2 2

2 2
=h &+£+ﬁ+&+f_2+é+m£+& =
2 2 2 2 2 2 2 2
[fO Do fne +fn_1]-
)

Generally the formula of trapezes becomes
b
_b-
_]'f(x)dx"’h fo fn th afo fnJrsz,
I 2 i=2 n 2 i=2 (3)

Where f; - value of subintegral function in points of splitting of an interval (a, b) on equal sites with step h;
fo, f, - values of subintegral function accordingly in points a and b.
The formula of trapezes with constant step:

[ Feax ~ hEmdr+ vin) =3h0p +30+ 205000

3. A method of rectangles

b
szzwg 5)

The formula of average rectangles with constant step:

f:f(x]dx —hZ“‘l (x + )(6)

4. Simpson's (Parabolas) formula
Simpson's rule — one of widest known and applied methods of numerical integration. It is similar to a rule of
trapezes as also is based on splitting of the general interval of integration into smaller pieces. However its difference
that for area calculation through each three consecutive ordinates of splitting the square parabola is spent. Lowering
needless details and calculations we will result a definitive kind of the formula of Simpson [3, 4]:

1
[ = E{y“ +4y, +2y, +4y, +2y, +..+2y +4y _ +V. )
(6)
Control questions
1. Classification of methods
2. A method of trapezes
3. Methods of rectangles
4. Simpson's method
http://tgspa.ru/info/education/faculties/ffi/ito/programm/osn_chm/chislennoe_integrirovanie3b_mathcad.htm
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Lecture Ne 11.
Numerical integration. The formula of Gauss.
The plan:
1. The quadrature formula of Gauss
2. Examples

The methods described above use the fixed points of a piece (the ends and the middle) and have a low order
of accuracy (0 — methods of the right and left rectangles, 1 — methods of average rectangles and trapezes, 3 — a
method of parabolas (Simpson)). If we can choose points in which we calculate values of function f (x) it is possible
to receive methods of higher order of accuracy at the same quantity of calculations of subintegral function. So for
two (as in a method of trapezes) calculations of values of subintegral function, it is possible to receive a method any
more 1st, and 3rd order of accuracy:

mb—a a+b b—a a+b b—a
3 (f( : _2«/5)'f( 2 'wﬁ))_

Generally, using n points, it is possible to receive a method with accuracy order 2n-1. Values of knots of a
method of Gaussa on ntoukawm are roots of a polynom of Lezhandra of degree n.

Values of knots of a method of Gaussa and their scales are resulted in directories of special functions. The
method of Gaussa on five points is most known.

Example 1.
32X3
Let's calculate integral I —4dX with the method of Gauss.
05 X
The decision.
b—a a4+b b—a a+b b—a
== —
< (- 58) (2 58)
2x°
f(x)= o
a+b b-a 05+3 3-05
fi(x)="f — =f - =1(1.029)=1.94.
o) 2 2@] ( 2 23 ) (1.029)
a+b b-a 05+3 3-05
f2(x)=f + =f + =1(2.47)=0.812
()(2 2£J(2 2@)()
3 9y3 _
| Z)j dx =2~ €94+ 0,812 3 3.584.
05 X 2

The answer: 3.584.

Control questions
1. The quadrature formula of Gauss
2. Classification of methods
3. A method of trapezes
4. Methods of rectangles
5. Simpson's method
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Lecture Ne 12.
Root-mean-square approach of functions. A method of the least squares
The plan:
1. Root-mean-square approach of functions
2. A method of the least squares

1. Root-mean-square approach of functions
Let dependence between variables x and y is set tabnuuno (the skilled data is set). It is required to find
function somewhat in the best way describing the data. One of ways of selection of such (approaching) function is
the method of the least squares. The method consists in that the sum of squares of deviations of values of required

function ¥i = Y(%) and set ra6mmamo y; was the least:

S(O=(¥, = %) + (¥, = ¥2)" +...+ (Yo = ¥,)* > min (6.1)

Where ¢ a vector —of parametres of required function.

2. A method of the least squares
To construct a method of the least squares two empirical formulas: linear and square-law.
In case of linear function y=ax+b the problem is reduced to a finding of parametres a and b from system of
the linear equations

M,2a+M,b=My \Where
M,a+b=M,

1 n ) 1 n 1 n n
MXZZ_ZXi C M=%, IV'xy:_inyi"\"y:%z‘yi

o 2
a B ciydae KpajapaTwuHoil 3aBucmmoctn Y = aX +bX + C « Haxoxzennio napametpoB b u Cus

CUCTEMBI YPAaBHEHU:
and in case of square-law dependence Y = ax2 +bX+C toa finding of parameters a, b and ¢ from system of

the equations:
Mx4a+ MX3b+ szc = M 2

XY Where
nga+MX2b+MXC:MXy
szaJrMXb+c:My
n n
14 4 1 3 1 2
Mx“ :_in , M :—in , szy:—zxi yi
N X3 n|:1 nlzl

To choose from two functions the most suitable. For this purpose to make the table for calculation of
the sum of squares of evasion under the formula (6.1). Initial given to take from table 6.

The task 2

To make the program for a finding of approaching functions of the set type with a conclusion of values
of their parametres and the sums of squares of evasion corresponding to them. To choose as approaching

functions the following: Y = ax+b, y= ax™, y= ae™. To spend linearization. To define for what
kind of function the sum of squares of evasion is the least.

Control questions
1. In what an approach essence Ta6mugso the set function on a method of the least squares?
2. Than this method differs from an interpolation method?
3. How the problem of construction of approaching functions in the form of various elementary functions to a case
of linear function is reduced?
4. Whether there can be a sum of squares of evasion for any approaching functions equal to zero?
5. What elementary functions are used as approaching functions?
6. How to find parametres for linear and square-law dependence, using a method of the least squares?
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Lecture Ne 13-14
Statement of a problem of linear programming. The basic properties the decision of a problem of linear
programming.
The plan:

1. The primary goal of linear programming
2. Examples of the decision of a problem

The primary goal of linear programming in a canonical form is formulated as follows:

To find the non-negative decision of system of restrictions

a,, %+, %yt e, x . 4a,x, +b, =0 (=12, m),
x,20(j=12,..,n),

Providing a maximum (minimum) of criterion function
7 = 6X) + X3+ . +Ep Xy, +Q — max{min)

(1. 1)

(11.2)

Except a record reduced form can be used partially developed

L= chxj +{) - max;
J=1

D ax, +b,=0 (i=12,..m) x,20 (f=12...n)
=1 ) o and matrix forms
Z =Cx+Q - max,
Ax+B=0, x=0.
All further reasonings will be spent only for the primary goal in a canonical form.
Usually specific targets of linear programming have distinct from initial an appearance, therefore to solve
their such problems it is necessary to lead to a canonical form
Let the problem of linear programming with variables and the mixed system from m restrictions is set:
Z =X + X3+ +0p X, + 0 — max; (113)

@y + @ Xy +et X, +B <0 (i=12..,7)
Gy Xy Ga Xy oty X, + By 20 (k=7 +1,...,0)
ayXy +ApXy+ @y x, b =0 {(I=1+1..,m);

x;20 (j=L2..,s5n) (11.4)

For reduction of this problem to a canonical form it is necessary to replace variables, i.e. To exclude those
variables which can accept both positive, and negative values. The system of restrictions-inequalities should be
replaced by equivalent system of the equations with non-negative variables.

Replacement of inequalities with the equations. Replacement of system of restrictions-inequalities in (11.4)
equivalent system of the equations is carried out by introduction of artificial, non-negative variables y,

Xy + 8 X+t X, + 3 +b =03
B Xy + Qg0 Xy oAy Xy — Vi +bk =0;
¥20 (i=12..0F y 20 (k=r+L..1)

(11.5)
Such transformation increases number of variables, without changing a problem being.

Replacement of unlimited variables. Variables which can accept negative values, are expressed through non-
negative variables Xt X2, ..., Xy and ¥t ¥ .- ¥r, Replacement of variables represents the system decision,
concerning a replaced variable, and can be executed with the help >xopaanoBsix exceptions. For replacement of one
variable one step of exceptions is required, therefore to lead problem canonical form is possible only in case a rank
of system of more number of unlimited variables.

After replacement the problem dares in new variables. The optimum decision in new variables is substituted
in the communication equations therefore the optimum decision in initial variables turns out.

At the decision of economic and technical problems, as a rule, variables can be only positive real numbers. If
in a problem any variable by the nature can accept negative values in most cases change of the formulation of
conditions allows to get rid of unlimited variables.

Minimisation of form Z. Further the problem of maximisation of form Z will be considered only. If it is
necessary to solve a problem of minimisation of the linear form, criterion function factors should be increased on (-
1) and to solve this new problem on a maximum. The required minimum of criterion function turns out

multiplication of the found maximum value on (-1), i.e. Zmn = -Mmax(-Z)
Control questions

1. The primary goal of linear programming

2. Examples of the decision of a problem
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Lecture Ne 15-16
Geometrical interpretation of a problem of linear programming.
The plan: 1. Problem statement
2. Geometrical representation.
3. An example of the decision of a problem
4. Geometrical problem interpretation
Better and more visually to present geometrical sense of a problem of linear programming, we will address to
the elementary two-dimensional case (when the model includes two variables) and then we will make
generalisations at presence n variables.
In case of two variables the model of linear programming has the following appearance

Z=0 x| +¢3 Xy > max; (11.6)
axp+axy+ 620 (i=L 2, ..., m) (11.7)
Xy 20; X3 =0.

Each restriction (11.7) represents a straight line (fig. 11.1) which breaks all space (an initial plane) on two
semiplanes one of which satisfies to restriction (this area in drawing is shaded).

The system of restrictions according to the theorem 1 represents convex set, and in a considered two-
dimensional case - a convex polygon of restrictions (fig. 11.2). In special cases the polygon can address in a point
(then the decision is unique), a straight line or a piece. If the system of restrictions is inconsistent (HecoemecTHa) it is
impossible to construct a polygon of restrictions also a problem of linear programming has no decisions. Such case
is shown on fig. 11.3. Really, there is no point of space which simultaneously would satisfy to restriction y; and to
restrictions y, and ys.

The polygon of restrictions can be not closed (fig. 11.4). In this case, as it will be shown more low, criterion
function Z is not limited from above.

In a case o variables each restriction represents (n-1) a-dimensional hyperplane which divides all space into
two semispaces. The system of restrictions in this case gives a convex polyhedron of decisions - the general part of
the n-dimensional space, satisfying to all restrictions.

In three-dimensional space (n=3) each restriction represents a plane in space. All restrictions, being
crossed, form a convex polyhedron which in special cases can be a point, a piece, a beam, a polygon or many-sided
unlimited area.

For finding-out of geometrical sense of criterion function we will give to variable Z various numerical
values (Z=0, Z=l, Z=2, Z=D).

To these numerical values Z there corresponds sequence of the equations and system of parallel straight
lines in space (fig. 11.5).

axy +e3%x3 =0,
Xy + 63Xy =1,
QX+ Xy =D

The first straight line (Z=0) passes through the beginning of co-ordinates perpendicularly (oproronansuo) to
the directing vector C=(C1C) the subsequent straight lines are parallel to the first and will defend from it in a
direction of a vector With on size 1, 2, D. As a whole variable Z defines evasion of the points lying on a straight line

Z = aX; + 63X from a straight line €1%1 +€2%2 =0 passing through the beginning of co-ordinates. To define
evasion of any point from straight line Z=0, it is enough to substitute co-ordinates of this point in the criterion
function equation.

. . — . =) > PPN S AF D AR SN =0
In n-dimensional space of the criterion function equal to zero (Z GX1F Xy he € X b F O X =Ty

geometrically there corresponds (n-1) the-dimensional hyperplane passing through the beginning of co-ordinates.
The distance from a point with co-ordinates * = {x'1 +x"2+-+x"s) to a_hyperplane is equal

R VVVVVV = 7 t /
ol + @} +..+a1 or Ryal +ad+..+a} = ax| +@x; +.4a,x,

From here it is visible that, if in the linear form to substitute point co-ordinates, the distance from a point X" to the
corresponding hyperplane Z=0, postponed in the scale equal to norm of a vector of an orthogonal plane will turn out (or in the scale
equal to norm of the directing vector).

The scaled distance y, equal R\/Z— is called as evasion of a point from a plane. As according to the theorem 3
linear form Z reaches the extreme value in an extreme point (top) of a polyhedron of restrictions geometrically the
problem of linear programming consists in search of top of a polyhedron of the admissible decisions, having the
maximum evasion from a hyperplane expressed by criterion function, equal to zero (fig. 11.6).

Control questions
1. Problem statement
2. Geometrical representation.
3. An example of the decision of a problem
4. Geometrical problem interpretation
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Lecture Nel7.
Finding the decision of a problem of linear programming to simplex methods.
The plan:
1. Mathematical bases a simplex of a method of the decision
2. Put a table datas
1. Mathematical bases a simplex of a method of the decision

It is known that if the problem of linear programming has the optimum decision there is at least one optimum
basic decision. Thus, by search of basic decisions it is possible to receive the required decision. The number of basic
decisions makes N = C,*, where n - number of variables, and K=r(A) - number of basic variables. This number very
quickly grows at increase in number of variables, therefore in rather small problems continuous search becomes
impracticable even by means of the COMPUTER.

The number of touched decisions can be reduced at the expense of an exception of consideration of
inadmissible basic decisions. The admissible basic decision or the basic decision represents the basic decision with
positive values of basic variables. Hence, to touch only basic decisions, the algorithm of search should answer a
following condition: at transition from one decision to another should remain innegativity all variables. Performance
of this condition does a problem of search of more foreseeable, but as a whole procedure remains ineffective as
transition to another does not guarantee its improvement against one decision. What is quality of the decision? The
procedure ultimate goal - achievement of a maximum of linear form Z, therefore can serve as an indicator of quality
of the decision level 2 in the given basic decision. Hence, efficiency of procedure of search can be raised sharply if
each step improves quality of the decision or to provide growth of linear form Z. On the basis of these reasonings it
is possible to formulate the second condition to which the algorithm of the decision of a linear problem should
answer: transition from one basic decision to another should provide growth of criterion function Z.

This idea can be realised only in the event that there is some basic decision which gradually improves.

The basic method of the decision of problems of linear programming is the simplex-method in which all
process of the decision shares on three stages: search of the initial basic decision, search basic and then the
optimum decision.

To search of basic, basic and optimum decisions apply special procedures - ordinary and modified
Jordanov’s exceptions.

That in system of linear forms y=A4x to change in places dependent variable y, and an independent variable
Xs, It is necessary to solve r-e the equation rather x, and to substitute this decision in all other equations of system.

It is obvious that to solve r-e equation rather x, is possible only in the event that a,s # 0.

Definition. Step ordinary Jordanov’s an exception made over system of linear forms y=Ax with the resolving
element a#0, with r-th in the resolving line and s-th a resolving column, name the schematised operation of
recalculation of factors in linear forms at change by places dependent variable y, and independent xs.

For definition of operations of recalculation of elements of a matrix And in system of linear forms y=Ax at
replacement y,. on X; it is necessary to present a matrix in the form of tab. 11.3 and to make corresponding algebraic
actions.

Table 11.3
X1 x2 X, X,
»i a]l aiz e qs ann qn
»2 ) @, &, @,
¥ i@, a3 4, o &,
Ym Ay a2 anu amn

In the new table instead of r-th forms the new form from a basic variable x; which turns out as a result of

the decision r-th forms concerning this variable will settle down
a a 1 a
xy=—Thog e oy ey -y

ars ar.s rs aTS
Having analysed factors at variables *} and Y, may be following conclusions:
1. In the new table on a place of a resolving element % should be written down la,
2. Other elements resolving r-th register lines in the new table with a return sign and share on resolving

element, i.e. Instead (-afjl ) registered
3. In the new table on a place of a resolving column it is necessary to write down elements %s instead of
elements
Control questions
1. Mathematical bases a simplex of a method of the decision
2. Put a table datas
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Lecture Nel8.
Finding the decision of a problem of linear programming. A method of artificial basis.
The plan:
1. Search of the initial basic decision
2. Non-negative, independent variables

1. Search of the initial basic decision
Let the problem of linear programming from | by variables and the mixed system from m restrictions is set:

Z =X + 00Xy, X, + 0 - max;
A Xy + Xyt kX, + B 20 (=1, 2 .. 1)
Ay Xy + ey Xy F gy Xy, + by =0 (k=741 L, m)

x;20(i=1 2 .y s<) (118)

For problem reduction to a canonical form the system of restrictions - inequalities is led to equivalent system
of the equations by introduction of artificial, non-negative variables y;
A Xp + Gy Xy oA, X, — Yy +0 =0,

}'!'?.O(izl, 2, tavy 1") (“9)

Also replacement of unlimited variables is made.

After reduction of system of restrictions to system of the linear equations it is necessary to find its common
decision. It is obvious that the equations received from inequalities, easily dare concerning artificial variables ¥: and
the common decision of this part of system of the equations will be

Yi =y xphotdy, X, +bf'

yz0(i=12 ..,71} (11.10)

For other part of system of the equations the common decision can be received with the help Jordan’s
exceptions (or it is established it imcompatibility).

The system decision can be combined with replacement of variables, and for this purpose it is necessary to
enter unlimited variables into basis.

After search of the common decision of system the initial basic decision turns out by equating of independent
variables with zero.

Thus, reception of the initial basic decision is reduced to following operations. The initial problem is led to a
kind (11.10) and registers in a simplex-table (tab. 11.9).

Table I1.9
-X1 -X2 -X, 1
¥t -a1 -q12 -, b
Y - -2 Ay, br
0 14 “8rs1,2 “drin by
0 A =l ~yn bm
Z - -(2 -C, ¢

In the lines corresponding to restrictions - to inequalities, auxiliary variables register, and in lines with the
equations auxiliary variables are equal to zero - (0-variables).

Jordanov’s exceptions unlimited variables ¥s+ts .-+ Xz are expressed by consecutive steps through non-
negative variables and simultaneously with it 0-variables are translated on table top.

The column under translated on top of the table of a 0-variable is excluded. The equations of communication
for unlimited variables are remembered, and corresponding lines do not participate in the further analysis. As a
result of transformations the table containing the initial basic decision, has the following appearance (tab. 11.10).

At following stages of the decision of a problem the part of the table allocated with a dashed line is analyzed
only. In the received basic decision independent variables are equated to zero, and basic variables and form Z appear
equal to corresponding free members, i.e.

x1=0, .., x,=0=0,.,5=0 (11.11)
Control questions
1. Search of the initial basic decision
2. Non-negative, independent variables
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LECTURE MATERIALS
Lecture Nel.
Introduction. The cores concept about algorithmization of computing methods.
The purpose: Formation of knowledge, skills on studying of bases of algorithmization, the basic
properties of algorithm and classification of computing methods.
The plan:

1. Classification of computing methods.
2. Preparation of problems for the personal computer decision.
3. Properties of algorithm.
4. Classification of algorithms.

Given a lecture course it is written according to the program on discipline «Algorithmization computing
methods», studied by students of technical colleges. The lecture course is covered by following sections of the
program: on concept linear mopmuposantoro spaces; methods of the numerical decision of systems of the linear
equations; methods of the numerical decision of the nonlinear equations and systems; root-mean-square approach of
functions; interpolation functions; numerical differentiation and integration; the numerical decision of the ordinary
differential equations; numerical methods of search of an extremum of functions of one and several variables. In
each theme necessary theoretical data (the basic theorems, definitions, formulas, various computing methods etc.)
are resulted And also the examples illustrating application of described methods. Besides, there are exercises for the
independent decision and answers to them. Appendices contain block diagrammes of computing algorithms and
texts of programs for the considered numerical methods on algorithmic languages PASCAL.

The main objective a lecture course — to help development of practical skills in students with application
of numerical methods. Each theme contains: computing algorithm; theoretical substantiations of its application;
conditions of the termination of computing process; the examples in full or in part executed "manually”; exercises
and answers to them; the appendix, in which the considered computing algorithm is presented in the form of the
block diagramme and texts of programs on four (sometimes — on five) algorithmic languages.

Authors hope that mastering by numerical methods will be promoted also by a considerable quantity of in
detail solved examples, and also exercises for independent work. It is necessary to notice that often various
computing algorithms are illustrated by the same examples. Besides, for many examples considered in the book
analytical decisions to which it is possible to compare the found numerical decisions are known. Coincidence of the
results received in the different ways, is additional, evident argument of applicability of this or that numerical
method. At last, the help in practical application of numerical methods will be rendered by appendices to the given
book. In them block diagrammes and texts of 95 programs (with comments) on algorithmic languages used in
educational practice are resulted. The material stated in appendices can be applied not only at studying of numerical
methods, but also as the ready applied programs which work is checked up in program environments of firms
BORLAND and MICROSOFT for personal computers.

The present a lecture course is intended for students of the higher technical educational institutions. It can
appear also to useful teachers, engineers and the science officers using in the activity computing methods.

Algorithmization basis. The basic properties of algorithm

Process of preparation and the decision of problems on the personal computer is while difficult enough and
labour-consuming, demanding performance of variety of stages. Such stages are:

1) problem statement;

2) the mathematical formulation of a problem;

3) a choice of a numerical method of the decision;

4) working out of algorithm of the decision of problems;

5) a program writing;

6) input of the program and the initial data;

7) program debugging;

8) the problem decision on the personal computer;

The given sequence is characteristic for the decision of each problem. However in the course of problem
preparation each stage can have more and less expressed character. Performance of stages in the course of problem
preparation has character of consecutive approach as problem specification at the subsequent stage leads to necessity
of return to the previous and repeated performance of the subsequent stages.

Let's consider more in detail performance of works at each stage in the course of preparation of a problem
for the decision.

Problem statement defines the purpose of the decision of a problem, opening its maintenance. The problem
is formulated at level of professional concepts, should be correct and clear to the executor (user). Mistake directed
by a problem, found out on the subsequent stages, will lead to that work on preparations of a problem for the
decision should begin from the very beginning.

At problem statement the ultimate goal is found out and the general approach to the problem decision is
developed. It is found out, how many decisions the problem has and whether has them in general. The general
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properties of the considered physical phenomenon or object are studied, possibilities of the given programming
system are analyzed.

The mathematical formulation of a problem carries out formalisation of a problem by its description by
means of formulas, defines the list of the initial given and received results, entry conditions, accuracy of calculation.
The mathematical model of a solved problem is in essence developed.

Choice of a numerical method of the decision. In some cases the same problem can be solved by means of
various numerical methods. The method choice should be defined by many factors, basic of which accuracy of
results of the decision, time of the decision for the personal computer and volume of operative memory are. In each
specific case as criterion for a choice of a numerical method accept any of the specified criteria or some integrated
criterion.

In simple problems the given stage can be absent, as the numerical method is certain by the mathematical
formulation of a problem. For example, calculation of the area of a triangle under the formula of Gerona, roots of a
quadratic, etc.

Working out of algorithm of the decision of a problem. At the given stage the necessary logic sequence of
calculations taking into account the chosen numerical method of the decision and other actions with which help
results will be received is established.

Algorithm — some final sequence of instructions (rules) defining process of transformation of the initial and
intermediate data as a result of the decision of a problem.

The program writing is carried out on the developed algorithm by means of the programming language.

Input of the program and the initial data is carried out by means of the personal computer keyboard.

Debugging of programs represents process of detection and elimination of syntactic and logic errors.

The problem decision on muxpo the personal computer is usually spent with a dialogue mode. In this mode
the user by means of the personal computer keyboard can carry out input of the program and its updating, program
translation (transfer from the programming language on machine), correction syntactic and logic errors at
debugging, reception on an exit of results and the auxiliary information necessary for management by work of the
personal computer.

Technology OREG.
= O - state the opinion.
= R —produce one reason of the opinion.
= E - give an example for the explanatory of the reason.
= G- generalise the opinion.
Question for OREG: what properties algorithms should possess?

Use of computers as executors of algorithms shows a number of requirements to algorithms. Unlike people,
the computer can carry out only precisely certain operations. Therefore machine algorithms should possess
following properties:

Step-type behaviour
Clearness;
Unambiguity
Mass character.
Productivity.
Finiteness
Correctness
That the executor has managed to solve the problem set for it, using algorithm, it should be able to follow
its each instructions. Differently, he should understand a management essence. That is at algorithm drawing up it is
necessary to consider "game rules"”, i.e. system of instructions (or system of commands) which understands the
computer. For example, at the decision of any problem the student used the reference to functions sin x (it is
trigonometrical function) and to function of Bessel (it is cylindrical function), but the computer (as well as the
reader, probably) does not understand last. It is not provided by founders of the given class of cars. Hence, (as a
whole) the car will not understand algorithm. We will speak in this case about "clearness” of algorithm.

As "CLEARNESS" of algorithms understand instructions which are clear to the executor.

Being clear, the algorithm should not contain nevertheless the instructions which sense can be perceived
ambiguously. These properties instructions and instructions which are made for people often do not possess. For
example: in the recipe of preparation of an omelette resulted above it is told: "to Break in this mix of 3 eggs and all -
it it is good to shake up a spoon”. At household level to us it is clear that it is a question of three eggs (and what
else! - you will tell). But eggs can be both pigeon, and duck, and even ostrich's (all sharply differ on size from each
other). Ambiguity here "has obviously crept in". Or type instructions: "to salt to taste","to fill two-three spoons sugar
to sand","has received an estimation 4 or 5","to fry to readiness"""dig from a fence till a dinner" cannot to meet in
algorithms. It is obvious that clear in certain situations for the person of the instruction of this kind can stump the
computer.

Or we will recollect a parable known for all an imperial will. The tsar has ordered subordinated to execute
such decree: "to Execute it is impossible to pardon”. He has forgotten to put a comma in the decree, and

Noogokr~wbdRE
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subordinates did not know that by it to do. "It is impossible to execute instructions, to pardon” and "to execute, it is
impossible to pardon” set absolutely different actions on which human life depends.

Besides, in algorithms such situations when after performance of the next instruction of algorithm to the
executor it is not clear what of them should be carried out on a following step are inadmissible.

UNAMBIGUITY of algorithms is understood as uniqueness of interpretation of rules of performance
of actions and an order of their performance.

As we already know, the algorithm sets full sequence of actions which it is necessary to carry out for the
problem decision. Thus, as a rule, for performance of these actions them dismember (break) in certain sequence into
simple steps. There is an ordered record of set of accurately divided instructions (instructions, commands), forming
npepbiBHyto (Or as speak, discrete) algorithm structure. To execute actions of the following instruction it is possible
only having executed actions previous.

Programming is a process of decomposition of a challenge on a number of simple actions.

As STEP-TYPE BEHAVIOUR understand possibility of splitting of algorithm on the separate
elementary actions which performance by the person or car does not raise the doubts.

It is very important, that the made algorithm provided the decision not one private problem, and could carry
out the decision of a wide class of problems of the given type.

For example. It is necessary to solve a concrete quadratic h4 - 4x+3=0. But after all it is possible to make algorithm
of the decision of any quadratic of a kind: ax’ + bx + with =0.

Really, for a case when = b? - 4ac> 0, quadratic roots it is possible to find discriminant D under known
formulas.

If D <0 the valid roots do not exist. Thus, this algorithm can be used for any square at an alignment. Such
algorithm will be

As FINITENESS of algorithms understand end of work of algorithm as a whole for final number of
steps.

Still it is necessary to carry PRODUCTIVITY to desirable properties of algorithms, she assumes that
performance of algorithms should come to the end with reception of certain results.

Similar situations in computer science arise, when no actions can be executed. In the mathematician such
situations name uncertainty. For example, division of number into a zero, extraction of a square root from a negative
number, and concept of infinity vaguely. Therefore, if the algorithm sets infinite sequence of actions in this case it
also is considered result uncertain. But it is possible to operate in another way. Namely: to specify the reason of
uncertain result. In that case, "it is impossible to divide type explanatories into a zero", "the computer to execute
such not in a condition", etc. it is possible to consider as result algorithm performance.

Thus, property of productivity consists that in all "cases it is possible to specify that we understand as result
of performance of algorithm.

And last general property of algorithms - their correctness. We say that algorithm CORRECT if its
performance sings correct results of the decision of tasks in view.

Accordingly we say that the algorithm CONTAINS ERRORS if it is possible to specify such admissible
initial data or conditions at which performance of algorithm either will not come to the end in general, or will not be
received any results, or the received results will appear wrong.

On used structure of management of computing process algorithms classify as follows: linear structure;
branching structure; cyclic structure; with structure of the enclosed cycles; the mixed (combined) structure.

For an illustration of algorithms of any structure the simple mathematical formulations of problems
accessible to the pupil of any trades are used. For the decision of such problems in many cases it can appear
inexpedient use of the personal computer, however consideration of ways of their programming makes sense, as
they are a component more challenges.

At the decision any more or less the challenge can take place some the various algorithms leading to
reception of result. It is necessary to choose the best from all possible algorithms in sense of some criterion.

Algorithm of linear structure — algorithm in which all actions are carried out consistently one after another.
Such order of performance of actions is called as natural.

Algorithm of branching out structure — algorithm in which depending on performance of some logic
condition computing process should go on one or other branch.

Algorithm of cyclic structure - the algorithm containing repeatedly carried out sites of computing process,
named cycles.

Algorithm with structure of the enclosed cycles — the algorithm containing a cycle in which are placed one
or other several cycles. There are many ways of record of the algorithms different from each other by presentation,
compactness, degree of formalisation and other indicators.

The greatest distribution was received by a graphic way and a so-called algorithmic language of record of
the algorithms, focused on the person (pseudo-codes).

Graphic record of algorithm should will be executed according to state standards. (roct 19.002-80"schemes
of algorithms and programs. Performance rules»; roct 19.003-80"scheme of algorithms and programs. Designations
conditional and graphic»).

The algorithm scheme represents sequence of the blocks ordering
Performance of certain actions, in communication between them.
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The name Symbol (drawing) Carried out function (explanatory)

1. The block of Carries out computing action or group of actions

calculations

2. The logic block Choice of a direction of performance of algorithm
O depending on a condition

3. Input/conclusion blocks / / Input or output of the data without dependence from the

physical carrier

Conclusion of the data to the printer

4. The Beginning/end
(input/exit)

The beginning or the program end, input or exit in the
subroutine

5. The predetermined Calculations under the standard or user subroutine

process

7. A connector Communication instructions between the interrupted lines

within one page

8. An interpage connector Communication instructions between parts of the scheme

located on different pages

6. The updating block @ Performance of the actions changing points of algorithm

Rules of construction of block diagrammes:
1. The Block diagramme is built in one direction either from top to down, or from left to right
2. All turns of connecting lines are carried out at an angle 90 degrees
Algorithmic design of branching.
Branching - operating structure, opranusyromias performance only one of two specified actions depending
on justice of some condition.
Condition - a question having two variants of the answer: yes or not. Branching record is carried out in two
forms: full and incomplete.

The full form: The incomplete form:
+ - +
VIOBHE
WCOIOBHME
oercTEMe 1 OelcTEHe 1! -
OEHCTEHE 1
OeHCTBHE 2 OelcTEHe 2
[ 1 "
.......... OIEeHCTEHE 2
| |
OEMCTEHME I OIeHCTEHE '

I | ] |
OeHCTEME h

YCIOBHE

OeHCTEME 1 OeicTEH:e 1
I ]

WCIIOBHE

oeHcTErE 1
[
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Example: to find least of three numbers.
1 variant of the decision:

HAYAI0

2 variant of the decision:

HAauaIo
=a

I

ROHELT

Algorithmic design of a cycle.
Cycle - operating structure, orginized repeated performance of the specified
action.

ITMELIIE

Cycle "while":

-]

\

& HEeMSBECOTHER MO IOM

T

o MSBECTHHM WHOIIOM

WCOIOBRHE

IOBTODOE IOBTODOE
/ \ / \ OeHcTBEHE 1
C OpenycAaoBMeM C IOOCTYCI0BMENM "N opas™ nona mesxgono I

Cycle performance "while" begins with condition check, therefore such version of cycles names cycles with
a precondition. Transition to action performance is carried out only in the event that the condition is carried out,
otherwise there is an exit from a cycle. It is possible to tell that a cycle condition "while" is a condition of an input in
a cycle. In that specific case it can appear that action was not carried out never. The cycle condition is necessary for
picking up so that actions carried out in a cycle have led to infringement of its validity, differently there will be a
cycling.
Cycling - infinite repetition of carried out actions. Cycle "to™:

|...—

nelncTeEHe 1

< gorome >
FCIAOBHE

Cycle execution begins with action performance. Thus the cycle body will be realised at least once. After
that there is a condition check. Therefore a cycle "to" name a cycle with a postcondition. If the condition is not
carried out, there is a return to performance of actions. If the condition is true, the exit from a cycle is carried out.
Thus the condition of a cycle "to" is a condition of an exit. For cycling prevention it is necessary to provide the
actions leading to the validity of a condition.

Technology «the Questionnaire for a feedback»
That I have understood, what That it was pleasant to me, has
have understood caused interest

That | have remembered
on employment
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Control questions
List stages of preparation of problems for the decision on the computer.
What properties of algorithm in you know?
The basic classification of algorithms.
Give definitions of algorithms of branching out and cyclic structure.
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Lecture Ne2.
Algorithmization of the numerical decision of the algebraic and transcendental equations.
A method branch of roots and a method half divisions.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. A method branch of roots
2. A method half divisions

1. Methods of branch of roots

The description of a method of the decision of branch of roots
The numerical decision of the nonlinear equations of a kind
F(x)=0 )
consists in a finding of values x, satisfying (with the set accuracy) to the given equation and consists of following
basic stages:
Branch (isolation, localisation) equation roots.
Specification by means of some computing algorithm of the concrete allocated root with the set accuracy.
The purpose of the first stage is the finding of pieces from a function range of definition in which one root
of the solved equation contains only. Are sometimes limited to consideration only any part of the range of definition
causing for those or other reasons interest. For realisation of the given stage graphic or analytical ways are used.
At end of the first stage, intervals should be defined, on each of which one root of the equation contains
only.
Any iterative method consisting in construction of numerical sequence x, usually is applied to specification
of a root with demanded accuracy (k=0,1,2, ...), converging to a required root x the equations.
Analytical way of branch of roots
The analytical way of branch of roots is based on following theorems:
The theorem 1. If function F (x), defining equation F (X) =0, on the piece ends [a; b] accepts values of different
signs, i.e.
(a)*F(b)<0,

that on this piece contains, at least, one root of the equation.

The theorem 2. If function F (X) is strictly monotonous, a root on [a; b] the unique
(F’(2)*F’(b)>0).

For branch of roots in the analytical way the piece [A; B], drawing 1 on which there are all roots of the
equation interesting the calculator. And on a piece [A; B] function F (x) should be defined, continuous and
()*F(b)<0.

Further there are all partial pieces [a; b], containing on one root.
Are calculated value of function F (x), since a point x=A, moving to the right with some step h. If
(X)*F(x+h)<0,

That on a piece [x; x+h] there is a root and if function F (x) also is strictly monotonous, a root unique. If F (x,) =0, a
Xg-exact root.

Graphic way of branch of roots

The graphic way of branch of roots is based, basically, on visual perception. The branch of roots is made
graphically, considering that the valid roots of the equation (1) is there are points of intersection of the schedule of
function y=F (x) with an axis of abscisses y=0, it is necessary to construct the function schedule y=F (x) and on axis
0X to note the pieces containing on one root. But it is frequent for simplification of construction of the schedule of
function y=F (x) the initial equation (1) replace with the equation equivalent to it f;(x) =f,(x). Schedules of functions
y.=F; (X) and y,=f, (x) Further are under construction, and then on axis 0X the pieces localising abscisses of points
of intersection of two schedules are marked.
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y=F(x)

Drawing 1. - a piece Choice

Numerical methods of specification of roots

After the required root of equation F (x) =0 is separated, i.e. the piece [a, b] on which there is only one
valid root of the equation is defined, there is an approached value of a root with the set accuracy.

Root specification can be made various methods.

The decision in system MathCad

Problem: to Solve the nonlinear equation 5SIN2x = 1-x (1) numerical method of tangents. We will
find and is investigated four roots with accuracy e = 0,000001.

The decision

Let's construct in program Mathcad the function schedule

Let's preliminary transfer all to the left part and we will lead to a kind (1) then the equation will become:

fix) = 5-sin(2-%) -1 - x

And the schedule of function constructed in program Mathcad, will become presented on drawing 4.
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Drawing 4. - the function Schedule in system Mathcad
Under the schedule we define quantity and localisations of roots of the equation.

Let's find equation roots
5sin2x =+/1-x
with the set accuracy e = 0,000001

() = 5sin(2:X) — /1 - >
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o 09 T toot(f() ,x,0.05,0.2) = 0.095679
U;}f """""""" i
-0 I 1
805 01 015 02
X
19 i3
£(x)
g0
T root(f(x) ,x,-1.9,-1.7) = -1.739493
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-185 -18 =175

root(f(x) ,x,-3,-2.5) = -2.937543

-54. -438

root(f(x) ,x,~5.4,-48) = -4967616

2. A method half divisions

Let's consider the equation (1):

F(x)=0,

Where function F(x) — is continuous and defined on some piece and Fla)F(b) <0.
The last means that function F (x) has on a piece at least [a, b] one root. We will consider a case, when a root
on a piece the unique [a, b].

a+b a+b a+b

52, A2
We halve a piece. If 2 ,isa 2 root of the equation (1). If 2 , it is considered
that half of piece on [a, b] which ends function F (x) has different signs. New, narrower piece [a;, b;] again we
halve and it is spent on it the same consideration etc. As a result on some step we will receive or exact value of a

[a5,1a5b,] o1 [@,00,] s et that

root of the equation (1), or sequence of the pieces enclosed each other

F(a)F(b,)<0, (n=1,2,..) )
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and

bh—a
U n 2 I (10)

The left ends of these pieces form the % *“2+=+ % > monotonous (not decreasing) limited sequence, and the

right ends - the bisby s by monotonous (not increasing) limited sequence. Therefore owing to equality (10)
there is a general limit

£=lima, =limb,.

PP =t TS Tk

)
F(&)l £0.
Passing in (9) to a limit at n—>%0 owing to a continuity function F(x) nomyunm: [ {‘f]] From

here i.e F{é‘) =0 *lisa ‘f root of the equation (1).
In practice process (10) is considered finished, if

a
b.l'] - arr = _; 5 E
(11)
Where & — the set accuracy of the decision.

Technology «the Questionnaire for a feedback»
That | have remembered | That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. A method branch of roots

2. A method half divisions

http://math.semestr.ru/optim/secant_method.php Online the decision
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Lecture Ne 3.
Algorithmization of the numerical decision of the algebraic and transcendental equations.
Method a chord and Newton's method.
The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. A method the Chord
2. Newton's method

1. A method the Chord (a method of proportional parts)
Again we will address to the equation (1):

F(x)=0,
Where function F(x) — is continuous and defined on some piece and [4-P] Fla)F(®)<0.

There is faster way of a finding of the isolated root of the equation ¢ (1) lying on a piece [a.5] we will assume for

definiteness that Instead of F(@<0 u F(b)>0. piece division half-and-half (4], we will divide it in the relation It
Fla):£(b). gives the first approach of a rootypasuenust:

X, = cr—&{b—al
F(b)—F(a) (12)

Then we consider pieces[®%11[%:21 we will choose that from them on which ends function F (x) has

different signs, we will receive the second approach of a root of the equation etc 2 until then yet we will not reach

X,

ntl 'Tn

g, T10e &
set accuracy of the decision. Geometrically this method is

.‘L‘"

inequality performance — the
equivalent to replacement curve y= F (x) a chord spent at first through points Ala,F(a)] n B[b, F("")], and then

the chords spent through the ends of received pieces ([%-21:[¥2:81s- 1%, fig 2 From here the name — a method
of chords.

.“

Fib)

O o o v e e e e e

Fig. 2. Geometrical representation of a method of chords.

2. A method of tangents (Newton)

For realisation of the given method, it is necessary to construct initial function y=F (x) and to find values of
function on the end of piece F (b). Then to spend a tangent through point M;. The absciss of a point of intersection
of a tangent with axis OX it also is the approached root x;. Further to find point M, (x3; F (x.)) to construct the
following tangent and to find the second approached root x, etc., drawing 2.
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Drawing 2. - the Choice of points of a contact

The formula for (n+1) looks like approach:
I LY
n+l ® F r(xmj
3
If F (a) *F "(a)> 0, x0=a, otherwise xy=b.
Iterative process proceeds until it will be revealed that:

|F|:x:v¢+1 = E:'| (4)

Advantages of a method: simplicity, speed of convergence. Method lacks: calculation of a derivative and
difficulty of a choice of initial position.
f(a)- f"(@) >0

At first function analyzes the end and a piece [a; b]. If the condition , the end and a

piece f(a)-f"(a)>0 [a; b] also will be the first approach x; the equation root, differently the end b a piece [a b]
will be the first approach of a root of the equation;. Iterative process which proceeds until Further begins

[f(xD)|>e foa)<e

. As soon as iterative | process stops, and in x1coxepxwutcs a required root with necessary

approach.
Technology «the Questionnaire for a feedback»
That | have remembered | That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. A method the Chord
2. Newton's method
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Lecture Ne 4.
Algorithmization of the numerical decision of the algebraic and transcendental equations.
A method of iteration and a method of secants.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. A method of simple iteration
2. A method of secants

1. A method idle time of iterations (a method consecutive approximation)

It is said that iterative process converges, if at performance of consecutive iterations values of the roots turn
out, all is closer and closer coming nearer to exact value of a root. Otherwise iterative process is considered the
dispersing.

Let's copy for convenience the equation (1) in a kind:

X= )(I:l‘]a ©)

That it is possible to receive by replacement; £(¥)= x—f(x)

Let — %o zero approach, i.e. the initial approached value of a root of the equation (3). Then as the following,
1%, approach we will accept

x, = f(x),
The following, 2nd, approach will be
X, = ,f‘(-":| ).
Etc., as n™ approach we will accept
xr[ = .-'F('rrr—l )'

(4)

Y+ true decision of the equation (3) at unlimited

Here there is a main point: whether comes nearer to the
increase n? Differently, whether iterative process (4) converges?

Conditions convergence of a method of iterations [2]: if at all values calculated *+ in the course of (4)
decisions of a problem:

1) iterative Feof<1 Process converges;
2) iterative /'Cof>1 process disperses.

If the derivative in -/ (*)some points on the * module is less 1, and in other points — */ it is more 1 anything
the iterative process defined about convergence it is impossible to tell. It can both to converge, and to disperse.

If iterative process disperses, the reason of it often is the unsuccessful choice of zero approach. So, on fig. 1 it
is shown that the choice of zero approach essentially influences convergence of iterative process. It directly is

connected with, whether there is a zero approach in *o area where conditions of convergence of iterative process are
satisfied.
2. A method of secants

In numerical analysis, the secant method is a root-finding algorithm that uses a succession
of roots of secant lines to better approximate a root of a function f. The secant method can be
thought of as a finite differenceapproximation of Newton's method. However, the method was
developed independently of Newton's method, and predates it by over 3,000 years.

The method[edit]

The secant method is defined by the recurrence relation

As can be seen from the recurrence relation, the secant method requires two initial
values, X, and x;, which should ideally be chosen to lie close to the root.
Derivation of the method[edit]

Starting  with initial  values Xp,and X;, we  construct a line through the

points (X, f(X,)) and (X, f(X,)), as demonstrated in the picture on the right. In slope-intercept form,
this line has the equation

{\displaystyle y={\frac {f(x_{1})-f(x_{Op)Hx_{1}-x_{O0}}(x-x_{1})+f(x_{1})}
We find the root of this line — the value of X such thaty = 0 — by solving the following equation
for X:
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https://en.wikipedia.org/wiki/Function_(mathematics)
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{\displaystyle 0={\frac {f(x_{1})-f(x_{0})HKx_{1}-x_{O}}(x-x_{1H+f(x_{1}}
The solution is

{\displaystyle x=x_{1}-f(x_{1}H{\frac {x_{1}-x_{O}Hf(x_{1})-f(x_{ONH}}}

We then use this new value of X as X, and repeat the process using X; and X, instead of X, and X;.
We continue this process, solving for X, X4, etc., until we reach a sufficiently high level of precision (a
sufficiently small difference between X, and X, ).

(\displaystyle x_{2}=x_{1}-f(x_{LD{\frac {x_{1}-x_{OI{f(x_{1}-f(x_{ON}}
(\displaystyle x_{3}=x_{2}-f(x_{2D{\frac {x_{2}-x_{LIHf(x_{2D-fx_{1N}}
{\displaystyle x_{n}=x_{n-1}-f(x_{n-1}){\frac {x_{n-13-x_{n-2}4f(x_{n-1})-f(x_{n-

2hHi}
Convergence[edit]

The iterates {\displaystyle x_{n}} of the secant method converge to a root
of {\displaystyle f} , if the initial values {\displaystyle x {0}} and {\displaystyle

x_{1}} are sufficiently close to the root. The order of convergence is a, where

{\displaystyle \alpha ={\frac {1+{\sqrt {5}}}{2}}\approx 1.618}
is the golden ratio. In particular, the convergence is superlinear, but not quite quadratic.

This result only holds under some technical conditions, namely that {\displaystyle f} be
twice continuously differentiable and the root in question be simple (i.e., with multiplicity 1).

If the initial values are not close enough to the root, then there is no guarantee that the secant
method converges. There is no general definition of “close enough”, but the criterion has to do with

how "wiggly" the function is on the interval {\displaystyle [~x_{0},~x_{1}~]} . For example,
if {\displaystyle f} is differentiable on that interval and there is a point where {\displaystyle
{\prime }=0} on the interval, then the algorithm may not converge.

Comparison with other root-finding methods[edit]
The secant method does not require that the root remain bracketed like the bisection
method does, and hence it does not always converge. The false position method (or regula falsi)
uses the same formula as the secant method. However, it does not apply the formula

on {\displaystyle x_{n-1}} and {\displaystyle x_{n-2}} , like the secant method, but
on {\displaystyle x {n-1}} and on the last iterate {\displaystyle x_{k}} such

that {\displaystyle f(x_{k})} and {\displaystyle f(x_{n-1})} have a different sign. This
means that the false position method always converges.

The recurrence formula of the secant method can be derived from the formula for Newton's
method

{\displaystyle x_{n}=x_{n-1}-{\frac {f(x_{n-1})K{\prime }(x_{n-1}}}}

by using the finite difference approximation
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{\displaystyle f\prime }(x_{n-1})\approx {\frac {f(x_{n-1})-f(x_{n-2})}{x_{n-1}-x_{n-
21

The secant method can be interpreted as a method in which the derivative is replaced by an
approximation and is thus a Quasi-Newton method. If we compare Newton's method with the secant
method, we see that Newton's method converges faster (order 2 against a = 1.6). However,

Newton's method requires the evaluation of both {\displaystyle f} and its
derivative {\displaystyle f*\{\prime }} at every step, while the secant method only requires
the evaluation of {\displaystyle f} . Therefore, the secant method may occasionally be faster

in practice. For instance, if we assume that evaluating {\displaystyle f} takes as much time as
evaluating its derivative and we neglect all other costs, we can do two steps of the secant method
(decreasing the logarithm of the error by a factor o? = 2.6) for the same cost as one step of Newton's
method (decreasing the logarithm of the error by a factor 2), so the secant method is faster. If
however we consider parallel processing for the evaluation of the derivative, Newton's method
proves its worth, being faster in time, though still spending more steps.
Generalizations[edit]

Broyden's method is a generalization of the secant method to more than one dimension.

The following graph shows the function f in red and the last secant line in bold blue. In the graph,
the x-intercept of the secant line seems to be a good approximation of the root of f.
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x1=x1-(x1-x0)*f(x1)/(f(x1)-f(x0)); (Final formule)

#include <iostream>
#include <cstdlib>
#include <cmath>

using namespace std;

double f(double x) { return cos(x)-x+1; } /@yHKUMSs, HYJId KOTOPOM HIIIEM

int main() {
double tmp,x0,x1,eps;
int N=0;

cout<<"eps=";

cin>>eps; //TouHOCTH

cout<<"x0=";

cin>>x0; //TlepBoe HaYaIbHOE MPHOIMKEHHUE
cout<<"x1=",
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cin>>x1; //Bropoe HayaabHOE NPUOIIHKEHHE

while(fabs(x1-x0)>eps) { //Beibpan ocranos |X[n]-x[n+1]|<eps
tmp=x1;
x1=x1-(x1-x0)*f(x1)/(f(x1)-f(x0));
X0=tmp;
N++;
}
cout.setf(ios::scientific);
cout<<endl<<endl<<"x="<<x1<<endl<<"N="<<N<<endl;

cin>>N;
return O;
Technology «the Questionnaire for a feedback»
That | have remembered | That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. A method of simple iteration
2. A method of secants

http://hostciti.net/calc/matematika/secant-method.html
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Lecture Ne 5.
Algorithmization of the numerical decision of system of the algebraic and transcendental equations. A
method of Gauss.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. The decision of system of the linear equations a method of Gauss
2. A method of Gauss with a choice of the main element
3. An error estimation at the decision of system of the linear equations

1. The decision of system of the linear equations a method of Gaussa

Problems of approximation of function, and also set of other problems of applied mathematics of m of
computing physics are reduced to problems about the decision of systems of the linear equations. The most universal
method of the decision of system of the linear equations is the method of a consecutive exception of the unknown
persons, Gaussa nhamed a method.

For an illustration of sense of a method of Gaussa we will consider system of the linear equations:

4%, —9X, +2X; =2
2%, —4X, +4X; =3
— X, +2X, + 2%, =1

o))

This system we will write down in a matrix kind:
4 -9 2)x 2
2 -4 4|x,|=|3
-1 2 2)x 1 @)
As it is known, both members of equation it is possible to increase by nonzero number, and also it is
possible to subtract another from one equation. Using these properties, we will try to result a matrix of system (2) in
a triangular kind, i.e. to a kind, when below the main diagonal all elements — zero. This stage of the decision is

called as a forward stroke.
On the forward stroke first step we will increase the first equation on 1/2 and we will subtract from the

second then the variable will be excluded from the Xy second equation. Then, we will increase the first equation on-
1/4 and we will subtract from the third then the system (2) will be transformed to kind system:

4 -9 2Yx) (2
0 05 3 |x,|=|2

0 -025 25) x, 1.5 @)

On the second step of a forward stroke from the third equation it is excluded X2, i.e. from the third
equation it is subtracted the second, increased, on-1/2 that results system (3) in a triangular kind (4)

4 -9 2Y\x 2
0 05 3|x,|=| 2
0 0 4)x, 2.5

(4)
System (4) it is copied in a habitual kind:
4%, —9X, +2X; =2
0.5X, +3x, = 2
4%, =25 5)
Now, from system (5) we can find the decision upside-down, i.e. at first we find from the third equation
2-3X,
=0.625 TR ; : 2= o5 0% T~ Xy X3 &
X, =0825 fyrther, substituting in the second equation, we find 0.5 . Substituting and “2 inthe " first
¥, =0.75 € %% system (5) name reverse

equation of system (5), we find
motion.

Now, on the basis of the considered example, we will make the general algorithm of a method of Gaussa
for system:

. A finding of the decision from
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X +a,X, +..+a, X, =b

1n*n

Ay X, +auX, +..+8,, X, =h,

2n"*n

A X +a,X, +..+a,X, =D,

(6)
The method of Gaussa consists of two stages:
The forward stroke — when a matrix of system (6) is led to a triangular kind;
Reverse motion — when unknown persons upside-down, i.e. in sequence are consistently

Xy X 4y X 5y X
calculated; “n’ “n-1? ©n-2 1

Forward stroke: for reduction of system (6) to a triangular kind, the equations with nonzero factors at a

variable are rearranged X1 so that they were above, than the equations with zero factors ail. Further, we subtract
the first equation multiplied on a,,/a,; , from the second equation, we subtract the first equation multiplied

ona,, /a,, , from the third equation etc. in general, we subtract the first equation multiplied on @, /a,; , from i - ro

the equations at =2, n, if . Owing to this procedure, we have nulled all factors at a variable in
the equations, since the second, i.e. the system (6) becomes:

X, +a,X, +..+a,,X, =b;

1n*n

3y #0 X1 each of

ayX, +..+ay, X, =b,
anX, +...+a5,X, =b;

Ay Xy o+ 8 X, =Dy

@)
Further, we apply tyxe the procedure, to the equations of system (7), since the second equation, i.e. the
first equation is excluded from "game". Now we try to null factors at a variable X , since the third equation etc., yet

we will not lead system to a triangular kind. If det A= 0, the system is always led (theoretically triangular kind. It
is possible to present the general algorithm of a forward stroke in a kind:

k=1n-1
i=k+1n
l i

Ay
b, « b, —1,b,
j=1n
a; < q; _Iikakj

(@)

Reverse motion: we calculate unknown persons under formulas:

n

Xn <«
ann
k:n_l,n_z,...,l (9)
n
b, — > ayx,
j=k+1
Xk <«
Ay

The remark: for calculation of a determinant of system it is possible to use the triangular form of the
received matrix then the determinant of this matrix is equal to product of diagonal elements, i.e.

n
detA=T[a,
i=1 (10)
2. A method of Gaussa with a choice of the main element
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The method of Gaussa is so universal that for some systems almost "bad" results turn out, various artful
ways out therefore are developed. In a case when some factors of a matrix of system are close among themselves, as
it is known relative errors strongly increase at subtraction, therefore the classical method of Gaussa gives the big
errors. To bypass this difficulty, try to choose in a forward stroke of Gaussa that equation at which the factor at is

X

maximum “1 and as basic "player" choose this equation, thereby bypassing difficulties of subtraction of close

numbers (if it is possible). Further, when it is necessary to null all factors of a variable XZ, except one equation —

this special equation again choose that equation at which factor at maximum X

triangular matrix.
Reverse motion occurs the same as and in a classical method of Gaussa.
3. An error estimation at the decision of system of the linear equations
To estimate errors of calculations of the decision of system of the linear equations, we need to enter
concepts of corresponding norms of matrixes.

2 etc., yet we will not receive a

First of all, we will recollect three most often used norms for a vector U :
n

Jal, = 2_Jui]

i1 (11)
Jal, = 2l
il (Euklyde norm) (12)

n
], =Tim &2 Juil” = maxu
P ¥ isl L<i<n (Chebyshev norm) (13)

For any norm of vectors it is possible to enter corresponding norm of matrixes:

A =sup!®l_supja
Al =sup” i =suplad
u=0 Jul=1 (14)
Which is co-ordinated with norm of vectors in the sense that
[u <[4l o] )
It is possible to show that for three norms of a matrix resulted above cases are set A by formulas:
n
[A, = max >_[au]
I<k<n =1 (16)
|Al, = maxe:
1<i<n a7
n
|Al = maleaakl
I<isn k=1 (18)

Where - iare singular matrix numbers A ie. these are positive values of square roots - V # matrixes
T
(A" - Awhich is the is positive-defined matrix, at €t A# 0y

. . o =4
For material symmetric matrixes -
Absolute error of the decision of system:

A .
where - 1 own numbers of a matrix A

AX+b (19)
Where -a A system matrix, - the b matrix of the right parts, is estimated by norm:
A= ”AX - b” (20)
The relative error is estimated under the formula:
A
0 =i
H o
X|[#0
Where ” ” .
Technology «the Questionnaire for a feedback»
That | have remembered | That | have understood, what That it was pleasant to me, has
on employment have understood caused interest
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Control questions
1. The decision of system of the linear equations a method of Gauss
2. A method of Gauss with a choice of the main element
3. An error estimation at the decision of system of the linear equations

http://matematikam.ru/solve-equations/sistema-gaus.php
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Lecture Ne 6.
Algorithmization of the numerical decision of system of the algebraic and transcendental equations. Iterative
methods of Jacoby and Seidel.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:

1. Iterative methods of the decision of systems of the linear equations

2 Method of simple iteration of Jacoby

3. A method of Gauss-Seidel

1. Iterative methods of the decision of systems of the linear equations

Let's consider system of the linear equations which badly dares methods of Gaussa. We will copy system of

the equations in a kind:

X=Bx+c 22)

Where - the B set numerical matrix N of th order, - the ¢ € R" set constant vector.
2 Method of simple iteration of Jacoby

A i A A XO Rn o XO Rn
This method consists in the following: any vector (X € initial approach) gets out € R and the
iterative sequence of vectors under the formula is under construction:

x® =Bx"Y+c neN 23)
Let's result the theorem giving a sufficient condition of convergence of a method of Jacoby.

The theorem. If|| Bll<1
(23) converge to the decision.

It is easy to notice that this theorem is simple generalisation of the theorem of the compressed displays
studied by us earlier for single-step iterative process in a general view. All estimations received earlier, are
transferred and for system of the equations, a difference only in concepts of corresponding norms. Generalising a
method of simple iteration of Jacoby for a case of system of the equations:

Ax=b (24)
We build algorithm of the decision:

, the system of the equations (22) has the unique decision and X=¢ iterations

We copy the equation (24) in a homogeneous kind and it is multiplied by a constant - A which further we
will find from conditions of convergence of iterative process:

A-(Ax—b)=0 25)
We add to X both parts (25) and it is received:
X=X+ A(AX—Db) = p(x, 1)

We build the iterative formula of Jacoby:
X" = x™ 4 7 (AX™ —b)

(26)

@7)

Where a constant it is found 4 from conditions of convergence of iterative process (27) which in this case
looks like:

o (x©, 4)| <1 (28)

Where - a @(X, A) vector function from (26) or proceeding from the theorem of the compressed displays

||| + /1A|| <1, where I - an individual matrix.
Let's consider a numerical example:

Let we have system of the equations: We copy system in a kind:
X, +3X, +4x; =1 A (X +3X, +4X%, - + X, =X,
2X, +3X, —2X, =2 A, (2%, +3X, —2X; —2) + X, = X,
3X, +4X, +5%X, =3 A3 (3%, +4X, +5%; =3) + X, =X,
We make the iterative formula: The factor is chosen 4; from conditions: i.e||E + AA| <1.

XM = x4 2 (xP + 3% + 4x{” —1) m _|]_+ ﬂ,1|+3|ﬂ.1|+4|ﬁ-1| <1
=

Xg D =X+ A, (2" +3%7 =27 =2)  Im, =204, +[1+34, |+ 24, | <1
XM = x™ 44 B +4xM +5x0 —3) My =3[+ 44|+ [1+54] <1
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max(m,,m,,m;) <1.

3. A method of Gausa-Seidel
The set of iterative methods is developed for the decision of linear system of the equations. As the method
of simple iteration of Jacoby converges slowly. One of such methods is the method of Gauss-Seidel.
For a method illustration we will consider a numerical example:

2X—y+2=5
X+3y—-2z2=7 (29)
X+2y+3z2=10

The equations are copied in such a manner that on the main diagonal there are maximum factors for each
equation.
We begin with approach X =Yy =2z =0. Using the first equation, we find for new Xvalue under a

X, conditiony =z =0.

x-2ryz_S (30)
2 2
Taking this value and X = X, = 2,5fromthe £ = 0second equation, we find yi= 7+2z-x _ 3, further from
3 2
the third equation it is found. z, , _10-x-2y 3 These three sizes give new approach and it is possible to cycle a
= =

3 2

S) 3] S)
loop from the beginning, we receive: etc X, =E Y, =§ Z, =6. Iterations proceed before inequality

performance HX(M) - X(i)H <g.

The general algorithm of a method of Gaussa-Zejdelja looks like:
Let

Where at matrix A - all diagonal elements are distinct from zero, i.e. (aii =0 if then da; =0 we rearrange a line
so that to achieve a condition %; #0 ). If ith equation of system (31) to divide on a“, and then all unknown

persons except - Xi to transfer to the right part we will come to equivalent system of a kind:

X=Cx+D (32)
b,
where D= (@0 d) 475 c=(c))
aij . .
——ifi#]
Ci= i (33)
0, ifi=]j
The method of Gaussa-Zejdel consists that iterations are made under the formula:
i-1 n
k+1 k+1 k
XD =3 Cox 4 Y Cx M+ d (34
j=1 j=i+l

Where - k iteration number, and I=1n .
The remark: for convergence of a method (34) enough performance at least one of conditions:

a)
n
Z aij‘ <|aii| .

j=1, j=#i 1= ﬁ (35)

-The A symmetric and is positive-defined matrix.
Technology «the Questionnaire for a feedback»
That | have remembered | That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. Iterative methods of the decision of systems of the linear equations
2 Method of simple iteration of Jacoby
3. A method of Gauss-Seidel
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Lecture Ne 7.
Algorithmization interpolation methods. Interpolation functions.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Introduction
2. The first interpolation Newton's formula
3. The second interpolation Newton's formula
4. The interpolation formula of Stirlinga
5. An example

1. Introduction
Interpolation — operation of approach of the function set in separate points in some set interval. The elementary
problem of interpolation consists in the following. On a piece [a, b] are set n+1 points i (i= 0, 1, 2,
..., n), interpolation named in the knots, and values of some functions S(x) in these points. It is required
SO0)=Yo fO0) =15 f(X,) =20 o construct  the interpolating function accepting 7™ in knots of

interpolation the same values, as /() j.e. F'(X0)=Yo» F(x)=01.. F(x,) =V, - Geometrically it means (fig. 1) that it
is required to find some curve’=F() of the certain type passing through the set set of
(x,.») i=0,1,2,..,n

Ya

points

My

Mo

0 xp X1 Xy x

Fig. 1. Geometrical representation of interpolation of function

In such statement the interpolation problem, generally speaking, can have or uncountable set of decisions,
or not have at all decisions. However a problem it becomes unequivocal paspemumoii if instead of any function to

search F(x) for a degree polynom F.(x) not above n, satisfying to conditions:
'P-'l(xﬂ ) = -ll‘ll ’ lDar{xl :I = rvl i Rr(xrr) = '1"” : (1)
Received untepnonssuonnyro the formula y=F(x) use for the approached calculation of values given

¢dynxsuu f(x) mnst those x which are distinct from interpolation knots. Such operation is called as function
interpolation f(x).

2. The first interpolation formul Newton.

Let in equidistant points X, =X +i-h (i=0,1,2,.., ”}, where h — a step of interpolation, preset values for

Y =7 function y=f(x). It is required to pick up a degree polynom % not above n satisfying to conditions (1).

. . . v,.i=0,1,2,..,n
We will enter final differences for sequence of values - :

‘ﬂ'.v: =Y~V
Ay, = A(Ay,) = Ay, — Ay, ,

no,o_ H]}:FI|}_H|__
Ay =AAN"y)=A""y., ,-A"y. @)
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Conditions (1) are equivalent to equalities:
A"F,(x,)=A"y,
Atm=0,1,2,...,.n
Lowering the calculations resulted in [1], we will definitively receive the first interpolation formula Newton:

R;(x} =W + q‘ﬁ_ﬂl + q{q'z’_ 1} *ﬁlyta +ot Q(q - ”(q —n ]} A" V

S

n! 3)

X— . . . . .
Where - g = hXO number of steps of interpolation from an index point to a X, point x.

The formula (3) is expedient for using for function interpolation in an y=f(x) index point vicinity where X, q
on absolute size it is not enough.

In special cases it is had:
At n =1 —the formula of linear interpolation:

‘F;()‘} =Wt q.f_'\.}‘" .
at n = 2 — the formula of square-law or parabolic interpolation:
(. - l:' 2
P(x) =y, +qAy, + DI=D A2y,

3. The second interpolation formule Newton
The first interpolation formule Newton is almost inconvenient for interpolation functions near to the table
end. In this case usually apply the second interpolation formule Newton:

glg+1)  » N g(g+1)(g+2)
!

Ay, Ay, ..+ 9(q+1..4g+n-1) A"y, .
i 3! ' n! 4)
The detailed conclusion of the formula (4) is resulted in [1].

Let's notice that if x<xp and x it is close to X, it makes sense to apply the first interpolation formule Newton
if x>X, and x it is close to X, in this case is more convenient for using the second interpolation formule Newton. In
other words, the first interpolation formule Newton is used usually for interpolation forward, and the second
interpolation formule Newton — for interpolation back.

‘F:r(x) = ‘vir + qﬂyn 1 +

4. The interpolation formul of Stirlinga
The interpolation formule of Stirlinga looks like:

Ay, +Ay, ¢ glg>=1) Ay, +A'y
Pﬁn{x)z.}’n""f'#)"’%'&J'.|+!, !3‘ : -2 Lt
+*—'f'(f1'—1).A4},_1+f.-’(ff'—])(‘{'—2')_5'.'~'3+-’1".1’: N
4! - 5! 2
2,2 2 _ 42 2 _ 2 A2y ,0 2 2 132
L4 (g =g =2 ) oASy 4.+ 94 g =2 )g" =3)..[g —(n=1)"]
6! : (2n—1)!
Ay AT 202 2 A2 2 e 1y2
ATy Yoo  970g =G =2).[g" = (=D o,
2 (2m)!

5)
q —
where, as before h

There is also a number of others interpolationally formulas: Gauss, Bessel, and so forth the Formula (5) is
deduced by Lagrange with use of the first and the second interpolation formulas of Gaussa [1].

5. An example
The table of values of full elliptic integral is set

K{a]=rf dx

‘\jl . 2 . 2
l—smn” e-sin” x

v ]

To find K (78° 30 ).
Values of full elliptic integral K (a)

a K() AK 42K 43K 44K 45K 46K

75° 2.76806

6461
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76° 2.83267 528
6989 84

77° 2.90256 612 19
7601 103 13

78° 2.97857 715 32 -5
8316 135 8

79° 3.06173 850 40 18
9166 175 26

80° 3.15339 1025 66 -1
10191 241 25

81° 3.25530 1266 91 43
11457 332 68

82° 3.36987 1598 159
13055 491

83° 3.50042 2089
15144

84° 3.65186

The decision. According to the table data it is accepted x0 = 78; h=1; x=78° 30 ’, from here ¢ = 0.5. Being limited
to differences of the fifth order, under the formula of Stirlinga it is had:

K(78°30')=2.97857 + O.SM- 107 +0.125-715-107 —0.0625M- 107 -
5 I s
—-0.0078-32-107 +0.0117 3_'-B-I{) " =3.019181.
Technology «the Questionnaire for a feedback»
That | have remembered | That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. Introduction
2. The first interpolation Newton's formula
3. The second interpolation Newton's formula
4. The interpolation formula of Stirlinga
5. An example
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Lecture Ne 8.
The Numerical decision of the differential equations. Euler's method.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Types of problems for the ordinary differential equations
2. Euler's method

1. Types of problems for the ordinary differential equations

The differential equations arise in many areas of applied mathematics, physics, mechanics, technicians etc.
With their help are described almost any problems of dynamics of cars and mechanisms (sections of the dynamic
analysis of hydraulic systems, drives and transmissions, control systems see, for example, our site). There is a set of
methods of the decision of the differential equations through elementary or special functions. However, more often
these methods either are absolutely not applicable, or lead to so difficult decisions that it is easier and more
expedient to use the approached numerical methods. The differential equations contain in a large quantity of
problems essential nonlinearity, and functions entering into them and factors are set in the form of tables and-or
experimental data that actually completely excludes possibility of use of classical methods for their decision and the
analysis.

Now there is a set of various numerical methods of the decision of the ordinary differential equations (for
example, Euler, Runge-Kutta, Milne, Adams, Gere, etc.) [1 — 6]. We will be limited here to consideration of
methods of Euler most widely used in practice and Runge-Kutta. As to other mentioned methods they are in detail
stated in the literature, see, for example: [1, 4] — Milne's method, [1, 3, 5] — Adams's method, [5, 6] — Gere's method.
We also do not stop here on questions of stability of computing processes, they are in detail shined in the
corresponding literature [4, 5, 7].

2. Euler's method
Let's consider the differential equation

_}'IF = _fI(_f‘_F} (1)
With the entry condition
."J(In} = .J",:] .

)

Having substituted *o**o in the equation (1), we will receive value of a derivative in a point 0 :

¥

Ve = F (X0, 1)
At the small A X takes place:
J’I('rll + & 'r} = _F["T| ] = .J?l:] + ﬂ' -.F = "._-'“ + "L-" |

S (X0, Y0) = Jo , we will copy last equality in a kind:
M=Vt —fu A x.

ﬂ X= ..-th + .Jfl{-r“ . _F“ ] ) .I&. X.

X=X

Having designated

)
Accepting now (%.31) for a new starting point, precisely also we will receive:
J:: = -}HI +1f| A
Let's have generally:
vi.=y,+/f-Ax
< i+l S f ,Jf.- (3)

It also is Euler's method. The size Ax is called as integration step. Using this method, we receive the

approached values y as the derivative Y actually does not remain to a constant on an interval in length Ax,
Therefore we receive an error in definition of value of function y, that big, than it is more A, Euler's method is the
elementary method of numerical integration of the differential equations and systems. Its lacks — small accuracy and
regular accumulation of errors.

More exact is Euler's modified method or Euler's method with recalculation. Its essence that at first under the
formula (3) find so-called «rough approach»:

.-1:.'-i-| = ,.F.. + ,Jf,u ’ ‘lﬁ' X ]

.f:r| =J(x.. V)

And then recalculation receive too approached, but more exact value:
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T+ f
Yia =V '|'—fr szl -Ax.

4)

r
dakTnuecku nepecyYCeT MO3BOJIACT YUCCTb, XOT U HpI/I6J'II/I3I/ITeJ'H)HO, HU3MCHCHHC HpOI/I?)BOZ[HOﬁ ‘]I Ha mare

MHTETPUPOBAHUS A X | rak xax YUUTBHIBAIOTCS €€ 3Ha4eHHs * ' B Hayaie u f i+1' B konse mara (puc. 1), a 3atem
Oepercs ux cpenHee. Meron Diiepa ¢ nepecderoM (4) sSBisercs 1o cymecTBy meronoM Pynre-Kyrra 2-ro mopsiaka

[2], gTO cTaHeT OYEBHIHBIM U3 ATBHEHIIIETO.

r
I
Actually recalculation allows to consider, though and approximately, derivative change ) on an integration

Ax [ i)

step as its values *''in the beginning and **! in the end of a step (fig. 1) are considered, and then
undertakes their average. Euler's method with recalculation (4) is in essence a method of Runge-Kutta of 2nd order
[2] that becomes obvious of further.

v
i}

0 X Xi+ X

—
- -—

Fig. 1. Geometrical representation of a method of Euler with recalculation.

Technology «the Questionnaire for a feedback»
That | have remembered | That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. Types of problems for the ordinary differential equations
2. Euler's method
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Lecture Ne 9.
The numerical decision of the differential equations. A method of Runge-Kutte and Adams.
The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Methods of Runge-Kutte

2. Adams's method

1. A method of Runge-Kutte
Again we will consider the differential equation

V= f(x,y)

With the entry condition »*o) = Y-
The classical method of Runge-Kutta of 4th order is described by the following system of five equalities:

M)

Vi =V, + E (k, + 2k, + 2k, + k,),
6 5)
Where
'E‘.| z_f-(xﬂ,]”fjﬂ
h hk
ky=f(x,+=,y,+—),
, = f(x, 2.,1, > ),
. h hi,
k, =,f(,r,.+5.;-;+ 7‘].

k,=f(x +hy +hk,).

Strictly speaking, there is not one, and group of methods of Runge-Kutta different from each other rather, i.e.
quantity of parameters k;. In this case we have a method of 4th order which is one of the most put into practice as
provides a split-hair accuracy and at the same time differs comparative simplicity. Therefore in most cases it is
mentioned in the literature simply as «a method of Runge-Kutta» without instructions of its order.

Example.
To calculate a method of Runge-Kutta integral of the differential equation y ’=x+y at the entry condition
y(0)=1 on a piece [0, 0.5] with integration step h=0.1.
The decision. We will calculate y,. For this purpose at first it is consistently calculated k;:
k=x,+y,=0+1=1;
kE = xu +£+)"” +ﬁ =

> (0+0.05)+(1+0.05) =1.1;

hi'f = (0+0.05)+(1+0.055) = 1.105;

h
ky =x,+—+y, +
’ 2

k, = x, +h+y, +hk, = (0+0.1)+(1+0.1105) =1.2105.
Now we will receive

Ayl,=%(I+2-I.1+2-1.105+1.2105)=0.]103

And, hence,
V=Y, +Ay, =1+0.1103=1.1103.

The subsequent are similarly calculated approach. Results of calculations are tabulated:

Results of numerical integration of the differential equation (1) method of Runge-Kutta of the fourth order

i X y k=01(x+y) Ay
0 0 1 1 0.1

0.05 1.05 11 0.22

0.05 1.055 1.105 0.221

0.1 1.1105 1.210 0.1210

1/6 * 0.6620=0.1103

1 0.1 1.1103 1.210 0.1210

0.15 1.1708 1.321 0.2642
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0.15 1.1763 1.326 0.2652
0.2 1.2429 1.443 0.1443
1/6 * 0.7947=0.1324
2 0.2 1.2427 1.443 0.1443
0.25 1.3149 1.565 0.3130
0.25 1.3209 1.571 0.3142
0.3 1.3998 1.700 0.1700
1/6 * 0.9415=0.1569
3 0.3 1.3996 1.700 0.1700
0.35 1.4846 1.835 0.3670
0.35 1.4904 1.840 0.3680
0.4 1.5836 1.984 0.1984
1/6 * 1.1034=0.1840
4 04 1.5836 1.984 0.1984
0.45 1.6828 2.133 0.4266
0.45 1.6902 2.140 0.4280
0.5 1.7976 2.298 0.2298
1/6 * 1.2828=0.2138
5 0.5 1.7974

So, y(0.5) =1.7974.
For comparison the exact decision of the differential equation (1):

y=2"—-x-1,
Whence (0.5 = 2Je-05-1=1.79744...
Thus, exact and numerical decisions of the equation (1) have coincided to the fifth decimal sign.

The method of Runge-Kutta also is widely applied to the numerical decision of systems of the ordinary
differential equations.

2. Adams's method
Adams's method is applied both to the decision of the simple differential equations, and for their systems.
Problem statement
Adams's method to find the decision of system of the equations on a piece [0; 1] with accuracy ¢ =10™*

{y&0=cy&)—z&x
z'(x) = y(x) — dz(x),

y@ =k z(b)=n
where ¢, d, k, n — the set constants

The decision of systems of the ordinary differential equations Adams's method

In the given system of the equations will substitute values of factors and entry conditions. We will receive
{3’. ~TE 0)=3, 2(0) = -2
z =y—4z
Adams's method we will find the decision of this system on the set piece. For this purpose we will
calculate a method of Runge-Kutta some initial values of function.

Let's choose a step h and, for brevity, we will enter Xy =

(i=0,1,2.)

Let's consider numbers:

Xo+ih v = y(x;)

(kY =hf(x,)

© h (1)
ki’ =hf xi+i,yi+?

® h 2%
ka th xi+§,}’i+7

kY = hfQx, + by, + kD)
According to a method of Runge-Kutta consecutive values y; are defined under the formula
Yier = ¥+ Ay,

Where
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Ay;

1
&

® @ © , 0
(kl +2-k9 +2- kP + k! )(_:::U,l,z,.

-, 2.1)

Having substituted in these formulas initial values we will receive
Zy = —2
x, =01 y, =3,3672 z, =—21586

X =20

X, =02 y,=34944 z,

Yo

=3

—2,0867

x; =03 y,=359%4 z,=-19906

Further calculation it is continued on Adams's method. All calculations it is written down in tables 2.1 and 2.2.

Table 2.1
kx| Ve | Dy | Pe | Ape | APpy | A% | Ze | Az | Gr | Age | APqy | A%y
0] 0 3 0,8000 | 0,0893 |-0,0711| 0,0636 | -2 1,1000 | 0,1002 [-0,1162 | 0,1040
1101 3,3672 0,8893 | 0,0183 |-0,0075| 0,0680 |-2,1586 1,2002 |-0,0160(-0,0122-0,3354
2102 | 3,4944 0,9076 | 0,0108 | 0,0605 | 0,0512 |-2,0867 1,1841 |-0,0282(-0,3476 | 0,7024
3103 3,5964 |0,9445 |0,9183 | 0,0713|0,1117 |-0,1448(-1,9906 | 1,1757 | 1,1559 |-0,3758 | 0,3548 |-0,6647
4104 | 45409 | 1,0761 | 0,9897 | 0,1831 |-0,0330| 0,1605 |-0,8149| 0,3215 | 0,7801 |-0,0210|-0,3099| 0,8201
5105 | 56169 |1,3300 | 1,1727 | 0,1500 | 0,1275 |-0,1562(-0,4934 | 1,1598 | 0,7590 |-0,3309 0,5102 |-0,9910
6|06 | 69469 |1,3297 | 1,3227 | 0,2775 |-0,0288] 0,2023 | 0,6664 |-0,1157| 0,4281 | 0,1793 [-0,4809 | 1,1396
710,7 | 8,2766 |1,8523 | 1,6003 | 0,2488 | 0,1735 |-0,2240 0,5507 | 1,2171 | 0,6074 |-0,3016 | 0,6587 |-1,3700
80,8 (10,1290 1,9028 | 1,8490 | 0,4223 |-0,0505 1,7678 |-0,4170| 0,3058 | 0,3571 |-0,7113
910,9([12,0318]2,6306 | 2,2713 | 0,3718 1,3508 | 1,5432 | 0,6629 |-0,3542
10| 1 |14,6623]2,7239 | 2,6431 2,8940 |-0,6786 | 0,3086
Table 2.2
k x v ' z z'
0 0 3 8 -2 11
1 0,1 3,3672 8,893 -2,1586 12,0016
2 0,2 3,4944 9,0755 -2,0867 11,8412
3 0,3 3,5964 9,1834 -1,9906 11,5588
4 0,4 4,5409 9,8967 -0,8149 7,8005
5 0,5 5,6169 11,7272 -0,4934 7,5905
6 0,6 6,9469 13,2274 0,6664 4,2813
7 0,7 8,2766 16,0025 0,5507 6,0738
8 0,8 10,129 18,4902 1,7678 3,0578
9 0,9 12,0318 22,7128 1,3508 6,6286
(1.3) values received under the formula are necessary for specifying, having calculated them under the
formula (1.4). The obtained data we will write down in the table.
Table 2.3
k x Ay Ay T Az, Az F
0 0
1 0,1
2 0,2
3 0,3 0,9445 0,946075 1,1757 1,010942
4 0,4 1,0761 1,069808 0,3215 0,710767
5 0,5 1,3300 1,256483 1,1598 0,647071
6 0,6 1,3297 1,444138 -0,1157 0,441063
7 0,7 1,8523 1,733608 1,2171 0,537967
8 0,8 1,9028 2,037263 -0,4170 0,381975
9 0,9 2,6306 2,470742 1,5432 0,602158
10 1 2,7239 2,6431 -0,6786 0,3086

Technology «the Questionnaire for a feedback»

That | have remembered
on employment

That | have understood, what

have understood

That it was pleasant to me, has
caused interest
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Control questions
1. Methods of Runge-Kutte
2. Adams's method

54



Lecture Nel0.

Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Classification of methods
2. A method of trapezes
3. Methods of rectangles
4. Simpson's method

1. Classification of methods

b
It is known that the certain integral of function f (x) type If (X)dx (1) numerically represents the area of a
a
curvilinear trapeze limited to curves x=0, y=a, y=b and y = f (x) (fig. 1). There are two methods of calculation of this
area or certain integral — a method of trapezes (fig. 2) and a method of average rectangles (fig. 3).

YA i : Y A
o~
y=f(x)
/ /
-
0 a' 0 a'x{ 'x, b! x‘
Fig. 1 curvilinear trapeze. Fig. 2. Method of trapezes.

2. Method of Trapezes

The size of certain integral is numerically equal to the area of the figure formed by the schedule of function

b
. . . . T f(x)dx .

and an axis of abscisses (geometrical sense of certain integral). Hence, to find it “a means to estimate
the area of the figure limited to perpendiculars, restored to the schedule of subintegral function f(x) from points an
and b, located on an argument axis Xx.

We will break an interval [a, b] on n identical sites for the problem decision. The length of each site will be
equal h = (b-a)/n (fig. 4).
Yy A i

| | fx) L
. ; Ji
™~ I
N :
- L y=ix)
Ded O4YKa nepeceyeHus h
/ = fo
e
0 7 X b > a ath at2h b x
Fig. 3 Method of average rectangles. Fig. 4. Interval splitting [a, b] on n identical sites

Let's restore perpendiculars from each point before crossing with the function schedule f (x). If to replace
the received curvilinear fragments of the schedule of function with pieces of straight lines, then approximately the
figure area and consequently also the size of certain integral is estimated as the area of all received trapezes. We will
designate consistently values of subintegral functions on the ends of pieces fo, fi, f5..., f, also we will count up the
area of trapezes
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S:fo;fﬁ_h+ﬁ;f2_h+f2;f3_h+“_+fn—12+fn =

=h &+£+£+é+‘fi+é+ £+& =
2 2 2 T2 2

[fO Sordn pigye +fn1]-

@)
Generally the formula of trapezes becomes

b 1 a

If(x)dx”h[fo Iy Zﬁ] b= [f" I z;:],

I 2 =2 n 2 i=2 (3)

Where f; - value of subintegral function in points of splitting of an interval (a, b) on equal sites with step h;
fo, T, - values of subintegral function accordingly in points a and b.
The formula of trapezes with constant step:

[ FGax ~ 2h SRt + Yied) = Sh0% + ¥ + 220570

(4)

3. A method of rectangles

The elementary methods of numerical integration are methods of rectangles. In them subintegral function is
replaced with a polynom of zero degree, that is a constant. Similar replacement is ambiguous as the constant can be
chosen subintegral function equal to value in any point of an interval of integration. Depending on it methods of
rectangles share on: methods of the left, right and average rectangles.

On a method of average rectangles the integral is equal to the sum of the areas of rectangles where the
rectangle basis any small size (accuracy), and the height is defined on a point of intersection of the top basis of a
rectangle which the function schedule should cross in the middle. Accordingly we receive the formula of the areas
for a method of average rectangles:

s, - 10 (),

®)

The formula of average rectangles with constant step:

b m_,i n—1 E
fa fGdx ~ Sh XI5 (xi + 2) o

4. Simpson's (Parabolas) formula
Simpson's rule — one of widest known and applied methods of numerical integration. It is similar to a rule of
trapezes as also is based on splitting of the general interval of integration into smaller pieces. However its difference
that for area calculation through each three consecutive ordinates of splitting the square parabola is spent. Lowering
needless details and calculations we will result a definitive kind of the formula of Simpson [3, 4]:

1
[ = E{ Vo+dy, +2y,+4y, +2y, +..+2y +4y _ +y. )
(6)
Here n - even number. This formula is much more exact than the formula of trapezes. So, at integration of
multinomials of degree not above Simpson's third method gives exact values of integral.

Examples
Let's consider probability integral:

)
2 e

I = J.E’ *dx .
Exact value of integral of probability to the fifth signifigant figure equally 2.3925.

Example 1. To calculate integral of probability a method of trapezes with step h = 1.0, 0.5, 0.25.
The decision. Results of calculations are tabulated:

Integration step Value of The received error:
h integral The absolute  The relative, %
1.0 2.3484 —0.0441 1.843
0.5 2.3813 —-0.0112 0.468
0.25 2.3898 —0.0027 0.113
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Example 2. To calculate integral of probability Simpson's method with step h = 1.0, 0.5, 0.25.
The decision. Results of calculations are tabulated:

Integration step Value of The received error:
h integral The absolute The relative, %
1.0 2.3743 —0.0182 0.760
0.5 2.3923 —0.0002 0.008
0.25 2.3926 +0.0001 0.004

The resulted examples show, how much Simpson's method is more exact than the formula of trapezes.
Example 3.

Application of the formula of average rectangles for the decision of problems of numerical integration (on a
2

calculation example I(XZ + 1) sin(x - O.5)dX)_

1
The decision.
2

J’(xg + 1) sin(x — 0.5)dx =h§f (xi + g)

N,

X XN

Let's calculate integral 11 under the formula of a method of average rectangles (6):
h1:l

11=hf(xo*+h/2)=((1.5)2+1)sin(1.5-0.5)=2.734

»
»

x0 x1 xn

Let's reduce a step twice and we will calculate integral 12 under the formula of a method of average
rectangles (6):

h2=1/2

12= h(f(x0+h/2)+f(x1+h/2))=1/2 ((1.25)2+1)sin(1.25-0.5)+ ((1.75)2+1)sin(1.75-0.5))=2.8005
Let's calculate criterion for integrals 11 and 12, as 12>1 the criterion is calculated under the formula:

|(12-11)/12]=0.023746>¢

The received criterion is not carried out, we calculate integral 13, reducing a step twice:
x0 x1 X2 x3 Xn

h2=1/4
13=h(f(x0+h/2)+f(x1+h/2)+f(x2+h/2)+f(x3+h/2))=1/4((1.125)2+1)sin(1.125-0.5)+(1.375)2+1)sin(1.375-
0.5)+(1.625)2+1)sin(1.625-0.5)+ (1.875)2+1)sin(1.875-0.5))=2.814

Let's calculate criterion for integrals 12 and 13, as 13>1 the criterion is calculated under the formula:
|(13-12)/13|=0.004797<¢

The received criterion is carried out, hence, we have calculated the set integral with demanded accuracy.

J7 (2 + 1) sin(x — 0.5)dx =

The answer: " 2.814 with accuracy0.01.
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Technology «the Questionnaire for a feedback»
That | have remembered That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. Classification of methods
2. A method of trapezes
3. Methods of rectangles
4. Simpson's method

http://tgspa.ru/info/education/faculties/ffi/ito/programm/osn_chm/chislennoe_integrirovanie3b_mathcad.htm
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Lecture Ne 11.
Numerical integration. The formula of Gauss.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. The quadrature formula of Gauss
2. Solve the equations

The methods described above use the fixed points of a piece (the ends and the middle) and have a low order
of accuracy (0 — methods of the right and left rectangles, 1 — methods of average rectangles and trapezes, 3 — a
method of parabolas (Simpson)). If we can choose points in which we calculate values of function f (x) it is possible
to receive methods of higher order of accuracy at the same quantity of calculations of subintegral function. So for
two (as in a method of trapezes) calculations of values of subintegral function, it is possible to receive a method any
more 1st, and 3rd order of accuracy:

mb—a a+b b—a a+b b—a
3 (f( : _zv’i)'f( 2 '2\/5))_

Generally, using n points, it is possible to receive a method with accuracy order 2n-1. Values of knots of a
method of Gaussa on ntoukam are roots of a polynom of Lezhandra of degree n.

Values of knots of a method of Gaussa and their scales are resulted in directories of special functions. The
method of Gaussa on five points is most known.

Example 1.
3 2X3

Let's calculate integral I —4dX with the method of Gauss.
05 X

The decision.

Nb—a a+b b—a a+b b—a
I== (f( 2 _zﬂ)lf( 2 |2\/5))

2x°
fx) ="
X
a+b b-a) _(05+3 3-05
fl) =f| 222 28| g - —(1.029) =1.94.
) 2 2@) ( 2 zJﬁj (1029
a+b b-a) (05+3 3-05
fa()=f| 22+ 22| " —(2.47)=0.812
()(2 2@](2 2@)()
3943 _
2 ax =2 20'5 (94+0.812 33584,
o5 X

The answer: 3.584.

Example 2.
2.3

Let's calculate integral a method jn - Sl n(nx)dx of Gauss.
05

The decision.

f(X)=mn-sin(nx).

a+b b-a 05+23 23-05
fix)=f| — ——— | =f - =f(0.88) =-1.156-
) ( 2 2\@) ( 2 23 J (0.588)

ath b—a)_ (0.5+2.3+ 23-05
2 243 2 24/3

£2(x) :f( ):f(1.92) -0.781
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2.3
fr - sin(mx)dx =
0.5

T.he answer: - 0.588.

2.3-05

¢ 1.156 +0.781 ~—0.588.

Technology «the Questionnaire for a feedback»

That | have remembered
on employment

That | have understood, what
have understood

That it was pleasant to me, has
caused interest

1. The quadrature formula of Gauss
2. Solve the equations

Control questions
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Lecture Ne 12.
Root-mean-square approach of functions. A method of the least squares

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:

1. Root-mean-square approach of functions
2. A method of the least squares

1. Root-mean-square approach of functions
Let dependence between variables x and y is set table (the skilled data is set). It is required to find function
somewhat in the best way describing the data. One of ways of selection of such (approaching) function is the
method of the least squares. The method consists in that the sum of squares of deviations of values of required

function ¥i = y(x) and set tabel y; was the least:

S(C) :(yl - yl)z + (yz - 72)2 +"'+(yn - yn)2 —>min (6.1)

Where ¢ a vector —of parametres of required function.

2. A method of the least squares
To construct a method of the least squares two empirical formulas: linear and square-law.
In case of linear function y=ax+b the problem is reduced to a finding of parametres a and b from system of
the linear equations

MX2a+MXb=MXy

, Where
Mya+b=M,

1 n 1 n 1 n n
I\/IXZ :_inz’ __Z MXy:_ZXiyilMy:%Zyi
Niz nis n= =

a B Cilyyae KBaJpaTUYHOH 3aBUCUMOCTH y:ax +bX +C « naxoxzenuo napametpoB b u Cus

CUCTEMBI YPAaBHEHUI:

and in case of square-law dependence Y = aX2 +bX+C toa finding of parameters a, b and ¢ from system of
the equations:

MX4a+MX3b+MX2C:MX2y
|\/|X33.+|\/|X2b+|\/|XC=|\/|Xy , Where

sza+MXb+c=My

_ix M zlix.?’ M zlix.zy.
- i 3 ni—l i x2y ni—l i Ji

DI—‘

To choose from two functions the most suitable. For this purpose to make the table for calculation of
the sum of squares of evasion under the formula (6.1). Initial given to take from table 6.

The task 2

To make the program for a finding of approaching functions of the set type with a conclusion of values of
their parametres and the sums of squares of evasion corresponding to them. To choose as approaching functions the

following: Y = ax+b, y= ax™, y= ae™. To spend linearization. To define for what kind of function
the sum of squares of evasion is the least.

Initial data is placed in table 6.
Approximate fragment of performance of laboratory work

(George E. Forsyth and Michael A. Malcolm and Cleve B. Moler. Computer Methods for Mathematical
Computations. Prentice-Hall, Inc., 1977.)
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i:=1..10 Y= 1.8
=0.5 L =0.3 y. =18
X y, =11 43 67 X
X, = 0.1 o4 Y7+
ys:=18 5 =0 yo22
Xy = 0.4 Xg i= 0.7 8
y,=14 L
Xy = 0.2 4 Xg = 0.3 Yo = 15
=0.6 yoi=2.1 -
s ° X = 0.8 Y10:=23
10 5 10 10 10
2% 2% 2. % 2
mx2:= lL mx= 1.~ —=~ 2 mxy:= 1L my:=1 =1
10 10 10 10
mx2= 0.229 mx= 0.43 mxy= 0.828 my =176
Given
mx2a + mxb = mxy
mxa + b = my
Find(a,b) —>
Table 6
i 1 2 3 4 5 6 7 8 9 10
No
1 X 0.5 0.1 0.4 0.2 0.6 0.3 0.4 0.7 0.3 0.8
y 1.8 1.1 1.8 1.4 2.1 1.8 1.6 2.2 1.5 2.3
2 X 1.7 1.5 3.7 1.1 6.2 0.3 6.5 3.6 3.8 5.9
y 1.5 1.4 1.6 1.3 2.1 1.1 2.2 1.8 1.7 2.3
3 X 1.7 1.1 1.6 1.2 1.9 1.5 1.8 1.4 1.3 1.0
y 6.7 5.6 6.7 6.1 7.4 6.9 7.9 5.9 5.6 5.3
4 X 1.3 1.2 1.5 1.4 1.9 1.1 2.0 1.6 1.7 1.8
y 5.5 5.9 6.3 5.8 7.4 5.4 7.6 6.9 6.6 7.5
5 X 2.3 1.4 1.0 1.9 1.5 1.8 2.1 1.6 1.7 1.3
y 5.3 3.9 2.9 5.0 4.0 4.9 51 4.5 4.1 3.7
6 X 1.8 2.6 2.3 1.3 2.0 2.1 1.1 1.9 1.6 15
y 4.4 6.4 5.3 3.7 4.9 5.6 3.0 5.0 4.3 3.7
7 X 1.9 2.1 2.0 2.9 3.0 2.6 2.5 2.7 2.2 2.8
y 6.6 7.6 6.7 9.2 9.4 7.8 8.4 8.0 7.9 8.7
8 X 2.0 14 1.0 1.7 1.3 1.6 1.9 15 1.2 2.1
y 7.5 6.1 4.8 7.4 5.7 7.0 7.1 6.8 6.0 8.9
9 X 2.0 1.2 1.8 1.9 1.1 1.7 1.6 1.4 1.5 1.3
y 7.5 5.9 7.0 8.0 5.0 7.4 6.4 6.6 6.3 5.7
10 X 1.9 1.1 1.4 2.3 1.7 2.1 1.6 1.5 1.0 1.2
y 4.7 3.4 3.8 5.2 4.6 5.5 3.9 3.9 3.2 3.5
Technology «the Questionnaire for a feedback»
That | have remembered That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions

1. In what an approach essence Ta6muaso the set function on a method of the least squares?

2. Than this method differs from an interpolation method?

3. How the problem of construction of approaching functions in the form of various elementary functions to a case

of linear function is reduced?

4. Whether there can be a sum of squares of evasion for any approaching functions equal to zero?

5. What elementary functions are used as approaching functions?

6. How to find parametres for linear and square-law dependence, using a method of the least squares?
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Lecture Ne 13-14
Statement of a problem of linear programming. The basic properties the decision of a problem of linear
programming.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. The primary goal of linear programming
2. Examples of the decision of a problem

The primary goal of linear programming in a canonical form is formulated as follows:
To find the non-negative decision of system of restrictions

a,)%, +G,%+. A, X+ A8, X, b, =0 (=12, m),
x; 20(j=12,..n),

Providing a maximum (minimum) of criterion function
7 = Xy + Xy +. Xy, + 0 — max{min)

(1. 1)

(1.2)
Except a record reduced form can be used partially developed

L
Z=chxj +{)— max;
i=l

iang +b, =0 (i=12,....m} x,20 (j=12...n)
i=1

and matrix forms . o
Z =Cx+(Q —» mag,
Ax+B=0, x=20.
All further reasonings will be spent only for the primary goal in a canonical form.

Usually specific targets of linear programming have distinct from initial an appearance, therefore to solve
their such problems it is necessary to lead to a canonical form

Let the problem of linear programming with variables and the mixed system from m restrictions is set:
Z =X + X3+ +0p X, + 0 — max;

gy + @ Xy +et X, +B SO (i=12...,7) 3
@y Xy + Gy Xg ot X, +in 20 (k=741 8)

anx) +apXyttayx, +h =0 (I=t+1..,m)

x;20 (j=12...55n) (114

For reduction of this problem to a canonical form it is necessary to replace variables, i.e. To exclude those
variables which can accept both positive, and negative values. The system of restrictions-inequalities should be
replaced by equivalent system of the equations with non-negative variables.

Replacement of inequalities with the equations. Replacement of system of restrictions-inequalities in (11.4)
equivalent system of the equations is carried out by introduction of artificial, non-negative variables y,

Xy + 83X+t X, + ;b =0

Qg Xy + Ao Xy + Ay Xy — Vi +bk =0;

Y20 (i=12..r% ye 20 (k=r+L.,1)

(11.5)
Such transformation increases number of variables, without changing a problem being.

Replacement of unlimited variables. Variables which can accept negative values, are expressed through non-
negative variables Xt X2, -..; Xy and ¥t ¥ .- ¥r, Replacement of variables represents the system decision,
concerning a replaced variable, and can be executed with the help >xopaanoBsix exceptions. For replacement of one
variable one step of exceptions is required, therefore to lead problem canonical form is possible only in case a rank
of system of more number of unlimited variables.

After replacement the problem dares in new variables. The optimum decision in new variables is substituted
in the communication equations therefore the optimum decision in initial variables turns out.

At the decision of economic and technical problems, as a rule, variables can be only positive real numbers. If
in a problem any variable by the nature can accept negative values in most cases change of the formulation of
conditions allows to get rid of unlimited variables.
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Minimisation of form Z. Further the problem of maximisation of form Z will be considered only. If it is
necessary to solve a problem of minimisation of the linear form, criterion function factors should be increased on (-
1) and to solve this new problem on a maximum. The required minimum of criterion function turns out

multiplication of the found maximum value on (-1), i.e. Zmin = -max(-Z)
Tao6mmsa 1. 1
Example 11.1. THE Colliery works in a complex with concentrating factory. Daily average extraction of mine
makes D=3300 t and planned instantaneous ash content coal A = 19,2 %. All coal of mine is transferred to
enrichment, therefore every day tasks on quality of coal is corrected for constant maintenance instantaneous ash
content processed raw materials. As a result of receipt of party of coal with high instantaneous ash content the
concentrating factory demands to lower next days instantaneous ash content extracted coal to 18 %. In this
connection it is required to correct daily tasks mining to mine sites so that extraction decrease as a whole, but to
mine was minimum. Indicators of work of sites of mine are resulted in I11.1.

1.1
Site number Daily loading according to | instantaneous ash content Thg greatest_possible
plan Dy t extracted coal A;, % loading on a site D;"™, t
1 900 20 1000

Loadings can be increased by a site at the expense of redistribution of empty trolleys and manpower
resources. Coal from sites 1 and 2 is transported on the conveyor line having daily productivity no more P, = 1850 t
and from sites 3 and 4 on line with daily productivity no more P,=1700 t.

The task in view can be shown to a problem of linear programming with non-negative variables if as
variables to accept loadings on faces, and with unlimited variables if for variables corrective amendments of daily
tasks of sites are accepted. For more evident illustration of all stages of the decision of problems of linear
programming two variants of statement of a problem here will be considered.

Variant 1. If as variables x; to accept loadings on clearing sites, but a main objective of the decision of a
problem - maintenance of the maximum extraction can be described the following criterion function
D =x;+x;+ x3 + x4 > max
Thus following restrictions should be carried out: on quality of coal

Axy + A%y + Ay + Ayxy = A, fx + X+ x5+ %)
On extraction of sites

x, £ D™, x, € DI,
Xy, £ D7 x, £ D,
But throughput of transport communications
X +x, <11, X+x 51,

On the physical essence loading on a face - size positive, therefore ¢ 20 (i =123 4)
After substitution of the initial data and reduction of similar members the problem becomes
D =x +x, +x +x, & max

2x +5x, -3x, =0
X - 1000 <90,
X, -920<0.
%, -950 <9
x, —-800<0
X X, —-1850<0
X +x, —-1700<0

X, zo(le. 2,3, 4)
For problem reduction to a canonical form it is necessary to replace inequalities with equivalent
restrictions-equalities by introduction of auxiliary non-negative variables y;.
D =% +x, 4% +x — max

le +5.I2 '—3}(4 =0'
- X -y +1000=0,
—xz‘ ~¥ +920=0,
- X3 -y +950 =0
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- Xy -y +800 =0

X -Xx -y, +1830=0
-Xy —Xy -y; +1700=90

%20 (i=1...4)

3520 (=Luf)

Variant 2. We will designate variable updatings of daily tasks on sites through A; then the problem purpose -
extraction maximisation - will be reached at

A=A +A,+A+A, - max
Thus restrictions should be carried out: on quality
(Da+ D)4 +(D, +D )4, +(Dy + D) A, +(D, + D, )A,
(Do +D ) +(D,, +D, ) +(D,+D, }+(D,, +D,) S

On extraction of sites
0<D, +A, <D™,
0D, +A, <D™,
0D, +A, = D™,
0D, +A, <D™,
On throughput of transport communications
(D, +A+H (D, +A =TT
(D +AD+(D,+ANSTT,.
After substitution of the initial data, replacement of bilaterial restrictions unilateral and transition to
equivalent system of the equations, a problem can lead the kind
D=A +A, +A,+A, > max
D=A +A, +A;+A, > max
0,024, +0,054, -0,034, +395=90,

-4 — 4 +100 =0,
—-A, -y +70=0,

~Aj -y +100 =10,

—-Ay  —uy+100=0,

A —u5 +900 =0,
A — g +830 =0,

A —u; +850 =0,

Ay —ug +700=0,
-4 -4 —ug +100 =0,

~dy -4 =~y +150=10,

w20 (j=1 .., 10)

Variables A can accept both positive, and negative values, therefore for reduction of this problem to a
canonical form it is necessary to express them through non-negative variables u;. This operation will be carried out
more low at the further decision of a problem.

The optimum decision of a problem of the linear programming led to a canonical form, the non-negative
decision of system of restrictions (11.1), providing a criterion function maximum (11.2) is.

At the decision of system of restrictions there can be three cases:

1. System of restrictions not compatibility and the optimum decision is impossible. Not compatibility
systems of restrictions it is caused by the economic and technological reasons. More often not compatibility speaks
insufficient quantity of resources because of what restrictions on planned amounts of works cannot be executed.
Besides, in planning problems mining works not compatibility systems of restrictions it is often caused by
impossibility of performance of requirements to quality of a mineral at the developed industrial situation (the certain
maintenance of useful and harmful components in blocks or faces). Restriction revealing because of which all
system not compatibility, allows to specify problem statement.

2. The system of restrictions has the unique decision A=kt =gzt x,=p, 20 1n this case the
problem of linear programming is reduced to the decision of system the linear equation and substitution of this
unique decision in criterion function, i.e.

Zinax =0 By + 03 Byt 40y fin +0
3. The system of restrictions has uncountable set of decisions. From the point of view of maximisation of
form Z this case represents the greatest interest and will be considered more low.
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Computing procedure of search of the optimum decision of a problem of linear programming is based on
following theorems.

The theorem 1. The set of admissible decisions of the primary goal of linear programming is convex.

The theorem 2. The non-negative basic decision of system of linear restrictions (11.1) is a point of set of
decisions of the primary goal of linear programming.

The point X belonging to set X, is called as extreme if it cannot be presented as a convex combination of
other points.

As number of the variable equations in system (I1.1) x>0 (j=1, 2..., n) there is more than number of
restrictions 1 (i=l, 2..., n) THE system has set of decisions. One of possible decisions of system can be found, if (n-m)
any variables to equate to zero. Then the received system from T THE equations with n unknown persons is easy for
solving (if a determinant made of factors at unknown persons, does not address in zero, i.e. When lines and columns
of a matrix of factors are linearly independent). The decision received thus is called as basic, and making it T
variables also are called as basic. The others (n-m) variables are called as not basic or free. In each concrete system
of the equations (I1.1) usually there are some basic decisions with various basic variables.

The theorem 3. The linear form of a problem of linear programming reaches the unique maximum value in
an extreme point of set of decisions.

From theorems 2 and 3 it is possible to draw the important conclusion - it is necessary to search for the
optimum decision of the primary goal of linear programming among set of admissible basic decisions of system of
restrictions.

Technology «the Questionnaire for a feedback»
That I have remembered That I have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. The primary goal of linear programming
2. Examples of the decision of a problem
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Lecture Ne 15-16
Geometrical interpretation of a problem of linear programming.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Problem statement
2. Geometrical representation.
3. An example of the decision of a problem
4. Geometrical problem interpretation

Better and more visually to present geometrical sense of a problem of linear programming, we will address to
the elementary two-dimensional case (when the model includes two variables) and then we will make
generalisations at presence n variables.

In case of two variables the model of linear programming has the following appearance

Z=0 X +0¢3 X > 1max; (11.6)
axp+axy+b 20 (i=L 2, ..., m) (11.7)
Xy 20; X3 =0.

Each restriction (11.7) represents a straight line (fig. 11.1) which breaks all space (an initial plane) on two
semiplanes one of which satisfies to restriction (this area in drawing is shaded).

The system of restrictions according to the theorem 1 represents convex set, and in a considered two-
dimensional case - a convex polygon of restrictions (fig. 11.2). In special cases the polygon can address in a point
(then the decision is unique), a straight line or a piece. If the system of restrictions is inconsistent (recoBmectHa) it is
impossible to construct a polygon of restrictions also a problem of linear programming has no decisions. Such case
is shown on fig. 11.3. Really, there is no point of space which simultaneously would satisfy to restriction y; and to
restrictions y, and ysa.

The polygon of restrictions can be not closed (fig. 11.4). In this case, as it will be shown more low, criterion
function Z is not limited from above.

In a case o variables each restriction represents (n-1) a-dimensional hyperplane which divides all space into
two semispaces. The system of restrictions in this case gives a convex polyhedron of decisions - the general part of
the n-dimensional space, satisfying to all restrictions.

O |

X
Fig. 11.2. Geometrical interpretation of system of
restrictions
X,

(1}

: Xy
Fig. 11.3. Imcompatibility systems of restrictions Fig. I1.4. Limitlessness of criterion function

In three-dimensional space (n=3) each restriction represents a plane in space. All restrictions, being
crossed, form a convex polyhedron which in special cases can be a point, a piece, a beam, a polygon or many-sided
unlimited area.

For finding-out of geometrical sense of criterion function we will give to variable Z various numerical
values (Z=0, Z=I, Z=2, Z=D).

To these numerical values Z there corresponds sequence of the equations and system of parallel straight
lines in space (fig. 11.5).
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Fig. 11.5. Geometrical interpretation of criterion function  Fig. 11.6. Geometrical sense of the optimum decision of
a problem of linear programming

The first straight line (Z=0) passes through the beginning of co-ordinates perpendicularly (oproronansuo) to
the directing vector C=(C1Cr), the subsequent straight lines are parallel to the first and will defend from it in a
direction of a vector With on size 1, 2, D. As a whole variable Z defines evasion of the points lying on a straight line
Z=aX; + €% from a straight line 1% +€2%2 =0 passing through the beginning of co-ordinates. To define
evasion of any point from straight line Z=0, it is enough to substitute co-ordinates of this point in the criterion
function equation.

. . — . =) > PPN S AF D AR SN =0
In n-dimensional space of the criterion function equal to zero (Z GX1F Xy he €y X b F O X =Ty

geometrically there corresponds (n-1) the-dimensional hyperplane passing through the beginning of co-ordinates.
The distance from a point with co-ordinates ¥ = {x'1 +x"2+--+x"s) to a_hyperplane is equal

l

X &) 48, X,

al +af+..+a)

2 2 2 r ! /
R‘/a, +a5+. Ly = ax R dXy bt dy X,

From here it is visible that, if in the linear form to substitute point co-ordinates, the distance from a point X" to the
corresponding hyperplane Z=0, postponed in the scale equal to norm of a vector of an orthogonal plane will turn out (or in the scale
equal to norm of the directing vector).

R

or

The scaled distance y, equal , is called as evasion of a point from a plane. As according to the
theorem 3 linear form Z reaches the extreme value in an extreme point (top) of a polyhedron of restrictions
geometrically the problem of linear programming consists in search of top of a polyhedron of the admissible
decisions, having the maximum evasion from a hyperplane expressed by criterion function, equal to zero (fig. 11.6).

If a polyhedron of restrictions will not close (fig. 11.4 see) evasion is equal to infinity as a straight line
parallel to criterion function, it is possible to move as much as necessary upwards, without leaving for area of
admissible values of variables.

The graphic method of their decision is based on geometrical interpretation of linear problems. This method
can be used effectively at the decision of problems with two (sometimes with three) variable and reduced to them as
it is impossible to represent graphically spaces Gonbreit dimensions. For the graphic decision of a problem of linear
programming it is necessary in accepted system of co-ordinates to construct the equation of all restrictions which set
will give a polyhedron of restrictions. Then build the equation of criterion function equal to zero, i.e. Passing
through the beginning of co-ordinates, Z=0. After that, moving the direct (plane) corresponding to criterion function,
in parallel to itself, find a point of a contact of this direct (plane) with a polygon (polyhedron) of restrictions - the
top of a polygon having the maximum evasion from direct (plane), Z=0.

Let's show use graphic merona on a concrete example.

Example 11.2. 1t is required to define annual volumes of extraction of ore on three enterprises (tab. 11.2).

Table 11.2
Indicators The enterprise
1 2 3
The maximum annual extraction Q;"*, million t. 16,7 17,4 15,9
Annual production rate of structure g;, million t. 2,5 2,35 2,5
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The metal maintenance o;, % 59 6,4 7,7

Has arrived from extraction and processings 1 million t. 9,24 9,6 12,12
ores p;, billion roubl.

In total in work there are 13 structures. The ore extracted on three mines, is processed at one concentrating
factory, and the average maintenance of metal in ore should be within 6,4 - 6,6 %.

For operated variables we accept number of the structures, allocated to mines for ore transportation on
concentrating factory =*i-%2 ¥ %3 and for criterion of an optimality - total profit on extraction and ore processing.

Then criterion function ofga problem will become

> pax, =9.24-2,5 +9,6-2,35x, +12,12.2,5x; =
izl
= 23,bx, +22,56x, +30,3x; — max.
At the decision it is necessary to observe following restrictions:
On extraction of mines
&% M5
25x 216, 7:  235x, 2174 2,5x; £15,9
on number of structures
X+ ta =13

iqi xz' ai

64ci <66
2%
i=l

On positivity of variables ¥ 20 % 20 x, 20.

on quality

Having substituted values 4: and « in restrictions on quality and having executed necessary transformations,
we will receive
=1,75x, - 0,47x, +2,75x, £G;
-1,25x, +3,25x, 20
Using restriction — equality xi+ x2+ x3 = 13. we will express in criterion function x, through x; and x;. As a
result we will receive the following economic-mathematical model with two variables:
23,lx 4 22,6(13 - x; — x3) + 30, 3x; — max,

2,5x, 16,7,

23513~ x - x;) €174,

2,5x, <159,

=4,75x ~0,47(13 - x —x;)+ 2750, <0,

-1,25x +3,25x, 20,
x 24, X% 20

After transformation it is had
0.5x, +7,7x, —» max,
2.5x, £16.7,
235x +235x, 2132
25x; <15,9,
-1,28x +322x, 261,
~1,25x +3.25x, 20,

x 20, 20
Geometrical interpretation of a problem is resulted on fig. 11.7, where % =8 x; =0 _ axes of co-ordinates.
Besides, five more restrictions are constructed, and by short shading and arrows admissible semiplanes are shown.
The system of restrictions forms area of admissible decisions - convex polygon ABCD.
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Fig. 11.7. Geometrical interpretation of a problem

Through the beginning of co-ordinates there passes a straight line corresponding to the equation of criterion
function, equal to zero (<€ = 93% +7,7x; =0) We move this straight line in parallel to themselves until it will not
concern tops of a polygon of the restrictions, having the maximum removal from an initial straight line (Z=0). The
top With gives to us xy, and X3, turning criterion function in a maximum. Lowering from a point C perpendiculars on
co-ordinate axes, we will receive x,=6,68 and x;=4,55. Then X2 = 13 - xi -x3 = 1,77

So the maximum value of criterion function is reached at x,=6,68, X,=1,77 and x3=4,55. Divisibility of
number of structures speaks about necessity of their distribution and movement management on an open cycle.

Technology «the Questionnaire for a feedback»

That | have understood, what
have understood

That | have remembered
on employment

That it was pleasant to me, has
caused interest

Control questions
1. Problem statement
2. Geometrical representation.
3. An example of the decision of a problem
4. Geometrical problem interpretation
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Lecture Nel7.
Finding the decision of a problem of linear programming to simplex methods.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Mathematical bases a simplex of a method of the decision
2. Fill the table

1. Mathematical bases a simplex of a method of the decision

It is known that if the problem of linear programming has the optimum decision there is at least one optimum
basic decision. Thus, by search of basic decisions it is possible to receive the required decision. The number of basic
decisions makes N = C,*, where n - number of variables, and K=r(A) - number of basic variables. This number very
quickly grows at increase in number of variables, therefore in rather small problems continuous search becomes
impracticable even by means of the COMPUTER.

The number of touched decisions can be reduced at the expense of an exception of consideration of
inadmissible basic decisions. The admissible basic decision or the basic decision represents the basic decision with
positive values of basic variables. Hence, to touch only basic decisions, the algorithm of search should answer a
following condition: at transition from one decision to another should remain innegativity all variables. Performance
of this condition does a problem of search of more foreseeable, but as a whole procedure remains ineffective as
transition to another does not guarantee its improvement against one decision. What is quality of the decision? The
procedure ultimate goal - achievement of a maximum of linear form Z, therefore can serve as an indicator of quality
of the decision level 2 in the given basic decision. Hence, efficiency of procedure of search can be raised sharply if
each step improves quality of the decision or to provide growth of linear form Z. On the basis of these reasonings it
is possible to formulate the second condition to which the algorithm of the decision of a linear problem should
answer: transition from one basic decision to another should provide growth of criterion function Z.

This idea can be realised only in the event that there is some basic decision which gradually improves.

The basic method of the decision of problems of linear programming is the simplex-method in which all
process of the decision shares on three stages: search of the initial basic decision, search basic and then the
optimum decision.

To search of basic, basic and optimum decisions apply special procedures - ordinary and modified
Jordanov’s exceptions.

That in system of linear forms y=4x to change in places dependent variable y, and an independent variable
Xs, It is necessary to solve r-e the equation rather x, and to substitute this decision in all other equations of system.

It is obvious that to solve r-e equation rather x, is possible only in the event that a,s # 0.

Definition. Step ordinary Jordanov’s an exception made over system of linear forms y=Ax with the resolving
element a#0, with r-th in the resolving line and s-th a resolving column, name the schematised operation of
recalculation of factors in linear forms at change by places dependent variable y, and independent x;.

For definition of operations of recalculation of elements of a matrix And in system of linear forms y=Ax at
replacement y, on X; it is necessary to present a matrix in the form of tab. 11.3 and to make corresponding algebraic
actions.

Table 11.3
X1 x2 X, X
i ¥ a2 & thy,
y2 1 ¥) &, ty
Yr 4y d. a, 4,
Ym Ay a2 anu amn

In the new table instead of r-th forms the new form from a basic variable x; which turns out as a result of
the decision r-th forms concerning this variable will settle down

a a 1
P S I I

al’ 5 ars rs a TS

Having analysed factors at variables *} and Ve may be following conclusions:

1. In the new table on a place of a resolving element %-s should be written down lVa,
2. Other elements resolving r-th register lines in the new table with a return sign and share on resolving

Xy =

element, i.e. Instead ('arfl @) registered
3. In the new table on a place of a resolving column it is necessary to write down elements % instead of
elements
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4. Instead of the elements a; which are not belonging to the resolving line and a column, in the new table
elements register bii = (d;ar - 3a,)ar

Thus, for performance of one step Jordanov’s exceptions with a resolving element %s it is necessary to carry
out four operations by the rules formulated here and as a result the new system of forms in the form of tab. 11-4 will
be received.

Table I1.4
X ) - Yr Xy
b A A, Gy B,
arJ
x: —a,l __q'l e ] —am
a, @ a,., a,
Ym bm] b;nz Qs bmrz
&,

Modified Jordanovs exceptions. If system of linear forms y=Ax to present in a kind y = (-1)-A(-1)x and in
this system to make replacement of a dependent variable y, on independent x;, with the help Jordanovs exceptions
such procedure is called as modified Jordanov’s exceptions.

Procedure modified Jordanov’s exceptions is deduced similarly and consists in the following.

1. The system y=Ax is represented in a kind y=(-1)-A(-1)x and is brought in tab. 11.5

A Table 11.5
- X, X, -X, -X,
Ji &, ), 2 Xy
Yr pads ) s Xy
Y Ty Ay ™, Qo

The note. @i = % ((=12....m); (j=12....n)

2. Resolving element @rs replace with unit.
3. Other elements of a resolving line remain without changes.
4. A sign at other elements of a resolving column change for the opposite.
5. All elements & which are not belonging to the resolving column and a line, replace with elements
ﬂg‘;‘ T Ay — Xy
6. All elements of the new table divide into resolving element ap,
As a result of one step modified Jordanov’s exceptions with a resolving element @5 new tab. 1.6 turns out.

Table 11.6
-X -X, -y, -X,
b By P ~ats Bin
arx arj N a!s - s
xs ﬂ 22 1 X
2274 Xrs Qs &y
);m ﬂml ﬁml s ﬁmn
s Ars Oys Oy

For preservation of monotony of calculations at the decision of various problems only procedure modified
Jordanov’s exceptions further will be used. Unlike ordinary in modified Jordanov’s exceptions the sign varies on
opposite at a resolving column, instead of at a line.

Technology «the Questionnaire for a feedback»
That | have remembered That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. Mathematical bases a simplex of a method of the decision
2. Fill the table
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Lecture Nel8.
Finding the decision of a problem of linear programming. A method of artificial basis.

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a lecture material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:

1. Search of the initial basic decision

2. Non-negative, independent variables

1. Search of the initial basic decision
Let the problem of linear programming from | by variables and the mixed system from m restrictions is set:

7 =0X + 00X 40X, + > max;
ap Xy + A Xyt oty X, +b 20 (i=1, 2, . 1)
Ay Xy + 8y Xy Fag X, +hy =0 (k=r+1, ., m);

x;20(j=L2 .., s<n) (11.8)

For problem reduction to a canonical form the system of restrictions - inequalities is led to equivalent system
of the equations by introduction of artificial, non-negative variables y;
A Xp + Gy Xy oA, X, — Yy +0 =0,

}',-?_O(izl, 2, tavy ]') (“9)

Also replacement of unlimited variables is made.

After reduction of system of restrictions to system of the linear equations it is necessary to find its common
decision. It is obvious that the equations received from inequalities, easily dare concerning artificial variables Y: and
the common decision of this part of system of the equations will be

Vi = Gy Xp b x, by

y"ZO(i:], 2, very I"). (”10)

For other part of system of the equations the common decision can be received with the help Jordan’s
exceptions (or it is established it imcompatibility).

The system decision can be combined with replacement of variables, and for this purpose it is necessary to
enter unlimited variables into basis.

After search of the common decision of system the initial basic decision turns out by equating of independent
variables with zero.

Thus, reception of the initial basic decision is reduced to following operations. The initial problem is led to a
kind (11.10) and registers in a simplex-table (tab. 11.9).

Table 11.9
-X| -X2 -X, 1
Vi -q1) a2 -a1, b
¥, -, a2 -d,, b,
0 “dpy 1 2 ~lrin by
0 | ey ~Cpun Ba
zZ -t -(2 -C, 0

In the lines corresponding to restrictions - to inequalities, auxiliary variables register, and in lines with the
equations auxiliary variables are equal to zero - (0-variables).

Jordanov’s exceptions unlimited variables *s+!s -+ Xg are expressed by consecutive steps through non-
negative variables and simultaneously with it 0-variables are translated on table top.

The column under translated on top of the table of a 0-variable is excluded. The equations of communication
for unlimited variables are remembered, and corresponding lines do not participate in the further analysis. As a
result of transformations the table containing the initial basic decision, has the following appearance (tab. 11.10).

At following stages of the decision of a problem the part of the table allocated with a dashed line is analyzed
only. In the received basic decision independent variables are equated to zero, and basic variables and form Z appear
equal to corresponding free members, i.e.

X1 =0, 0 x5, =031 =0, .5, = O; (11.11)
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=B ZL=q
RE
Table 11.10
Non-negative, independent variables
0,...,0 X1, eeesXsy Y1 o0, Y 1
0
110 B
0
Xs+1
Unlimited variables : A, 4, 5,
Xn
Yp+1
Non-negative basic ' -
variables ' A By
Yp
Z p
¥ q

If at least one unlimited variable cannot be expressed through non-negative variables because of occurrence
of zero in a column of the simplex-table corresponding to it such problem is not led to a canonical form and cannot

be solved a simplex-method.
If in a line corresponding to a O-variable, all elements except a free member are equal to zero, system of

restrictions imcompatible.

Technology «the Questionnaire for a feedback»
That | have remembered That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. Search of the initial basic decision
2. Non-negative, independent variables
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Practical work Nel
The numerical decision of the algebraic and transcendental equations iterative methods.
(4 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a practical material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Iteration method
2. Method of Chords
3. Method half divisions
Let's consider the equation

Where f(x) defined and continuous on some final or infinite interval @ <X <b,

Any value X turning function F(x) in zero (X )EO, is called as a root of the equation (1.1), and the

way of a finding of this value X~ and is the decision of the equation (1.1).

To find roots of the equation of a kind (1.1) precisely it is possible only in rare instances. Besides, often the
equation contains the factors known only approximately and therefore, the problem about exact definition of roots of
the equation loses meaning. Methods of the numerical decision of the equations of the kind (1.1) are developed,
allowing to find the approached values of roots of this equation.

Thus it is necessary to solve two problems:

1) branch of roots, i.e. Search enough small areas, in each of which are concluded only one root of the
equation;

2) calculation of roots with the set accuracy.

Let's take advantage of known result of the mathematical analysis: if continuous function accepts on the
ends of some interval of value of different signs an interval contains at least one root of the equation.

For allocation of the areas containing one root, it is possible to use, for example, graphic in the way, or
moving along a range of definition with some step, to check on the ends of intervals a condition of change of a sign
on function.

For the decision of the second problem exists humerous methods from which we will consider four: a
method of iterations, a method half divisions, a method of chords, a method of tangents.

The task 1

To make branch of roots: graphically and under the program (accuracy
resulted in table 1.

The task 2

1. To spend specification of roots by a method half divisions.

As initial approach we will choose c=(a+b)/2 , then we investigate function on the ends of pieces be
and Ib That piece at which value of function on the ends has opposite signs gets out. Process proceeds until the

_102 .
€=10 ). Individual tasks are

condition ° &< will be satisfied. Accuracy € to accept the equal 10°°.
2. To make specification of roots by a method of simple iteration.

X

Let roots are separated and - contains a unique root. The equation (1.1) we will lead to an iterative

kind:
X = p(x) (1.2)

where function P(x) is differentiated on "b- and for any. xe[a,b][¢'(x) |<1. Function (x) can be picked up
in a kind

p(X) = x +kf (x), 13)
Where K is from a condition |9 (K, %) =1+ ki '(x) |<1, for Yx€[a,b]

- N Xy Xoyoe X X, -
Last condition guarantees convergence of iterative sequence ~ '~ 2’ n-1’"n to a root 4/ As a
condition of the termination of the account we will consider inequality performance

&(l-0q)
[ =X, 4 < (q ; g =maxlp’ (x)

(1.4)
3. To make specification of roots by a method of chords or tangents (X, K in table 1) with the set accuracy

g =10"
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The settlement formula for a method of chords:
XO f (Xn) - Xn f (XO)
X = (FOG) = F (%))

For a method of tangents:
f(x
o = Xy — Q
f(%,)
Value X, for a method of chords and an index point for a method of tangents gets out of a condition of

I
performance of an inequality FO6) 7 (%)>0
As a result of calculations under these formulas the sequence of the approached values of a root can be

X1'X21"'Xn_1’xn .

received " Process of calculations comes to an end at condition performance ‘Xn _Xn*1‘<<9

-5
(€= 10 ). In each case to print quantity of the iterations necessary for achievement of set accuracy.

APPROXIMATE VARIANT OF PERFORMANCE OF WORK ON MATHCAD

1. Definition, construction of tables of values and schedules of functions and branch of roots of the equation
y=x-sinx-0,25.

We separate roots graphically.
We calculate values of argument and function.

Y(X) :=Xx- sin(x) - 0.25

20
10
y(x) 0
-10
“20 15 0 10
i:=0 10 X =54 F ::y(xl)

We type i, x; Fi. More low, x= and nearby we click the mouse, we type F=, also nearby we click the mouse.

-6.209
-5.007
-3.109
-1.341 Given
-0.409
-0.25 X-sin(x) - 0.25=0
-0.091
0.841
2.609
4507
5.709

Find(x) = 1.17122965250166599

'Somxlo)mbwmn—\o|
alrlw|n]|elo|b [N ]d[A]d
'5‘@m<cum4>wmn—xo|

~
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2. The decision with use of operators given, find.

3. The symbolical decision.

X- sin(x) — 0.25so0lve, x —>1.17122965250166599:
4. At the left the decision a method of iterations, in the middle a method of tangents, on the right a method of
chords.

i=0..10 1°=0.10 i=0.10
5 <1 5 1 -
. C [x-fmfyeozy]) | [lasingg - 020 - (5 - sinfsy) - 02
el T sl.ru{x]} +0.23 Bl THT 1+cns{x,} i+l {xl_ sm{xl} - D.2§ - {xu - sm{xu} - D.2§
1] o 1]
0 1 1] 1 1] 1
1 [1.001474 1 [1.050385 1 o
2z [.a37a0s 2 [.01aE2 2 |1.575993
2 [1.1575805 3 [1.120285 3 1126117
4 [1.165804 4 (. 146676 4 [ 1.177817
%) 5 14604105 =5 1157102 T 5 |1.170273
6 [1.170401 & [.462197 G [1.171367
7 M.A70907 7 | 1.16669 T 1T
2 [1.a71104 g [.188674 g |1.171232
g (1471181 a [.169794 9 1171223
10 (1.A71211 10 1170424 10 17123
11 M A71222 11 1170778 11 17123
Table 1
N The equation
1| x+xIn(x+0.5)-05=0
2 | x2*-1=0
3 I x®—2x2+x-3=0
4| x®*+12x-2=0
5 | 5x-8In(x)-8=0
6 | x*+0.5x° —4x®> —-3x-0.5=0
7 | x—cos(x)—0.27=0
8 | x*-6x2+20=0
9 | 5x*+10x% +5x-1=0
101 0.1x* = xIn(x) =0
Solve the equation with Newton's method
L xX¥*+2x*+2=0 14 x*-3x*+9x-10=0
2. x*-2x+2=0 15, x*+3x-1=0
3 x*+x-3=0 16.  x*+0,4x°+0,6x—-16=0
4. x*-0,2x*+0,4x-14=0 17 x*-01x*+0,4x-14=0
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NogokrkwbdpE

S x*+3x*+12x+3=0 8. x*-0,2x*+05x-1=0

6. x*-01x*++0,4x+12=0 190 x*-3x*+6x-5=0

7 x*-02x*+05x-14=0 20 x*+2x+4=0

8 x®—3x*+12x-12=0 2. x*+0,2x* +05x+0,8=0

9 X} +4x—-6=0 22, x*+01x*+0,4x-12=0

10 x*+3x* +6x-1=0 23 x*-01x*+0,4x-15=0

1 x*-3x* +6x-2=0 24 x*-0,2x*+0,3x-12=0

12 x*-3x*+12x-9=0 25 x*+0,2x* +0,5x-2=0

13 x*+3x+1=0 26.  x*+0,2x* +0,5x-1,2=0

Technology «the Questionnaire for a feedback»

That I have remembered That I have understood, what That it was pleasant to me, has

on employment have understood caused interest

Control questions
Stages of the decision of the equation from one unknown person.
Ways of branch of roots.
How the graphic branch of roots is specified by means of calculations?
To give the verbal description of algorithm of a method nososurHoro divisions.
Necessary conditions of convergence of a method monosurHOrO0 divisions.
Condition of the termination of the account of a method of simple iteration. A method error.
The verbal description of algorithm of a method of chords. Graphic representation of a method. Error
calculation.
The verbal description of algorithm of a method of tangents (Newton). Graphic representation of a method. A
condition of a choice of an index point.
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Practical work Ne 2,
Newton's interpolation polynom and Lagrange
(4 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a practical material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Interpolation polynom of Newton
2. Interpolation polynom of Lagrange

Let function f(x) is set as table, or its calculation demands bulky calculations. We will replace
approximately function f(x) with any function F(x) so that the deviation f(x) from F(x) was in the set area somewhat
minimum. Similar replacement is called as function approximation f(x), and function F(x) — approximating
(approaching) function.

The classical approach to the decision of a problem of construction of approaching function is based on
the requirement of strict coincidence of values f (x) and F (x) in points x; (i=0,1,2, ... n), i.e.

F(XO):yO’F(Xl):yl""’F(Xn):yn' CRY

In this case a finding of the approached function name interpolation (or interpolation), points
Xg s Xqy+ X, — interpolation knots.

Often untepmonuposanue it is conducted for the functions set by tables with equidistant values of
argument x. In this case the table step h= X — X% (i = 0, 1, 2,...) is constant size. For such tables

construction unrepnonssuonnsix formulas (as, however, and calculation under these formulas) considerably
becomes simpler.

ITo 3amaHHOW TabmuSe 3HaYeHHH (YHKSHH COCTaBUT (OPMYNy HHTEPIONASHOHHOIO MHOrOYJIeHa
Jlarpan:ka (3.2) u noctpout rpaduk L2 (X) Hcxonnsle nanHble OepyTcs U3 Tadnuss 3.1.

The task 1
Under the set table of values of function to make the formula interpolation a multinomial of Lagrange
(3.2) and to construct the schedule L,(x). The initial data undertakes from table 3.1.

00y, CTXX) | o)(mx) | X X)KX)
(Xo _Xl)(XO _Xz) (Xl_xo)(x1_xz) (Xz _Xo)(xz _Xl)
Table 3.1.
N Xo X X, Yo Y Y,
1 2 3 5 4 1 7
2 4 2 3 5 2 8
3 0 2 3 -1 -4 2
4 7 9 13 2 -2 3
5 -3 -1 3 7 -1 4
6 1 2 4 -3 -7 2
7 -2 -1 2 4 9 1
8 2 4 5 9 -3 6
9 -4 -2 0 2 8 5
10 -1 1.5 3 4 -7 1
11 2 4 7 -1 -6 3
12 -9 -7 -4 3 -3 4
13 0 1 4 7 -1 8
14 8 5 0 9 2 4
15 -7 -5 -4 4 -4 5
The task 2

To calculate one value of the set function for intermediate value of argument (a) with the help
interpolation a multinomial of Lagrange (3.3) and to estimate an interpolation error. For task performance the initial
data undertakes from table 3.2, 3.3 or 3.4.
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L, (X)= Zn:yl (X=%p) .. (X=X ) (X = X;1) ... (X=X,

(3.3)
(X —X ) (X _XI 1)(X i+1)"'(xi _Xn)
For an error R (X) inequality is carried out
R (I ”*1;,|Hn+1(x)|, XX %] e
where M., =max | f " (x)].
The table 3.2
Ne Variant Valuea Noe tables
1 -2 3.3
2 3.77 34
3 0.55 3.3
4 4.83 34
5 35 3.3
6 5.1 34
7 1.75 3.3
8 4.2 34
9 -1.55 3.3
10 6.76 34
The table 3.3
X -3.2 -0.8 0.4 2.8 4.0 6.4 7.6

f(x)=2.1sin(0.37x) |-194 [-061 [031 |[181 209 | 147 | 068

The table 3.4

X 1.3 2.1 3.7 4.5 6.1 7.7 8.5
f (X) — |g(X)/X + X2 1.777 4.563 13.84 20.39 37.34 59.41 72.4

The table 3.5
X 0.10 0.15 0.20 0.25 0.30 0.35 0.40
f (x) = COS(X) 0.995 0.988 0.980 0.969 0.955 0.939 0.921
The table 3.6
X 0.65 0.70 0.75 0.80 0.85 0.90 0.95
f (X) = sin( X) 0.605 0.644 0.681 0.71 0.75 0.783 0.813

The task 3.

To condense a part of the table set on a piece [a, b] functions, using interpolation Newton's multinomial
(3.5) and to estimate an error of interpolation D (the formula (3.6)). Table 3.7 of final differences to count manually
on a piece [a, b] with step h. For task performance the initial data undertakes from tables 3.8, 3.5 and 3.6.

t(t-1)(t-2)
t(t-1 _ 2 7
Pz(x) =Y +tAyo ( )A Yot 3! A%y, (3.5)
where T = X~ % )
tt-Dt-2) .,
pr MDD oy 39

3

where ¢ — Some internal point of the least interval containing all knots X; (i = 0, n) and x.

The formula (3.5) is called as the first interpolation Newton's formula. If calculated value of a variable is
closer to the piece end [a, b], apply Newton's second formula — interpolation back (the formula (3.6)).
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t(t +1) t(t-1)(t-2) A o 6o

2
I:)n (X) =Y, +tAyn71 +TA Yoo * 3l
X—X tt+1)(t+2
rﬂet: n i D: ( )( ) fﬂl(g).
h 3
The table3.7
X y Ay A2 y A3 y
2 3 2 2
Xo Yo | AYe=Yi-Y, Ay, = Ay, — Ay, | Ay, =AY, —A%Y,
— 2
X =X +h |y, [Ay=y, -y, | Ay, = Ay, -4y,
Xp =X +h |y, [Ay,=y, -y,
Xa =X, +h | Y,
Table 3.8
Ne a Ne tabl
b hO h ables
1 0.65 0.80 0.05 0.01 3.6
2 0.25 0.40 0.05 0.025 35
3 0.75 0.90 0.05 0.01 3.6
4 0.70 0.85 0.05 0.025 3.6
5 0.80 0.95 0.05 0.025 3.6
6 0.1 0.25 0.05 0.025 35
7 0.15 0.3 0.05 0.025 3.5
8 0.7 0.85 0.05 0.025 3.6
9 0.2 0.35 0.05 0.01 35
10 0.80 0.95 0.05 0.01 3.6
Approximate fragment of performance of work in MathCAD
# =2 xl:=3 =3 whi=4 wl:=1 v2 =7

IR 1y =1 R AV -1 Yy AV =1 "
]'_.-'};*. = j"ﬂ k:"'_}‘lJ kk}‘_:"—JJ +E"1 '-.:"'_}"EI.-' '-.'-.}"_}‘—.-'.-' +j"— '-.}"_}"EI.-' kk:"'_}‘lJJ
L

i I -1 o A1 ek Pl T ] L1
{(x0 - x1)-(x0 - x2) {xl — =0} (=l - x2) (32— x0) (=2 - =)

L{x)
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Technology «the Questionnaire for a feedback»

That I have remembered That I have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions:

. In what feature of approach Ta6mmuno the set function by a method of interpolation?

. How existence and uniqueness interpolation a multinomial is proved?

. How interpolation a multinomial degree is connected with quantity of knots of interpolation?

. How are under construction interpolation multinomials of Lagrange and Newton?

. In what feature of these two ways of interpolation?

. How the estimation of an error of a method of interpolation is made by a multinomial of Lagrange?
. How the method interpolation for specification of tables of functions is used?

. In what difference between the first and the second interpolation Newton's formulas?

CO~NOOTDE WN P
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Practical work Ne 3
Calculation of integrals by the approached methods
(4 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a practical material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Method of trapezes and Simpson
2. Methods of rectangles
3. The quadrature formula of Gauss

1. A method of trapezes and Simpson

(DOpMy.l'H)I, HCIOJB3YEMBIC JIA HpI/I6J'II/I)KeHHOFO BbIYMCJICHHUA OJHOKPATHBIX MWHTEIPaioB, HA3bIBAIOT
KBaJpaTypHbIMU (opmynamu. I[IpocToil mnpueM NOCTpOEHHs KBaAPaTypHBIX (OPMYJT COCTOUT B TOM, HYTO
noasiHTerpasHas QyHkSus f(X) 3amensiercs Ha orpeske [a,b] HHTEpPIOSSHOHHBIM MHOTOWIECHOM, HAaIpUMEp,
mHorowieHoMm Jlarpamxka L,(X); ams mHTerpana mmeem npubnmikeHHoe pasenctBo (4.1). Ilpeamonaraercs, 4To
otpe3ok [a,b] pa3dour Ha N yacteit Toukamu (y3maMu) Xj, HaIHMYHE KOTOPBIX MOAPA3yMEBACTCS IPU MOCTPOCHUH
mHorowrieHa L (X). [yt paBHOOTCTOSIINX y37I0B

The formulas used for approached calculation of unitary integrals, name kBaxpatypusimu formulas. Simple
reception of construction quadrature formulas consists that subintegral function f(x) is replaced on a piece [a,b]
interpolation with a multinomial, for example, a multinomial of Lagrange L,(x); for integral it is had the approached
equality (4.1). It is supposed that the piece [a,b] is broken on n parts by points (knots) x; which presence is meant at

construction of multinomial L,(x). For equidistant knots X, =X, +ih, h= b- a’ X, =a, X, =h.

b b

[fooax = JL, (0 dX (4.1)

a a
At certain assumptions we receive the formula of trapezes

b

Yot ¥
If (x)dx ~ h(% Y Y, et Vo), (4.2)
a

Where y; values —of function in interpolation knots.
We have the following estimation of an error of a method of integration under the formula of trapezes (4.2):

) -
R ‘SMM, rie M =max\f(2’(x)‘, xe hb. (4.3)
" 12
In many cases of more exact there is Simpson's formula (the formula of parabolas):
b
2h yo+Y,

J.f(x)dXz?(Tm+2yl+y2 ot 2Y,0 1) (4.4)
a
For Simpson's formula it is had the following estimation of an error:

b-al-h* -
R.[<M i rae M =max‘f(4’(x)  xe b

The task 1

To make the program of calculation of integral from the set function on a piece |,b_ under the formula of
trapezes with step h=0.1 and h=0.05. To compare results. To estimate accuracy under the formula (4.3). To compare
results. The initial data for task performance undertakes from table 4.

The task 2

To make the program of calculation of integral from the set function on a piece |,b_under Simpson's
formula a method of the repeated account with accuracy & = 10°. The initial data for task performance undertakes
from table 4.

To calculate integral in MathCAD from the set function on a piece [a, b] under the formula of trapezes and
direct way.
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s = 0.604
1 .
J. 037 e™ 'Fld x — 0.604
0
Tab6mmsa 4
N DyHKSHs a b
1 0.37e"" 0 1
2 0.5x + xInx 1 2
3 (x+1.9)sin(x/3) 1 2
4 %In(x+2) 2 3
5 3cos x 0 1
2x+1.7
6 (2x+0.6) cos(x/2) 1 2
7 2.6x%In x 12 2.2
8 (x* +1)sin(x—0.5) 1 2
9 x* cos(x/4) 2 3
10 S|n(0;2x—3) 3 4
X~ +1

3. A method of rectangles

The elementary methods of numerical integration are methods of rectangles. In them subintegral function is
replaced with a polynom of zero degree, that is a constant. Similar replacement is ambiguous as the constant can be
chosen subintegral function equal to value in any point of an interval of integration. Depending on it methods of
rectangles share on: methods of the left, right and average rectangles.

On a method of average rectangles the integral is equal to the sum of the areas of rectangles where the
rectangle basis any small size (accuracy), and the height is defined on a point of intersection of the top basis of a
rectangle which the function schedule should cross in the middle. Accordingly we receive the formula of the areas
for a method of average rectangles:

Zb:|f(X)+(fX )| £ )

a

The formula of average rectangles with constant step

f:f(x)dx —hZ“‘l (x + )(6)

5. The quadrature formula of Gaussa
The methods described above use the fixed points of a piece (the ends and the middle) and have a low order
of accuracy (0 — methods of the right and left rectangles, 1 — methods of average rectangles and trapezes, 3 — a
method of parabolas (Simpson)). If we can choose points in which we calculate values of function f (x) it is possible
to receive methods of higher order of accuracy at the same quantity of calculations of subintegral function. So for
two (as in a method of trapezes) calculations of values of subintegral function, it is possible to receive a method any
more 1st, and 3rd order of accuracy:

b—a a+b b—a a+b b—an
I = —
2 / 2 2v/3 - 2 | 23
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Generally, using n points, it is possible to receive a method with accuracy order 2n-1. Values of knots of a
method of Gaussa on n points are roots of a polynom of Lezhandra of degree n.

Values of knots of a method of Gaussa and their scales are resulted in directories of special functions. The
method of Gaussa on five points is most known.

Examples
Example 1.
Application of the formula of average rectangles for the decision of problems of numerical integration (on
2
calculation example j(xz +1)sin(x — 0.5)dx).
1

The decision.
2

f(xz + 1) sin(x — 0.5)dx =h§f (xi- +g)

a O\

Let's calculate integral 11 under the formula of a method of average rectangles (6):
hl=1

11=hf(x0+h/2)=((1.5)2+1)sin(1.5-0.5)=2.734

NS

Let's reduce a step twice and we will calculate integral 12 under the formula of a method of average
rectangles (6):

X0 x1 xn

h2=1/2
12= h(f(x0+h/2)+f(x1+ h/2))= (1/2) ((1.25)2+1)sin(1.25-0.5)+ ((1.75)2+1)sin(1.75-0.5))=2.8005
Let's calculate criterion for integrals 11 and 12, as 12>1 the criterion is calculated under the formula:

|(1,-1)/1,/=0.023746>¢

The received criterion is not carried out, we calculate integral 13, reducing a step twice:

x0 /\/\/\/\ x1 X2 x3 xn

h2=1/4
13=(f(x0+h/2)+f(xL+h/2)+f(x2+h/2)+f(x3+N/2))=(1/4)((1.125)2+1)sin(1.125-0.5)+(1.375)2+1)sin(1.375-
-0.5)+(1.625)2+1)sin(1.625-0.5)+ (1.875)2+1)sin(1.875-0.5))=2.814

Let's calculate criterion for integrals 12 and 13, as 13>1 the criterion is calculated under the formula:
|(15-1,)/153]=0.004797<¢

The received criterion is carried out, hence, we have calculated the set integral with demanded accuracy.

J7 (¢ + 1) sin(x — 0.5)dx =

The answer: " 2.814 with accuracy0.01.
3. 9y3
Example 2. We Will calculate integral I—4dX method of Gaussa.
05
The decision.

Nb—a a+b b—a a_lb b—_a
) )
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a+ _b—a)_f(0.5+3_3—0.5
2.3 2 23

2
a+tb b-a) .(05+3 3-05
f2(x)—f( ot j_f( A 2\@j_f(zm)_o.mz
3-05

——dx= — (.94 +0.812 »3.584.
0.5

The answer: 3.584.

)zf(1.029) =1.94.

Example 3. We Will calculate integral Tn -sin(mx)dx method of Gaussa.
0.5
The decision.
f(x) == -sin(nx).
a+b b-a 05+23 23-05
fix)=f| — - ——= |= - =(0.88) =-1.156-
()[22\@)(2 zﬁj()

f2(x)=f(a+ b b—a)_f(o.5+2.3 23-05

2 2B 2k
2-3;0-5 € 1.156 +0.781  ~0.588.

]:f(1.92) =0.781

In -sin(mx)dx =

The answer: - 0.588.

Exercise
Calculate the set integrals under formulas of rectangles, a trapeze and Simpson if the integration piece is
broken on n=2 and n=4 equal parts. To estimate an error of result and cpasusiT the approached values of integral
with the exact.

1 1
| d (== o).z [Z 3=1n2+0,693)
“lae ? - I et ]' ) I 1+ ¢ ' :
0 0
/2 1
x/4 1 az 1
3. j sindz dz  (3-0,5). 4. j (s=1n(1+§2)n0,881). "] Cieme oo [aroter az (3= (F-21n2)0,435).
0 oliv 2 0 0
e . f {22 -
5. I]_n rdr (3=1). 6. Im(1+1 ydz  (3=21n2-10,386). 13. I PR (3 =~ 0,38). 14. J-RPCSIHI dr (3:;(’5“1]-“0,26}.
1 0 0 a
/2 1 /4 /2
7. Izcosr @ (3 -1n0,571). 8. _Te=¢z (s-arctge- © ~0,433). 15 J 18 7 ar (3--1n2n0,346). 16. Jctg T (3-In2ed,346).
2 1+6°% 4 2 2
o 0 0 w4
x /4 i ! 2
9. I cos’r dr (3=0).  10. J'——dx =1n(1+{2) ~0,881). 17 fr e dr (=1}, 18. JJHI ar  (x=—(2{2-1)1,22).
0 0 cos T 0 0 3
Technology «the Questionnaire for a feedback»
That | have remembered That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions
1. What advantages of the formula of parabolas in comparison with the formula of trapezes and a consequence of
that are these advantages?
2. Whether formulas (4.2) are true, (4.4) for is unequal straining knots?
3. In what cases the approached formulas of trapezes and parabolas appear exact?
4. How the step size influences accuracy of numerical integration?
5. In what way it is possible to predict approximate size of a step for achievement of the set accuracy of integration?
6. Whether it is possible to achieve unlimited reduction of an error of integration by consecutive reduction of a step?
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Practical work Ne 4.
Approximation results of experiment with a method of the least square.
Creation non-linear empirical connection
(4 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a practical material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Root-mean-square approach of functions
2. A method of the least squares

1. Root-mean-square approach of functions
Let dependence between variables x and y is set tabmuuno (the skilled data is set). It is required to find
function somewhat in the best way describing the data. One of ways of selection of such (approaching) function is
the method of the least squares. The method consists in that the sum of squares of deviations of values of required

function ¥i =Y(%) and set ta6muuno yi was the least:

SE)=(Y, = V) +(Y, = V,)’ +...+(y, = ¥,)> > min 6.1)

Where ¢ a vector —of parametres of required function.

2. A method of the least squares
To construct a method of the least squares two empirical formulas: linear and square-law.
In case of linear function y=ax+b the problem is reduced to a finding of parametres a and b from system of
the linear equations

MX2a+MXb=MXy

, Where
Mya+b=M,

1& o 1 1 L\
sz=—in C M=%, Mxy:_zxiyi"v'y:ﬁzyi
Nz Nz Nz =1
and in case of square-law dependence Y = aX2 +bX+C toa finding of parameters a, b and ¢ from system of
the equations:

MX4a+MX3b+MX2C:MX2y
|\/|X33.+|\/|X2b+|\/|XC=|\/|Xy , Where
MX2a+MXb+c:M

1

1 n 4 n 3 1 n 2
M,=—>x, M ==—>»x", M =—> X"V;
x4 n; i 3 niZ:::L i xzy n; i yl

To choose from two functions the most suitable. For this purpose to make the table for calculation of
the sum of squares of evasion under the formula (6.1). Initial given to take from table 6.

y

The task 2

To make the program for a finding of approaching functions of the set type with a conclusion of values
of their parametres and the sums of squares of evasion corresponding to them. To choose as approaching

functions the following: Y = ax+Db, y= ax™, y= ae™. To spend linearization. To define for what
kind of function the sum of squares of evasion is the least.

Initial data is placed in table 6.

Approximate fragment of performance of laboratory work

(George E. Forsyth and Michael A. Malcolm and Cleve B. Moler. Computer Methods for
Mathematical Computations. Prentice-Hall, Inc., 1977.)
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X = 0.5 y, = 11 = 0.3 Ye
=0.1 Y=
* Vg 18 X, = 0.4 yo22
X3 =04 xg = 0.7 8
=14
X, = 0.2 Ya Xg = 0.3 Ygi=15
%5 0.6 Yg 2.1 - 08 Vo= 23
o 10 10 10
£ Y B 2
i=1 i= i=1 =1
mx2:= 11—0 mx:= 1~1—0 mxy:= 11—0 my = 11—0
mx2= 0.229 mx= 0.43 mxy= 0.828 my =176
Given
mx2a + mxb = mxy
mxa + b = my
Find(a,b) —»
i 1 2 3 4 5 6 7 8 9 10
No
1 X 0.5 0.1 0.4 0.2 0.6 0.3 0.4 0.7 0.3 0.8
y 1.8 1.1 1.8 1.4 2.1 1.8 1.6 2.2 1.5 2.3
2 X 1.7 1.5 3.7 1.1 6.2 0.3 6.5 3.6 3.8 5.9
y 1.5 1.4 1.6 1.3 2.1 1.1 2.2 1.8 1.7 2.3
3 X 1.7 1.1 1.6 1.2 1.9 1.5 1.8 1.4 1.3 1.0
y 6.7 5.6 6.7 6.1 7.4 6.9 7.9 5.9 5.6 5.3
4 X 1.3 1.2 1.5 1.4 1.9 1.1 2.0 1.6 1.7 1.8
y 5.5 5.9 6.3 5.8 7.4 5.4 7.6 6.9 6.6 7.5
5 X 2.3 1.4 1.0 1.9 1.5 1.8 2.1 1.6 1.7 1.3
y 5.3 3.9 2.9 5.0 4.0 4.9 5.1 4.5 4.1 3.7
6 X 1.8 2.6 2.3 1.3 2.0 2.1 1.1 1.9 1.6 1.5
y 4.4 6.4 5.3 3.7 4.9 5.6 3.0 5.0 4.3 3.7
7 X 1.9 2.1 2.0 2.9 3.0 2.6 2.5 2.7 2.2 2.8
y 6.6 7.6 6.7 9.2 9.4 7.8 8.4 8.0 7.9 8.7
8 X 2.0 1.4 1.0 1.7 1.3 1.6 1.9 15 1.2 2.1
y 7.5 6.1 4.8 7.4 5.7 7.0 7.1 6.8 6.0 8.9
9 X 2.0 1.2 1.8 1.9 1.1 1.7 1.6 1.4 1.5 1.3
y 7.5 5.9 7.0 8.0 5.0 7.4 6.4 6.6 6.3 5.7
10 X 1.9 1.1 1.4 2.3 1.7 2.1 1.6 1.5 1.0 1.2
y 4.7 3.4 3.8 5.2 4.6 5.5 3.9 3.9 3.2 3.5
Technology «the Questionnaire for a feedback»
That | have remembered That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions:
1. In what an approach essence Ta6muaso the set function on a method of the least squares?
2. Than this method differs from an interpolation method?
3. How the problem of construction of approaching functions in the form of various elementary functions to a case
of linear function is reduced?
4. Whether there can be a sum of squares of evasion for any approaching functions equal to zero?
5. What elementary functions are used as approaching functions?
6. How to find parametres for linear and square-law dependence, using a method of the least squares?
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Practical work Ne 5.
The geometrical decision of a problem of linear programming
(2 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a practical material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Geometrical interpretation of a problem of linear programming
2. Using geometrical interpretation, find decisions of problems

1. Geometrical interpretation of a problem of linear programming
1.29. To find a maximum and a minimum of function F=x;+Xx, under conditions

2){1 +4X2€ lﬁ,
—4x 4 20208,
x4 35, 228,

Xy, 4\.’2_20.
The decision. We will construct a polygon of decisions. For this purpose in inequalities of system of
restrictions and conditions nonnegativity variables signs on inequalities we will replace with signs on exact
equalities:

2x) + 4x2 =16, (b

4x, + 2= 8§, (I
Xd3= 9 (1)
x1 =0, v

xp=0. vy

Having constructed the received straight lines, will find corresponding semiplanes and their crossing (fig. 1.6).

Apparently from fig. 1.6, a polygon of decisions of a problem is triangle ABC. Co-ordinates of points of this
triangle satisfy to a condition nonnegativity and to inequalities of system of restrictions of a problem. Hence, the
problem will be solved, if among points of triangle ABC to find such in which function F=x;+x, accepts the
maximum and minimum values. For a finding of these points we will construct a straight line x;+x,=4 (humber 4 is
taken any) and avector C= (1; 1).

Moving the given straight line in parallel to itself in a direction of a vector With, we see that its last general
point with a polygon of decisions of a problem is point C. Hence, in this point function F accepts the maximum
value. As with - a point of intersection of straight lines | and Il its co-ordinates satisfy to the equations of these
straight lines:

Zeh
]34
7
1S '9I’+2¢2 =§
I ‘f 2$1+#xz=1ﬁ
n
2
1
10|
_, [
-2F
Fig. 1.6
2x.+4x2=16,
I|+31'2= g,

Having solved this system of the equations, we will receive x=#6, x3=1. Thus, the maximum value of
function Fr=7.

For a finding of the minimum value of criterion function of a problem it is moved a straight line x;+X,=4 in
a direction opposite to a direction of vector C = (1; 1). Inthis case, apparently from fig. 1.6, last general point of

a straight line with a polygon of decisions of a problem is A.Sledovatelno's point, in this point function F accepts the
minimum value. For definition of co-ordinates of a point And we solve system of the equations
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{x.+3x2=9,

x,=0.

whence x; =0, xz=3.. Substituting the found values of variables in criterion function, we will receive F;, = 3.

1.30. To find the maximum value of function F =16X;-X,+X3 + 5X4 + 5X5 under conditions
2x, + xo+4x3= 10,

— 2%+ 3k +x4u= 6,
2x1+4x2—x5= 8,
X1, X3, X3, X¢ X520,

The decision. Unlike considered above problems in an initial problem of restriction are set in the
form of the equations. Thus number of unknown persons equally five. Therefore the given problem should be
reduced to a problem in which the number of unknown persons would be equal to two. In the case under
consideration it can be made by transition from the initial problem which have been written down in the form of
basic, to the Problem which has been written down in the form of standard.

It has been above shown that the initial problem is written down, in the form of the basic for a problem
consisting in a finding of the maximum value of function F = 2x;+ 3 X , under conditions

20+ <10,
{—211+312€ 6,
2x 4-4x2 2= 8,

X1, Xp, X3, X4, X520,

From criterion function of an initial problem variables xs, x4, X5 are excluded by means of substitution of
their values from the corresponding equations of system of restrictions.

Let's construct a polygon of decisions of the received problem (fig. 1.7). Apparently from fig. 1.7, the
maximum value problem criterion function accepts in a point from crossing of straight lines I and Il. Along each of
boundary straight lines value of one of the variables, excluded at transition to corresponding inequality, is equal to
zero. Therefore in each of tops of the received polygon of decisions of last problem at least two variables of an
initial problem accept zero values. So, in

Iy

5

g

8
R
21, +4,-8 ‘Z i
3

Puc. 1.7

To point C it is had x3=0 and x,=0. Substituting these values in the first and second equations of system of
restrictions of an initial problem, we receive system of two equations
2.!1 + Xo= lO,
{—,'2X1+34‘2= 6,
Solving which it is found xf=3, xz=4.
Substituting the found values x; and x, in the third equation of system of restrictions of an initial problem,
we define value of a variable xs, equal 14.
Hence, the optimum plan of a considered problem is X * = (3; 4; 0; 0; 14). At this plan value of criterion
function is Fya = 18.

Pemenne 3agaun B Maple
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restart

plots [inequal] ({x1+4d*x2<=5 x1-x2<=3 ,THx1+3*x2-=T,
optionsfeasible=(color=grey),
optionsopen=(color=blue, thickness=2),
optionsclosed=(color=blue, thickness=2),
optionsexcluded=(color=white) ),

9*x1+2*x2-31.5},

-

x1=0..4, x2=-3..3,

-34

simplex [maximize] (9*x1+2*x2 , {x1+4*%*x2<=5 ,x1-x2<=3 , T*x1+3*x2>=T})

17

. . 2
{xz—s,x —5}

2. Using geometrical interpretation, find decisions of problems

1.32. F=x,4 x»—+max;

X +-2x05 14, 4x—2x0 =12,
—5x, 4 3x2 <15, —x4+36< 6,
x4+ 6x2 2224, 2x) 4 4x 216,

1 Ay, Xz 20, 2. x), X220

1.85. F—-x; 4 4%z 4 20— x5—>max;

r1.33. F=1x,+42x;—max:

3

f 1.36. F=—5x, +x2~—x3+max.;

¥;—5xg+x3=35, 3x) —xg— x3=4,
—x1+ xatx=4, . § n—xz+ xz—x=1,
X1+ ¥y4xs=8. L2x|-|;x2+2x3+x5=7.
4. Xy, Xz, ..., X520 5. Xiy X2y ey X520

1.34, F=—2x, +xe—»min;
3x1—2x=~.<; l2,

—Xi +2x2"-<-. 8.

261431222 6,

x, x32=20.

6. For manufacture of tables and cases the furniture factory uses necessary resources. Norms of expenses of
resources on one product of the given kind, profit on realisation of one product and total of available resources of

each kind are resulted in the following table:

Norms of expenditures of resources on one product The General an amount of
Resources
Table The Case resources

3y

Wood (m"): 0.2 0.1 40

| aspect
Il aspect 0,1 0,3 60
Labour input (person- 12 15 3714
hour)
Profit on realisation of one 6 8
product (rouble.)

To define, how many tables and cases the factory should produce, that the profit on their realisation was maximum.
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7. For manufacture of two kinds of products A and B the turning, milling and grinding equipment is used. Norms of
expenses of time for each of equipment types on one product of the given kind are resulted in the table. In it the
general fund of working hours of each of equipment types, and also profit on realisation of one product is specified.

Expenditures of time (machine tool-hour) on working | The General fund of useful
Type the equipment off of one product working hours of the
A B equipment (hour)
The milling 10 8 168
The turning 5 10 180
The grinding 6 12 144
Profit on realisation of one
product (roub.) 14 18

To find the plan of release of products Aand B, providing the maximum profit on their realisation.

8. At furniture factory it is necessary to cut out preparations of three kinds from plywood standard sheets in the
quantities accordingly equal of 24, 31 and 18 pieces Each sheet of plywood can be cut on for

Cooking by two ways. The quantity of received preparations at the given way packpos is resulted in the table. In it
the size of a waste which turn out at the given way packpos one sheet of plywood is specified.

Aspect preform Amlount of preforms (piece) in open on a m20de
I 2 6
1 5 4
1l 2 3
Magnitude of a waste (sm°) 12 16

To define, how many sheets of plywood and on what way follow packpowur so that has been received not less
the necessary quantity of preparations at the minimum waste.

9-10. On a fur farm silver foxes and polar foxes can be grown up. For maintenance of normal conditions of their
cultivation it is used three kinds of forages. The quantity of a forage of each kind which foxes and polar foxes
should receive daily, is resulted in the table. In it are specified total of a forage of each kind which can be used a fur
farm, and profit on realisation of one skin of a fox and a polar fox.

Feed kind Quantity of units of a feed which daily should receive Feed Total
fox A polar fox
I 2 3 180
Il 4 1 240
i 6 7 426
Profit on realisation of 16 12
one glass-paper (roub.)

To define, how many foxes and polar foxes should be grown up on a fur farm that the profit on realisation
of their skins was maximum.

http://www.cyberforum.ru/mathcad/thread361265.html
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= 5
fl(x1) := x1 + 4x2 = 5 solve,x2 —)Tl~xl+'— f2(x1) :=x1 —x2 =3 sohe,x2 —>x1-3

-
y f3(x1) := 7x1 + 3x2 = 7 solve ,x2 —)—~x1+5

2
CEaESE S d=d 1@ o= 1ma)53 Geadz)) - = 51
dxl a2 ol

Grven
x2 = fl(xl)
x2 = f3(x1)
{ 13 \
xI1) 25
| -, |=Fndx2) > |
£1(x1) 2L/ 2
L2587
£2(x1)
B3(x1) Given
=on x2 = fl(x1)
x2 = f2(x1)
2T l ; ! i (17
(12 s
‘ | | := Find(x1 ,x2) -
- | [ \x22 / 2
- 4 -
-,

x1

i el (x1-x11 -9 173
gl (x1) := max(f3(x1),0,f2(x1)) T mm(xl) = . i sobve,x2 - —-xl + —

1
c2 )

el (x1-x12 -0 157
T _max(xl) := . solve,x2 —> —x1 + —

1 -
gl(z1)
f1(x1)
Grad(x1)
— 05T
T_min(x1)
T_max(z1)
0 0.5
13 28 173
x1_min := x11 > 5t x2_mm = x21 > = L_mm := L(x1_min,x2_mn) — S5
17 2 157
xl_max :=x12 - = x2_max = x22 - % L _max = L(xl_max,x2 max) — =

Technology «the Questionnaire for a feedback»

That I have remembered
on employment

That I have understood, what
have understood

That it was pleasant to me, has
caused interest
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Control questions:
1. Geometrical interpretation of a problem of linear programming
2. Using geometrical interpretation, find decisions of problems
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LABORATORY MATERIALS

Laboratory work Nel
The numerical decision of the algebraic and transcendental equations
by iterative methods Chord and Newton

(4 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a laboratory material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

Plan:
1. Iteration method
2. Method of Chords
3. Method half divisions

Let's consider the equation
f()=0 (1.1)

Where f(x) defined and continuous on some final or infinite interval @ <X <b,

Any value X turning function F(x) in zero f(X )Eo, is called as a root of the equation (1.1), and the

way of a finding of this value X" and is the decision of the equation (1.1).

To find roots of the equation of a kind (1.1) precisely it is possible only in rare instances. Besides, often the
equation contains the factors known only approximately and therefore, the problem about exact definition of roots of
the equation loses meaning. Methods of the numerical decision of the equations of the kind (1.1) are developed,
allowing to find the approached values of roots of this equation.

Thus it is necessary to solve two problems:

1) branch of roots, i.e. Search enough small areas, in each of which are concluded only one root of the
equation;

2) calculation of roots with the set accuracy.

Let's take advantage of known result of the mathematical analysis: if continuous function accepts on the
ends of some interval of value of different signs an interval contains at least one root of the equation.

For allocation of the areas containing one root, it is possible to use, for example, graphic in the way, or
moving along a range of definition with some step, to check on the ends of intervals a condition of change of a sign
on function.

For the decision of the second problem exists numerous methods from which we will consider four: a
method of iterations, a method half divisions, a method of chords, a method of tangents.

The task 1

To make branch of roots: graphically and under the program (accuracy
resulted in table 1.

The task 2

1. To spend specification of roots by a method half divisions.

As initial approach we will choose c=(a+h)/2

and Ib That piece at which value of function on the ends has opposite signs gets out. Process proceeds until the

= -1 P
& =10 ). Individual tasks are

, then we investigate function on the ends of pieces ho

condition b-al<e be satisfied. Accuracy € to accept the equal 10>
2. To make specification of roiJlts by a method of simple iteration.
b

Let roots are separated and - contains a unique root. The equation (1.1) we will lead to an iterative
kind:

X =p(X) ) (1.2)
where function P (x) is differentiated on l’b- and for any. xe[a,b]|¢'(x) |<1. Function (x) can be picked up

in a kind
@(X) = x +kf (x), (13)

Where K s from a condition |9 (K:X)[FI1+kF'(x) |<1, for VX €[a,b]

Xy Xoy o e X

o ] . X cos
Last condition guarantees convergence of iterative sequence n-1'"n to a root é’ As a

condition of the termination of the account we will consider inequality performance
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éll-0q)
X, = X < (q ;g =maxlp’ (x)

(1.4)
3. To make specification of roots by a method of chords or tangents (X, K in table 1) with the set accuracy

g =10"
Th.e settlement formula for a method of chords:
Xo £ (%) =%, (%)
Xpo= ()= (%)

For a method of tangents:
f(x
T .( n)
f(%,)
Value xq for a method of chords and an index point for a method of tangents gets out of a condition of

I
performance of an inequality FO6) 7 (%)>0
As a result of calculations under these formulas the sequence of the approached values of a root can be

Xl’X21"'Xn71’Xn .

received ", Process of calculations comes to an end at condition performance ‘Xn _Xn-1‘<5

_1n-5
(€= 10 ). In each case to print quantity of the iterations necessary for achievement of set accuracy.

APPROXIMATE VARIANT OF PERFORMANCE OF WORK ON MATHCAD

1. Definition, construction of tables of values and schedules of functions and branch of roots of the equation y=x-
sinx-0,25.

We separate roots graphically.
We calculate values of argument and function.

y(X) :=x- sin(x) — 0.25

20
10
y(x) 0
-10
BERT 0 10
X
i:=0 10 X =-54 1 F, ::y(xl)

We type i, x; Fi. More low, x= and nearby we click the mouse, we type F=, also nearby we click the mouse.

-6.209
-5.007
-3.109
-1.341 Given
-0.409
-0.25 X-sin(x) - 0.25=0
-0.091
0.841
2.609
4507
5.709

Find(x) = 1.17122965250166599

'5(000\10701-wa|—‘0|
gls|w vk lols|N]b]|As]|d
'Scoooxno:mbwmn—\o|




2. The decision with use of operators given, find.

3. The symbolical decision.

X- sin(x) — 0.25so0lve, x =>1.17122965250166599:
4. At the left the decision a method of iterations, in the middle a method of tangents, on the right a method of

chords.
i=0..10 1°=0.10 i=0.10
=1 - =1
% % =1 %,
Yoo [x- finfy 03] _[afsombd -0 -5 b oinfe) - 03]
= +0. =t T L B L L T B - -
% sl.ru{x]} B TR 1+cns{x,} +1 {xl_ sm{xl} - D.2§ - {xu_ sm{xu} - D.2§
n 1]
0 1 n 1 1] 1
1 [1.091474 1 [1.050385 1 o
2 [az7a0s 2 [.014E2 2 |1.575993
2 [1.1587505 3 [.120285 3 1126117
4 [1.165804 4 (. 146676 4 [ 1.177817
%) 5 14604105 =5 1157102 T 5 |1.170273
6 [1.170401 & [.462197 G [1.171367
7 M.A70907 7 | 1.16669 T
2 [1.a71104 g [.188674 g |1.171232
g (1471181 a [.169794 9 1171223
10 (1.A71211 10 1170424 10 17123
11 M A71222 11 1170778 11 17123
Table 1
N I\/(I)%th The equation 6 K X4 +0.5X3 —4X2 _3%x-05=0
1 K — = .
X+ xIn(x+0.5)-05=0 7 X [ X—sin(x)=0.25=0
2 K X _1_
. 8 | K [x*—6x*+20-0
- X —2x"+x-3=0 9 | X [ 5x°+10% +5x-1=0
K 3 _
X°+12x-2=0 10 K 0.1X2—X|n(X):O
5 X | 5x-8In(x)-8=0

Newton's methods

Example 1. To solve the cubic equation X' +x=10=0 with relative accuracy & 20,001 method of tangents of

Newton-Rafsona.

The decision. In this case £ (¥) =¥ +x

_m'. Hence,

X

(Exact value of a rooté=2). Then under the formula(

al =

®

Flx,)
Fix,)

X, =3- 20 2.285714
28
2
x, =2.2857 I4—M =
) 16.673465
Let's check up, whether the set relative accuracy is reached e:
x,—x| [2.032173-2.285714
x, | | 2285714

Continue iterations:
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F'(x)=3x"+1.

. As zero approach we will accept xo=3

) received:

2.032173

~0.110924 > £ =0.001



0.424493
13.389181
Again we will check up, whether the set relative accuracy is reached e:

|x, —x, =‘2.000469—2.0321?3|20_015601”:0_00]
x| 2032173 |

The following iteration to within 6 decimal signs gives almost exact value of a root:

X, =2.000469 - 0.006098 =2.0000001

13.005629 )
However, here again it is necessary to check up, whether the set relative accuracy is reached &:

%= _[2.0000001-2.000469] 000 o
| 2000469 |

The found root of the equation is equal 2.0000001. Thus, computing process has converged for 4 iterations, and we
have received a required root with the set relative accuracy e.

x, =2.032173- = 2.000469

The decision an example in MathCAD

;" Mathcad - [method of Hewton.mcd]

=3 R =x 4x-10 root(F(D 1) = 2

Wethod of Mewton 200

fi= il-x3+ X= IUI
dx

i=0.10
xU:=3

Variants for laboratory works 1,2

Solve the following the equation with accuracy 0,001 10) Inx+x-13=0
1 X3 —9%x? +31x+37=0 11; 1.5c0s(x-0.6)+x+2.047=0, [0;n/2]
2 Inx+x+13=0 12) 3x-1.3*=0, [0;10];
33 1.5c05(x-0.6)+x-2.047=0, [0;1/2] 1) v _opam
4) 2x-1.3*=0, [0;10]; 036+x*
5) (7o  x _ 14) x*+4cosx-1.628=0, [0;1];
\/;e St oseey ot 15) x+Inx=0,5;
6) x2+4sinx-1.6280819=0, [0;1]; 16) x*+0,4x*+0,6x-1,60;
7) x+lgx=0,5;

8) x*+0,4x*+0,6x-1,6=0;
9) X*-9x*+31x+30=0

Solve the equation with Newton's method

L xX*+2x*+2=0 14 x*—-3x*+9x-10=0
2. x*-2x+2=0 15 x*+3x-1=0
3. x*+x-3=0 16.  x*+0,4x*+0,6x—-16=0
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4. x*-0,2x*+0,4x-14=0 17 x*-01x*+0,4x-14=0
5 xX*+3x*+12x+3=0 18.  x*-0,2x>+05x-1=0
6.  x*-01x*++0,4x+12=0 19, x*-3x*+6x-5=0

7. x*-0,2x*+05x-14=0 20 x*4+2x+4=0

8.  x*-3x"+12x-12=0 2. x*+0,2x* +0,5x+0,8=0
9 X +4x—-6=0 22 x*+01x*+0,4x-12=0
10.  x*+3x*+6x-1=0 23.  x*-01x*+0,4x-15=0
1. x*-3x*+6x-2=0 24 x*_-0,2x*+0,3x-12=0
12. x*-3x*+12x-9=0 25 x*4+0,2x*+05x—2=0
13 x*+3x+1=0 26.  x*+0,2x*+0,5x-12=0

Technology «the Questionnaire for a feedback»
That I have remembered That I have understood, what That it was pleasant to me, has
on employment have understood caused interest

The literature

1. Hemunosuu B.I1., Mapon M.A. OcHOBHI BeIUMCIUTEIbHON MaTeMaTHKU. — M.: Hayka, 1970. — 664 c.

2. Mak-KpaxkeHn /1., lopn VY. Uucnennsie metoasl u nporpammupoBanue Ha ®OPTPAHe. — M.: Mup, 1977. —
584 c.

Control questions:
Stages of the decision of the equation from one unknown person.
Ways of branch of roots.
How the graphic branch of roots is specified by means of calculations?
To give the verbal description of algorithm of a method nosiosuasoro divisions.
Necessary conditions of convergence of a method monosunsnoro divisions.
Condition of the termination of the account of a method of simple iteration. A method error.
The verbal description of algorithm of a method of chords. Graphic representation of a method. Error
calculation.
8. The verbal description of algorithm of a method of tangents (Newton). Graphic representation of a method. A
condition of a choice of an index point.

Noogokr~wbdRE
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Laboratory work Ne 2
The numerical decision of system of the linear algebraic equations methods of Gauss,
simple iteration and Seidel.
(4 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a laboratory material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Methods of Gauss
2. Methods of simple iteration.
3. The decision of system of the linear algebraic equations a method of Seidel

1. Methods of Gauss
Problems of approximation of function, and also set of other problems of applied mathematics of m of
computing physics are reduced to problems about the decision of systems of the linear equations. The most universal
method of the decision of system of the linear equations is the method of a consecutive exception of the unknown
persons, Gaussa named a method.
For an illustration of sense of a method of Gaussa we will consider system of the linear equations:
4%, —9%, +2X; =2
2%, —4X, +4X; =3
— X, +2X, +2X; =1 1)
This system we will write down in a matrix kind:
4 -9 2\ x 2
2 -4 4)x,|=|3
-1 2 2)\x 1 @)

As it is known, both members of equation it is possible to increase by nonzero number, and also it is
possible to subtract another from one equation. Using these properties, we will try to result a matrix of system (2) in
a triangular kind, i.e. to a kind, when below the main diagonal all elements — zero. This stage of the decision is
called as a forward stroke.

On the forward stroke first step we will increase the first equation on 1/2 and we will subtract from the
second then x, the variable will be excluded from the second equation. Then, we will increase the first equation on-
1/4 and we will subtract from the third then the system (2) will be transformed to kind system:

4 -9  2Yx) (2
0 05 3 |x|=|2

0 -025 25)x,) |15 -

On the second step of a forward stroke from the third equation it is excluded x,, i.e. from the third equation
it is subtracted the second, increased, on-1/2 that results system (3) in a triangular kind (4)

4 -9 2Y\x 2
0 05 3|x,|=| 2
0 0 4)x, 2.5

(4)
System (4) it is copied in a habitual kind:
4%, —9X, +2X; =2
0.5%, +3x; =2
4%, =25 )

Now, from system (5) can find the decision upside-down, i.e. at first we find from the third equation
x3=0.625, further, substituting in the second equation, we find x,=(2-3x3)/0.5. Substituting x, and Xs in the first
equation of system (5), we find x,=0.75. A decision finding (X, X,, X3) from system (5) name reverse motion.

Example:

Solve the equation with a method of Gaussa.



X +x,—x;-x,=0
X, +2x;—x, =2
X, —x,—x, =—1

-x,+3x,-2x, =0

The decision:
X +x,—x;—x,=0 X +x,—x;—x,=0 X +x,—x;—x,=0
X, +2x;—x, =2 X, +2x,—x, =2 X, +2x;—x, =2
= =
2x, =x; =1 S5x;—-2x, =2 5x;—2x, =2
4x, =3x;-x, =0 I1x; -3x, =8 -Tx, =-T7
X +x,—x;—-x,=0 X +x,—=x;—x,=0
X, +x,—x;—x,=0 x =1
X, +2x;—x, =2 X, +2x,—x, =2 _1 —1
= = = Yo =l X =
S5x;—=2x, =2 x; =1 X, = x; =1
x, =1 x, =1 x, =1 X4 =

Example. Solve following systems the equation a method of Gaussa with accuracy 0,001.
0,68x, +0,05x, —0,11x, +0,08x, = 2,15
0,21x, -0,13x, + 0,27x, — 0,8x, = 0,44
—-011x, —-0,84x, +0,28x, + 0,06x, = —0,83
-0,08x, +015x, —0,5x, —0,12x, =116

The decision of systems the equation in MathCAD
Comments. Function augment (A, b) forms the expanded matrix of system addition to a system matrix on
the right a column of the right parts. Function rref leads the expanded matrix of system to a step kind, carrying out
direct and return courses rayccosa exceptions. Last column contains the system decision.

1 2 3 7 1001
A=|1 -3 2 bi=|5 rreff augment(A. b)) =|0 1 0 0|
111 3 0012
The task I 11.: Solve systems the equation with a method of Gaussa.
4,4x, — 2,5%, +19,2x, -10,8x, =4,3 8,2X, —3,2X, +14,2x, +14,8x, = 8,4
No I 5,5%, —9,3x, —14,2x, +13,2x, =6,8 No 2 5,6%, —12x, +15x, — 6,4x, = 4,5
- 71x, —115X%, +5,3x, — 6,7x, =-18 - 5,7x, +3,6x, —12,4x, - 2,3x, =3,3
14,2, + 234X, ~8,8X, +53X, =7,2 68% +13.2x, -6,3x, ~8,7x, =143
5, 7%, —7,8x, —5,6x, —-83x, =2,7 38X, +14,2x, +6,3x, —155x%, = 2,8
6,6x, +131x, — 6,3x, + 4,3, = -5,5 8,3x, — 6,6, +58x, +12,2x, = —4,7
Ne3 M147x —26x, +5,6x, ~121x, =86 Ned o Voax —85x, —43x, +88x, =7.7
8,5x, +12,7x, — 23,7x, +5,7x, =14,7 171x, —8,3x, +14,4x, = 7,2x, =135
15,7x, +6,6x, —5,7x, +11,5x, = —2,4 4,3x, —121x, + 23,2x, —14,1x, =15,5
8,8x, —6,7x, +5,5%, — 4,5, =5,6 2,4X —4,4%, + 35X, +5,5%, =2,5
Nes 6,3x, — 5,7, — 23,4x, +6,6x, =77 Ne 6 54X, +8,3x, —7,4x, -12,7x, =8,6
14,3x, +8,7x, —15,7x, —5,8x, = 23,4 6,3x, — 7,6X, +1,34x, +3,7x, =121

2. Methods of simple iteration.
Methods of the decision of systems of the linear equations
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X, +a,X, .. +a, X, =b
Ay X+ 8yyX, o+ 8y, X, =D, (2.1)

2n"*n

A X, +8,,X, +..+8,,X, =0,
Or in a vector kind
AX=D (2.2)

It is possible to divide on two basic groups: direct methods and iterative. Direct methods give the exact
decision for final number of operations; Kramer's methods and Gaussa concern them, for example. Iterative methods
give the decision of system of the equations as a limit consecutive npubnmxenuii. For iterative methods
performance of conditions of convergence and additional transformations of system in equivalent to it is necessary.

The task 1

1. To solve system of the linear equations a method of Gauss. Tasks are resulted in table 2.

The comment. The control of carried out calculations is the important element of the decision of any
computing problem. For the forward stroke control use the control sums which represent the sums of factors at
unknown persons and a free member for each equation of the set system.

For the control of calculations in the basic part of the scheme of unique division (columns of factors at
unknown and free members) over the control sums carry out the same actions, as over other elements of the same
line. In the absence of computing errors the control sum for every line in limits influences of errors of a rounding off
and their accumulation should coincide with the lower case sum - the second column of the control. The lower case
sums represent the sums of all elements from the basic part of this line.

The task 2
To solve system (2.1) method of simple iteration. It is supposed further that a matrix And square and
HCBBIPOKACHHAA.
Let's preliminary result system (2.2) in an iterative kind:
X=Cx+ f (2.3)
For any initial vector X, iterative process
X" =Cx" + f
Converges, if one of conditions is executed
D3, |ma<l  1<i<n, (2.4)
j=1
6) ancw =a<l, 1<j<n, (2.5)
i=1
B) NN (2.6)
c; =a<l.
226
Process of calculations is finished at condition performance
o (X x<ell-a)la (2.7)

where p; (i=1,2,3)— one of the metrics, defined by the left part (2.4) - (2.6) on which convergence, ¢ the set —

accuracy (e =10 - has been established).
The task 3
To solve system (2.1) method of Seidel.
The method of Zejdel differs from a method of simple iteration by that having found any value for
components, we on a following step use it for search following components. Calculations are conducted under the
formula

(k+1) < & (k+1) - i b; (2.8)
e = " x e - A xf0 4 :

i1 & j=ir1 & q;

Each of conditions (2.4) - (2.6) is sufficient for convergence of iterative process on a method of Zejdel.

Practically more conveniently following transformation of system (2.2). Jomuoxas both parts (2.2) on 47, we will

receive system equivalent to it
CX =d,

where C=ATA and d=A"b. Further, having divided each equation on cij, we will lead system to a kind (2.8). Similar
transformation also guarantees convergence of iterative process.
APPROXIMATE variant of performance of laboratory work
Example. Solve system of the equations
X1+2X2+3X3:7,
X1-3X2+2X3:5,
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X1+ X+ X3=3.
1. The symbolical decision of systems of the equations
The fragment of a brief with corresponding calculations is resulted more low. Here = - logic equality.
Given
x1+ 2-x2+ 3-x3=7
x1-3.-x2+ 2-:x3=5
X1+ x2+ x3=3
1
Find(xLx2x3 — | O
2

2. The decision of system of the linear algebraic equations as matrix equation Ax=b

Order of performance of the task.

1. Establish a mode of automatic calculations.
2. Enter a matrix of system and a matrix-column of the right parts.
3. Calculate the system decision under the formula x=A"b.
4. Check up correctness of the decision multiplication of a matrix of system to a decision vector-column.
5. Find the decision of system by means of function Isolve and compare results.
1 2 3 7
A=l1-32 b:=|5
111 3
1 V)
x=A"Lb x=|o0
. Ax—b=|(0
2 0
check
Let's solve system by means of function Isolve and will compare result to the decision x=A"b.
1
x:= Isolve (A
solve(A,b) w=| 0
2

3. The decision of linear system a method of Gaussa

Comments. Function augment (A, b) forms the expanded matrix of system addition to a system matrix on
the right a column of the right parts. Function rref leads the expanded matrix of system to a step kind, carrying out
direct and return courses rayccosa exceptions. Last column contains the system decision.

1001
rref(augment(A,b)) =1 0 1 0 0

non1?2
4. The decision of system Kramer's method

Order of performance of work.

We calculate D a determinant of matrix A.

2. Let's set matrix DX1, replacement of the first column of matrix A, a matrix b. We calculate a determinant of
matrix DX1.

3. Let's set matrix DX2, replacement of the second column of matrix A, a matrix b. We calculate a determinant of
matrix DX2.

4. Let's set matrix DX3, replacement of the third column of matrix A, a matrix b. We calculate a determinant of
matrix DX3.

=
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5. We define the decision of system of the linear equations Xy, X,, Xa.

D:=|A]| D=9
723
DX1:=|5 -3 2 DX1:= |DX1] DX1=9
311
173
DX2:=|15 2 DX2:= |DX2| DX2=0
131
127
DX3:=|1 -3 5 DX3:= |DX3] DX3=18
113
xl::D—X1 x1l=1 x2::D—X2 x2=0 x3::% x3=2
D D D

5. The decision of system linear algebraic the equation a method of simple iterations

Order of performance of the task

1. Enter matrixes C and d.
2. Transform initial system Cx=d to a kind x=b+Ax.
3. Define zero approach of the decision.
4. Set quantity of iterations.
5. Calculate consecutive approach.
DRIGH =1
o a6 -2 200
=] & 200 -10 d = [ 400
12 100 s00

di —Ci .
bi - J— _,_l':",_ijz ] _,_l':",_11:|:|
Cii A J
2
0 -006 002
=|-002 0 005 b=|3
00t -002 0 3
X<1> =h k:=2..10 X{:k> :=1::u+.£'1'L'X<:k_1>

=1 20 1.92(1.807)1.907(1.907(1.907|1.907 (1.907]1.907|1.907
319]3188|3.189)3.189|3189(32.188]3189(32.189)3.189
492147 (49171474917 (47477 (409174917

]
[2%]

n

1907
3 =|3180
4917

<1
=X
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6. The decision of system of the linear algebraic equations a method of Seidel

Order of performance of the task

table 2

1. Enter matrixes C and d.
2. Transform system Cx=d to a kind x=b+Alx+A2x.
3. Define zero approach of the decision.
4. Set quantity of iterations.
5. Calculate consecutive approach.
DEIGIN = 1
e &6 -2 200
= & 200 -10 d = | 600
1 2 100 500
i=1.3 b 4
i 1= 1:=1.2
i,i
-2
4] S
‘Mi,j s Ay e A
1,1 N o
1]
Al =1 J—Llji::D AEH:D J—‘Qijzzn L= A1 4+ AZ
0 0 0] 0 -006 002
Al=|-003 0 0 A2=10 0 005
-00 -002 0 | n o0 n
0 -006 002 2
A=[-003 0 005 L=|3
-001 -002 0 5
X<1> =b }.r<1> =bh k=210
X<k> b +j-‘12-x<k_ 1> K<k> . Tk +J—‘11-x<k_1>
1 2 K] 4 ] ] T a 4 10
= =1 20 1.92(1.905(1.905(1.905]1.905(1.905|1.905(1.905{1.905
2 3] 31931923193 (31933193 (3193|3193 (3193|3193
B 492497497 (49174 N7 (4917|4017 (4917|4917
Ne asi
sap. a; ayi b,,
0.35 0.12 -0.13 0.10
1 0.12 0.71 0.15 0.26
-0.13 0.15 0.63 0.38
0.71 0.10 0.12 0.29
2 0.10 0.34 -0.04 0.32
-0.10 0.64 0.56 -0.10
0.34 -0.04 0.10 0.33
3 -0.04 0.44 -0.12 -0.05
0.06 0.56 0.39 0.28
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0.10 -0.04 -0.63 -0.15
4 -0.04 0.34 0.05 0.31
-0.43 0.05 0.13 0.37
0.63 0.05 0.15 0.34
5 0.05 0.34 0.10 0.32
0.15 0.10 0.71 0.42
1.20 -0.20 0.30 -0.60
6 -0.50 1.70 -1.60 0.30
-0.30 0.10 -1.50 0.40
0.30 1.20 -0.20 -0.60
7 -0.10 -0.20 1.60 0.30
-1.50 -0.30 0.10 0.70
0.20 0.44 0.91 0.74
8 0.58 -0.29 0.05 0.02
0.05 0.34 0.10 0.32
6.36 1.75 1.0 41.70
9 7.42 19.03 1.75 49.49
1.77 0.42 6.36 27.67
3.11 -1.66 -0.60 -0.92
10 -1.65 3.15 -0.78 2.57
0.60 0.78 -2.97 1.65
Exercises
Method of Gauss of system of the linear algebraic equations of Ah=b. To compare to the exact
decision &.
5 0 1 11 2
1. 4= 1 3 - } b=1| 4 g=[1 .
-3 2 10 L 6 1)
(2 o - -3 -1 3 1 - 6 F 2
2, 4=1]-1 3 1], b=1| 2 g:[o.s.a= 2 4 f] b=t 9|, E=]1
1t -1 4 3 ) 1) 1 -1 3 4 ) L1
2 a0 -t ’IW 1) 2 -1 0 -2 (-1
3. 4= 1 3 11, b=| 2 gE=10 7. 4= 2 5 -2 b=| 4|, £=1]a0a
L1 1 3] 4 ) 1) 1 -1 3] L 2] L1 )
5 1 -~ -5 (1 3 -1t L (1]
4., 4 =] -1 3 1}' b = 5 g =11 8, 4= 0 .:—1} b= 3] E=11
L1 -2 4 1) L 1) L -5 -1
3 1 ¢ -1 R 4 1 -1 7 2
5. 4=]-2 4 1}' b=1| s £ |1 9. 4=] 2 3 o] b=| 7|, &=]1
13 -3 -1 ] -t s Lt L2 )

Technology «the Questionnaire for a feedback»

That | have remembered
on employment

That | have understood, what
have understood

caused interest

That it was pleasant to me, has

construction?

Control questions:

1. The method of Gaussa concerns what type - direct or iterative?

2. In what consists a straight line and reverse motion in the scheme of unique division?
3. How it will be organised, the control over calculations in direct and reverse motion?
4. How the iterative sequence for a finding of the decision of system of the linear equations is under

5. How it is formulated sufficient conditions of convergence of iterative process?
6. How these conditions are connected with a choice of the metrics of space?
7. In what difference of iterative process of a method of Zejdel from similar process of a method of simple

iteration?
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Laboratory work Ne 3
Problems of Cochy for the ordinary differential equations.
Euler's methods, Runge-Kutte and Adams

(4 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a laboratory material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. Euler's method
2. Method of Runge-Kultte.
3. Adam's method
Let the differential equation of the first order is given

y'=f(xy)- G-l
It is required to find on a piece |,b_the decision y(x) , satisfying to the entry condition

y(@)=Yo (52)

Let's assume that conditions of the theorem of existence and uniqueness are executed. For the decision we
use Euler's method (a method of the first order of accuracy, settlement formulas (5.3)) and a method of Runge-
Kutta (a method of the fourth order of accuracy, settlement formulas (5.4)) with step h and 2h. We will notice that
results can strongly differ, whereas Euler's method, having only the first order of accuracy, is used, as a rule, for
estimated calculations. A rough estimation of an error of a method of Runge-Kutta to calculate &€ under the formula
(5.5[2].

Yia =Y + hf (Xi ) yi) , where h — a splitting step. (5.3)
k, + 2k, + 2k, +k, , where 5.4
Yia = Yi+— T g AR ©4)

h k, 3 h k,
k, =hf(x,y,), k, =hf(x +§,yi +E)’ k, = hf (x; +2,yi + 2),
k, =hf (x, +h,y, +Kk,).
g:| Yon — yh| (5.5)

15
APPROXIMATE fragment of performance of work
1. To solve the differential equation y > =f (X, y) Euler's method on a piece [a, b] with step h with the
entry condition y (a) =yo, f (X, y) = (3x-y) / (x*+y), a=2, b=3, h=0.1, y,=1.
2. To solve the differential equation y’ =f (x, y) a method of Runge-Kutta on a piece [a, b] with step h with
the entry condition y (a) =yo.
b=3

a =2 ¥ = a a=1 b=3 X =a
0
- . 1:=0.10  h:=01 xi+1::xo+1-h ¥, =1
1=0,10 h:=01 ®x . =% +1rh y =1
i+1 0 1] 3oy
flz.v) = - Vi1 :y1+h‘f(x1,yl)
IH - ¥
~ ) 1 1 ) .
yi+1 - yi +h a k] _h‘f(xx'jﬁ) k = h'f[ (x +E),y. L
(x) + ¥ 2 LY A )
1 1
. o)
=hf|lz +=].v. + — i
] i3 % 7 k4 :h-f[(xl+h),yl+k3}
g 0 k +2k +2k +k
. 1 2 304
n| z ] 1 e
1 2 1 1.1
2021 2 (1196 a 0
REE 3 1287 np 2 o] 1
1] 2 1 [1.066
4123 4 [1.374 FEX FREREE
E7 5|24 ¥=| 5 |1.457 3|22 3 [1.199
PR G 11528 NEE 4 [1.265
- - 25524 o5 13
7|28 71613 6|25 6 [1.397
827 a8 | 1.687 7|28 7 1.463
9|28 g |1.758 Bl27 8 |1.529
- - 9|28 9 [1.596
n]29 10 1.827 10] 29 10]1.662
ih! 3 11 (1.885 1] 3 11 ]1.728
Euler's method Method of Runge-Kutta

3. Adams's method
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receive

The decision of systems of the ordinary differential equations Adams's method

In the given system of the equations we will substitute values of factors and entry conditions. We will

Ff=zy_z y(0)=3, z(0)=-2

zZ =y—4z

Adams's method we will find the decision of this system on the set piece. For this purpose we will calculate
a method of Runge-Kutta some initial values of function.

Let's choose a step h and, for brevity, will enter X
Let's consider numbers:

(kY =hfxy)

) h k(‘]
kélj =hf|x +Eryi + ?

© h @
ky' =hf xl-—|—§,yl-—|—%

kD = hf(x, + by, + kD)

F.
According to a method of Runge-Kutta consecutive values Vi are defined under the formula

Yier = Vi + Ay,

where

1(, (1) @ (@) ()
ﬂJﬁ-:E(‘r‘:l F2oky 2ok ik )(£=U,1,2,.

Having substituted in these formulas initial values we will receive
Yo =3
x, =01 y, =33672 z, =-2,1586
¥, =02 y,=34944 z,=-2,0867
;=03 1, =3594 z,=-1,9906
Further calculation it is continued on Adams's method. All calculations it is written down in tables 2.1 and 2.2.

-, 2.1)

== XD,—F ihn.}ji = _}J'(le {:1 - {], 1, 2,...)

Table 2.1
klxe| Vi Ay P Apy | A%py | APpy | 2k Az, T Agy | Afqy | Mgy
0] 0 3 0,8000 | 0,0893 |-0,0711| 0,0636 -2 1,1000 | 0,1002 |-0,1162| 0,1040
110,11 3,3672 0,8893 | 0,0183 |-0,0075]| 0,0680 |-2,1586 1,2002 (-0,0160(-0,0122(-0,3354
2102 | 3,4944 0,9076 | 0,0108 | 0,0605 | 0,0512 |-2,0867 1,1841 (-0,0282(-0,3476| 0,7024
310,3| 3,5964 | 0,9445|0,9183|0,0713 | 0,1117 |-0,1448(-1,9906| 1,1757 | 1,1559 |-0,3758| 0,3548 |-0,6647
4104 45409 |1,0761 | 0,9897 | 0,1831 (-0,0330( 0,1605 |-0,8149]| 0,3215 | 0,7801 |-0,0210{-0,3099( 0,8201
5105 56169 |1,3300(1,1727|0,1500 | 0,1275 |-0,1562|-0,4934| 1,1598 | 0,7590 |-0,3309( 0,5102 (-0,9910
6 (0,6 | 6,9469 |1,3297|1,3227|0,2775 |-0,0288]| 0,2023 | 0,6664 |-0,1157( 0,4281 | 0,1793 |-0,4809| 1,1396
710,7| 8,2766 | 1,8523 | 1,6003 | 0,2488 | 0,1735 |-0,2240( 0,5507 | 1,2171 | 0,6074 |-0,3016| 0,6587 |-1,3700
810,8(10,1290 ( 1,9028 | 1,8490 | 0,4223 |-0,0505 1,7678 |-0,4170| 0,3058 | 0,3571 |-0,7113
9(0,9(12,0318|2,6306 | 2,2713 | 0,3718 1,3508 | 1,5432 | 0,6629 |-0,3542
10| 1 |14,6623|2,7239 | 2,6431 2,8940 (-0,6786| 0,3086

Table 2.2
k x v v z z'

0 0 3 8 -2 11

1 0,1 3,3672 8,893 -2,1586 12,0016
2 0,2 3,4944 9,0755 -2,0867 11,8412
3 0,3 3,5964 9,1834 -1,9906 11,5588
4 0,4 4,5409 9,8967 -0,8149 7,8005
5 0,5 5,6169 11,7272 -0,4934 7,5905
6 0,6 6,9469 13,2274 0,6664 4,2813
7 0,7 8,2766 16,0025 0,5507 6,0738
8 0,8 10,129 18,4902 1,7678 3,0578
9 0,9 12,0318 22,7128 1,3508 6,6286
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(1.3) values received under the formula are necessary for specifying, having calculated them under the
formula (1.4). The obtained data we will write down in the table.

Table 2.3

k x Ay ﬂ}r:ap' Az, Az :;:Ip.
0 0
1 0,1
2 0,2
3 0,3 0,9445 0,946075 1,1757 1,010942
4 0,4 1,0761 1,069808 0,3215 0,710767
5 0,5 1,3300 1,256483 1,1598 0,647071
6 0,6 1,3297 1,444138 -0,1157 0,441063
7 0,7 1,8523 1,733608 1,2171 0,537967
8 0,8 1,9028 2,037263 -0,4170 0,381975
9 0,9 2,6306 2,470742 1,5432 0,602158
10 1 2,7239 2,6431 -0,6786 0,3086

The task 1

To write the program of the decision of the differential equationy * =f (X, y) Euler's method on a piece [a,b]
with step h and 2h and the entry condition y(a) =y,. The Initial data for task performance undertakes from table 5.
To compare results.
The task 2
To write the program of the decision of the differential equationy * =f(x, y) a method of Runge-Kutta on a
piece [a,b] with step h and 2h and the entry condition y (a) =Yy,. To estimate an error under the formula (5.5). The
initial data for task performance undertakes from table 5.

Table 5
N Dynxsust a b h Xy +4
o Yo 10 2y— o | 1|3 |01
1 > Y 2 | 3|1 ]o1 y—xy+1
X" +Yy
2X+Yy+4
2| —/—m— 34| 1|01
2y + X
2_
3| XY o 1] 2 ]o1
2X+y+1
X*—y+2
4| —2-= 2 | 3| 1 ]o01
Xy + 3X
3-x-y?
5 = 1| 2|1 |01
2-Xxy
2—X—Yy°X
6| —— | 0o | 1| 1 ]o01
3X+y
1+ 3xy
7| —— | o | 1] 2|01
S5—X+Y
X2y +2
8 —_— o 1] 1 ]o01
2X—Y
X>+y+2
9| —=—— | 2 | 3| 2 |o1
2X—Y
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Technology «the Questionnaire for a feedback»
That I have remembered That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions:

1. To check up for the differential equation of a condition of the theorem of existence and uniqueness.

2. The approached methods of the decision of the differential equations are subdivided into what basic groups?

3. In what form it is possible to receive the decision of the differential equation on Euler's method?

4. What geometrical sense of the decision of the differential equation Euler's method?

5. In what form it is possible to receive the decision of the differential equation on a method of Runge-Kutta?

6. What way of an estimation of accuracy is used at the approached integration of the differential equations by
Euler's methods and Runge-Kutta?

7. How to calculate an error under the set formula, using a method of double recalculation?



Laboratory work Ne 4
The numerical decision of system of the nonlinear algebraic equations to methods of simple iteration.

(4 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a laboratory material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. The decision of systems of the nonlinear equations
2. Method of simple iterations
3. Example for decision of systems of the nonlinear equations
4. The decision of systems nonlinear the equation in MathCAD.

The decision of systems of the nonlinear equations
The system of the nonlinear equations is given

f’LI:.T'L:.TE:IE,, . .,.I‘n.;] = D,

.JFEI:‘T'L:IE:IE:"':In_J :D, (1)
frlry,r2,735,...,2,) =0,
or
filr1,z2,73,...,02) =0,i=1...n. i
It is necessary to solve this system, i.e. to find a vector X =[z1,22,73,... :-Tn], Satisfying to system (1)

with accuracy e. N

The vector <X defines a point in n-dimensional Evklidovom space, i.e. X € tothis space and satisfies to all
equations of system (1).

Unlike systems of the linear equations for systems of the nonlinear equations direct methods of the decision
are unknown. At the decision of systems of the nonlinear equations iterative methods are used. Efficiency of all
. . . . . . . -0 __ 0 0 0
iterative methods depends on a choice of initial approach (index point), i.e. a vector X" =[z1,73,...,75],

The area in which initial approach X" converges to the required decision, is called as area of convergence G.
If initial approach X" lies outside of G it is not possible to receive the system decision.

The index point X" choice is in many respects defined by intuition and experience of the expert. [5]

Method of simple iterations
For application of this method the initial system (1) should be transformed to a kind

I = [‘_-"5'1 g L2y L3y 00 ,In;] = D,
Ty = wa(ry,22,23,...,1,) =0,
' 2
Tn = @n(T1,72,73,...,70) =0,
or
ri = @i(r1,72,73,...,2n),i = 1,n.
. s -'iL-D — [TD TD TD . .
Further, having chosen initial approach <* — [*12*2s--+-1-n] and using system (2), we build

iterative process of search in the scheme:

R E R S . S B

i.e. on each k-th step of search the vector of variables X is found, using values of the variables received on a
step (k-1).

Iterative process of search stops, as soon as the condition will be satisfied

T;-T; H<ei=T1,n. (3)

Thus the condition (3) should be carried out simultaneously on all variables.

The method of simple iterations is used for the decision of such systems of the nonlinear equations in which
the condition of convergence of iterative process of search, namely (3) is satisfied, i.e. the sum of absolute sizes of

the private derivative all transformed equations of system (2) on j-th variable is less than unit.
n

Z Y

ar;
i=1 I

For two system equitions will be represent system (*) in a kind:

<1,7=1,n
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{ Ty = 81Tyt )
Ty = 83(TyaT5)- (5)
It is represented the right members of equation in a kind:

8y (215Ty) = 2q + Mgy (T1,Tp) + Appfp (21,35,
82(Z1sTy) = Ty + Apgly (B1aTp) + Appfp(%44Tp) - 6)

For a method of simple iteration

8 (24s%p) = 2y + Ayqly (24:%) + Myl (214%3),

82 (211 Ty) = Ty + Aoy Jy (B4:Tp) + Appl (%4, %p). @)
For a method of Zejdel
For search of factors A;; solve system

a8 o) -
) 1+ 111 5-51 (0)+ A12 # (0)_
11X 11x

84 PV
M o:c; ,(o)+ Ma 6{2

{ Aoy g:
. 1+ }\21 %‘r

1|2

= 0;
x(0)

x(0)

[/ 2%
x(°)+ Y22 oz,

+Azzgr—lf .

£(0

®)

Let's use further system (7) for search of roots of the equation. In the program g;(X1,X,)=y1 and g,(X1,X,)=y2.

Example. The system of the equations is given
(x,0x, — 1) —1=0,(L,)
Ll —xi-1=0.0) (1)
to find with accuracy e=107 its decision located in the first quarter of a plane 0xyx,.
The decision. The curves defined by the equations (1), are represented on fig. 1. These curves are crossed in
two points &; and &,. Let's result system (1) in a kind convenient for iterations, and we will find the decision system

(1) & with the set accuracy.

e . .. mil |'.1 ’ 2 . e
We take as initial value (the graphic decision) x = = \1 ; | and for definition of factors A;; olve system of
the equations.

- A curve (I)) — a hyperbole (two branches) - A curve (l,) — a hyperbole (two branches)
Fig. 1.

Let's calculate private derivatives of functions.
f‘[ (I1,.Z'2) = 1'2(1'1 - 1) = 1: J'e(l‘-ralsxa) = 1‘% - l‘g -1

In a point x©:
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674 =z, =1,5 8| = ez, - 3;
0z, |30 2|40 oz, 2 (0) 4@

| - @-1n| =05 UL --2z| =-3
8z, | £ (0) £(0) 3z, | £(0) £(0)

Having solved system

{ 1+ 1,6h, +3A,=0,
0,5 h” -3 ?L12 = 0;
{ 1,5 Ayy + 3 Ayy = 0,
1 40,5 Ay =3 Ay =0,
1 1 1 A 1
ersfing 20 12T T Mt T et

Condition A1 Ay - A12 Apq #0 is executed. The rq!sulted system has the followir11g appearance:
Ty= 81(Ty,Zp) = Iy - E[Ié(f1 -1 - 1) - ?Efzﬁ - 25 - ']*

z, —-;-[:122(:51 - 1) - 1] +1;

i}

To= 85 (Ty4Tp)

G-k

Using the received representations (2) for functions g:(X1, X») and g»(X1, X»), will find vectors consecutive
approximation. An estimation of an error of each approach we will define in distance between vectors of two
consecutive iterations on m-norm.

k 21 k k-1 R k-1
d, = Ix®)- xF 1y < max gz ®) - R 2B - (BT,
Then will receive
(e} , :r:éOJ )

1) .
e >=[:r1( ]= [81@1 ] _ [31(1,5, 1,5)] ] [1,70833 ]
351’ 82($fo3-$§°)) 85(1,5; 1,5) 1,37500

d,=0,20833;
2) 1 .0 ]
x(‘?):{ z ]=[81 @),z ))]=[g1(1 .70833,1,37500)]=[1 ,71904]’
22 gy, z{")) | gy(1,70833;1,37500)) L1,39407
d,=0,01997;

(3) { x§2)] { g, @{®),z{2)) [ g, (1,71904;1,30497)) (1,71676
X'\ '= = = = N
z§?) gz(xﬁe),xgg’)] g2(1,71904;1,39497)] {1,39574]

d5=0,00281;
(3) (3) ,(3) ) )
x(4)=[ z” ]:[ 8, (z,°),z} )]=[ 31(1,71676,1,39574)]=[1,71662}
w$3) L gy 230,283} U gy (1,7167651,398574)) |1,39533
d,=0,00041;

4) 4) (4 )
x(5)=[ z} ]z[ g1($i4;,xé )}}=[ g1(1,71662,1,39533)]=[T,71667].

) gzl 28*)) | gy (1,71662;1,39533)) (1,39533
took | x'* —x'*| =0,00003. As on a condition =107, that according to an estimation (25b) it is possible to take
e |1.F16?~

5 approach as the decision £ = x** = \1 3053 .

The decision of systems nonlinear the equation in MathCAD.
MathCAD gives the chance to find the decision of system of the equations numerical methods, thus the
maximum number of the equations in MathCAD2001i is finished to 200.
For the decision of system of the equations it is necessary to execute following stages.
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The task of initial approach for all unknown persons entering into system of the equations. At a small
number of unknown persons this stage can be executed graphically, as shown in an example.
Example. The system of the equations is given:
2

y=x5
y=8+3x
To define initial approach for decisions of this system.
2 x=-3,-295.6
yi(x) = x ’
ya(x) =8+ 3-x
44
yix) 2@
Valx)
-28
-5 a 5 Ia
X

It is visible that the system has two decisions: for the first decision as initial approach the point (-2, 2), and for
the second decision — a point (5, 20) can be accepted. ~

Calculation of the decision of system of the equations with the set accuracy. Already known computing block
Given is for this purpose used.

Function Find calculates the decision of system of the equations with the set accuracy, and the call of this
function looks like Find (x), where x — the list of variables on which the decision is searched. Initial values to these
variables are set in the block <Entry conditions>. The number of arguments of function should be equal to number
of unknown persons.

Following expressions are inadmissible in the decision block:

Restrictions with a sign !;

Discrete variable or the expressions containing a discrete variable in any form;

Blocks of the decision of the equations cannot be enclosed each other, each block can have only one keyword
Given and a name of function Find (or Minerr).

Example. Using block Given, to calculate all decisions of system of the previous example. To execute
check of the found decisions.

x:=-2 y:=2 Initial approach for the first decision
Given

y=8+3x

y=x*

Sa:=Find(x,y)

S, :[_1'702) Projections of the first decision
2.895
x:=5  y:=20 Initial approach for the second decision
Given
y=8+3x
y=x’
x>0 Restriction on positivity of a projection x the second decision
Sg:=Find(x,y)

Sy = 4.702 Projections of the second decision
22.105

Example. Using function Minerr, calculate the decision of system of the equations
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x+y=0095,
(x> +1)* + (¥ +1)* =5.5.

x=0y~=1
JKupHeni 3HaK =

Given
% b

(.\'2+ 1)- + (y"+ 1)‘ =55

xtp=i0.95

. \L}I{I[pm,]ﬁ 3HAK =
= Minerr(x.y)

/ -
N l —0.106 ’ HaiideHHoe peuwieHue
\ 1.056 J

(]

(8]

zie 7 0.95 Mposepka HalldeHHO20 peweHus
o0+ 21 = 0.9

L( 20)” + 1f+ U a) + zf = 53

Exercises
Method of iterations to solve systems of the equations with accuracy =107

- 8in z,= 0, =+ - 2z,
o. [® T gy <o 10, | %m0 o
B+ -1a0 Ty - &% =0
2734 2, 2134 2 4, i". (1‘?+1§-232’0. 2. 2 -2z 4 2 - 22, + 120,
1. > 0. 2. (g < Q). T, -e% =0 (x >0). ST+ =0 (z > 0).
i:rf-izaro | & -2z =0 2 1 Ty Ty 4
£+ 12 - 21,20 22 42z, + 28 + 2z, + 1=0
I oz 1% =0, 1 T 2 .
. z, I+ G’(;r1 N z,0081, - I= 0, iz, > 0). 13. B a (r, » 0). 14.{ .
4 I - 21,0 5+ as-1=0 Ty - I z= Ty =/ Tyt = -
/3 /3. /3 /3
[ z,c08%,- Ty= O, 2z$+7§:1, 15 .t% +.z‘3 '1"_.,_. > 0). 16 I? +I§ =1 (T, < 0)
5. (7, <0). 6. (@, > 0). 2,2 2 B DR 2 .
£ +22-1-=0 z, - 230 1% T3~ 2n=0 2 + Iy - 2m=0
202 + 28 = 1, %, - 8ln z.= 0, z,8inz, - =0 - =0
7. 1 ?3 (z, <. 8. |72 ' (@, > 0. O it B A 18, [ TS T T
| 7+ &30 G -1=0 B+l -1=0 (g0, 2B -1=0 (g <0

The note. For the curve image(l'{ +x3)7 = 2(xf — x3) (lemniscate Bernulli) to take advantage of
polar co-ordinates.

Technology «the Questionnaire for a feedback»
That I have remembered That I have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions:
1. The decision of systems of the nonlinear equations
2. Method of simple iterations
3. Example for decision of systems of the nonlinear equations
4. The decision of systems nonlinear the equation in MathCAD.

http://pers.narod.ru/study/mathcad/07.html#start
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Laboratory work Ne 5
Finding the decision of a problem of linear programming to Simplex methods
(2 hours)

The purpose of educational employment: preparation of students for work on employment, the
organisation of educational process by transfer to students of knowledge, skills on a laboratory material to watch
mastering at pupils of this knowledge, to form and develop at them skills.

The plan:
1. A simplex method of the decision of a problem of linear programming
2. Examples of the decision of a problem of linear programming with a simplex method

1. A simplex method of the decision of a problem of linear programming
Decisions of any problem of linear programming can be found either a simplex method, or a method of
artificial basis. Before to apply one of the specified methods, it is necessary to write down an initial problem in the
form of the primary goal of linear programming if it has no such form of record.

2. Examples of the decision of a problem of linear programming with a simplex method
1.41. For manufacturing of various products A, B and C before acceptance uses three various kinds of raw materials.
Norms of the expense of raw materials on manufacture of one product of each kind, the price of one product A, B
and C, and also total of raw materials of each kind which can be used the enterprise, are resulted in tab. 1.5.

Table 1.5
Norms of expenses of raw materials (kg) on one .
Raw materials kind product Total of rg(w)materlals
A B C g
| 18 15 12 360
1 6 4 8 192
I 5 3 3 180
The price of one
product (rbl.) 9 10 16

Products A, B and C can be made in any parities (sale is provided), but manufacture is limited by the raw
materials of each kind allocated to the enterprise.

To make the plan of manufacture of products at which the total cost of all production made by the
enterprise is maximum.

The decision. We will make mathematical model of a problem. Required release of products A we will
designate through x, products B - through x,, products C - through xs. As there are restrictions on the fund of raw
materials of each kind allocated to the enterprise, variables X1 ¥2, ¥3 should be satisfy to the following system of
inequalities:

" Gy -dory By 192,
5x; +3XQ+3X3€ 180. (29)
The total cost of production made by the enterprise under condition of release x; products A, x, products B
and x; products C makes

{ le|+15xg+12x3{360.

F=9%, 4+ 1013+ 16x3. (30)
Under the economic maintenance variables x;, X, and X3 can accept only non-negative values:
X1, Xo, x3>0. (31)

Thus, we come to the following mathematical problem: among all non-negative decisions of system of
inequalities (29) it is required to find such at which function (30) accepts the maximum value.

Let's write down this problem in the form of the primary goal of linear programming. For this purpose we will
pass from restrictions-inequalities to restrictions-equalities. We will enter three additional variables therefore
restrictions will register in the form of system of the equations

18x; + 1522+ 1225 424 =360,
{ 511 +4X2+813+x5= |92.
5x1 4 3x2+ 3xa 4 x6 = 180.
These additional variables on economic sense mean not used at the given plan of manufacture quantity of
raw materials of this or that kind. For example, x, is not used quantity of raw materials of | kind.
The transformed system of the equations we will write down in the vector form:
x1Py A x2P3 - £3P3 -+ x4 Py 4+ x5P5 4 x6Ps = Py,
where
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18 15 12 1
=] 6 |; Po= 4); P3=(3 H Py=10|;
' 5 3 3 0

0 360 )
=1 )i Ps=(0) : Po=(192 .
0 1 180

As among vectors Pi. Pz, Ps, Py, Ps, Ps are three individual vectors, for the given problem it is possible
to write down the basic plan directly. That is plan X = (0; 0; 0; 360; 192; 180), defined by system of three-
dimensional individual vectors P+, Ps, Pe, which form basis of three-dimensional vector space.

We make the simplex table for I iteration (tab. 1.6), we count up values e % —¢€i and the initial basic
plan for an optimality is checked:

Fo=(C, Pp)=0; 2,=(C, P))=0; 22=(C, Py} =0; z;=(C, P;)=0;
2—0=0—9=—9; 23— =0~ 10=—10; 23— 3= —16.
For basis vectors 2i—¢;i=0.

The table 1.6
9 10 16
; Ba- s P, 0 0 0
e Py Py Py Py Ps P
| P, 0 360 18 I5 12 | 0 0
2 P 0 192 6 4 @l o 1 0
3 Pe 0 180 ) 3 3 0 0 |
4 0 —9 —10 — 16 Q 0 0

Apparently from tab. 1.6, values of all basic variables ¥, ¥2, *a are equal to zero, and additional variables
accept the values according to problem restrictions. These values of variables answer such "plan™ at which it is made
nothing, the raw materials are not used also value of criterion function to equally zero (i.e. Cost of made production
is absent). This plan, of course, is not optimum.

It is visible and from 4th line of tab. 1.6 as in it is available three negative number:
H— 6 =—Y, 22— 2= —10 1 23— ¢3=-16. Negative numbers not only testify to possibility of increase in a total
cost of made production, but also show, on this sum how many will increase at introduction in the plan of unit of
this or that kind of production.

So, number-9 means that at inclusion in the plan of manufacture of one product And the release increase is
provided - production for 9 rouble. If to include in the manufacture plan on one product In and With the total cost of
produced production will increase accordingly for 10 and 16 rouble. Therefore from the economic point of view the
most expedient inclusion in the plan of manufacture of products an is it is necessary to make and on the basis of a
formal sign of a simplex method as the maximum negative number on absolute size A; costs in 4th line of a column
of vector P3. Hence, into basis we will enter vector P;. We define a vector which is subject to an exception of basis.
It is for this purpose found 8,=min {(&:/a@s) for aiz=> 0, i.e. o= min (360/12; 192/8; 180/3) = 192/8.

Haiins uncino 192/8 = 24, MbI TeM caMbIM C SKOHOMHUYECKOW TOYKH 3PEHUS OMPEICIIUIN, KAKOE KOJIUYECTBO
I/I3)Z[CJ'II/II‘/’I C OpEeANpUATHE MOXKET HU3rOTOBJIAT C YYETOM HOPM pacxoJia U UMCIOUIUXCI O6’I>GMOB CBhIPpbA KaXJ0T0
BuJa. Tak Kak ChIphbs JAHHOTO BUa cOOTBETCTBEeHHO MMeetcs 360, 192 u 180 kr, a Ha oano usnenue C TpedyeTcs
3aTPATUT CBIPbA KaXKAO0TO0 BHUJa COOTBETCTBECHHO 12, 8u3 KTI', TO MAKCUMAJIbHOC YHCJIO H3Z[€J'II/II71 C, KOTOPOC MOXKCT
OBIT U3rOTOBJICHO MpennpusiTHeM, paBHO MiN(360/12; 192/8; 180/3)=192/8=24, 1. e. orpaHMYMBaOIINM (AKTOPOM
JUTS ipow3BojCcTBa m3nenuii C sBisieTcss mMeromuiicss o0beM chipbs 11 Buma. C ydeToM ero Hamu4us NpeArpHusTHe
MoxeT u3rotoBut 24 nznenus C. [Ipu atom ceipse 11 Bua OyaeT noarocThio HCIOJIB30BAHO.

Having found number 192/8 = 24, we thereby from the economic point of view have defined, what quantity
of products About the enterprise can produce taking into account norms of the expense and available volumes of raw
materials of each kind. As raw materials of the given kind accordingly there are 360, 192 and 180 kg, and With it is
required to spend for one product of raw materials of each kind accordingly 12, 8 and 3 kg the maximum number of
products With which can be made the enterprise, is equal min (360/12; 192/8; 180/3) =192/8=24, i.e. Limiting factor
for manufacture of products C is the available volume of raw materials of Il kind. Taking into account its presence
the enterprise can make 24 products C. At these raw materials of Il kind monmoctsto it will be used.

Hence, vector Ps is subject to an exception of basis. The column of vector P; and 2nd line are directing. We
make the table for 1l iteration (tab. 1.7).

Table 1.7
9 10 16 0 0 0

i Ba- Ce Fa

aue P Ps Py P Ps Pe
1 Py 0 72 9 8 0 1 —3/2 0
2 P3 16 24 3/4 1/2 1 0 1/8 0
3 | P 0 {108 |11/4 a2l o 0 | =358 | 1
4 384 3 —2 0 0 2 0
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At first we fill a line of the vector again entered into basis, i.e. A line, which number coincides with number
of a directing line. Here 2nd line is directing. Elements of this line of tab. 1.7 turn out from corresponding elements
of tab. 1.6 their division into a resolving element. Thus in column Cg we write down factor C,=16 standing in a
column of vector P; entered into basis. Then we fill elements of columns for the vectors entering into new basis. In
these columns on crossing of lines and columns of the vectors with the same name we put down units, and all other
elements it is believed equal to zero.

To definition of other elements of tab. 1.7 it is applied a triangle rule. These elements can be calculated and is
direct under recurrent formulas.

Let's calculate the elements of tab. 1.7 standing In a column of vector P,. The first of them is in 1st line of this
column. For its calculation it is found three numbers:

1) the number standing in tab. 1.6 on crossing of a column of vector P, and 1st line (360);

2) the number standing in tab. 1.6 on crossing of a column of a vector of Rz and 1st line (12);

3) the number standing in tab. 1.7 on crossing of a column of vector Py and 2nd line (24).

Subtracting from the first product of two others, we find a required element: 360-12*24=72; we write down
it in 1st line of a column of vector P, tab. 1.7.

The second element of a column of vector Py tab. 1.7 has been already calculated earlier. For calculation of
the third element of a column of vector Py also it is found three numbers. The first of them (180) is on crossing of
3rd line and a column of vector P, tab. 1.6, the second (3) - on crossing of 3rd line and a column of vector P; tab.
1.6, the third (24) - on crossing of 2nd line and a column of vector P, tab. 1.8. So, the specified element is 180-
24-3=108. Number 108 it is written down in 3rd line of a column of a vector of P, of tab. 1.7.

Value F, can be found in 4th line of a column of the same vector in two ways:

1) under the formula Fo=(C, Pu) i.e. F;=0*72+16*24+0*108=384;

2) by a triangle rule; in this case the triangle is formed by numbers 0,-16, 24. This way results besides to result: 0
(-16) *24 = 384.

At definition by a rule of a triangle of elements of a column of a vector of P, the third standing in the
bottom top of a triangle, all time remains invariable and first two numbers varied only. We will consider it at a
finding of elements of a column of vector P, tab. 1.7. For calculation of the specified elements first two numbers we
take from columns of vectors P, and P3 tab. 1.6, and the third - from tab. 1.7. This number costs on crossing of 2nd
line and a column of vector P, of last table. As a result we receive values of required elements: 18-12-3/4 =9; 5-
3-(3/4)=11/4.

Yucio 21— €1 B 4-if crpoke cTon6sa Bekropa Py Ta6it. 1.7 MOKHO HAWTH JBYMS CIIOCOOAMHU:

The number #1—¢€1can be found tab. 1.7 in 4th line of a column of vector P, in two ways:

1) under the formula 21— ¢1=(C, P1) — &1 had 0*9+16*3/4 + +0*11/4-9=3;

2) by a triangle rule we will receive -9-(-16)*(3/4)=3. Similarly we find elements of a column of vector P,.
Elements of a column of a vector of R it is calculated by a triangle rule. However constructed for definition of
these elements triangles look differently.

At calculation of an element of 1st line of the specified column the triangle formed by numbers 0,12 and
1/8 turns out. Hence, the required element is equal 0-12 * (1/8) =-3/2. The element standing in 3rd line of the given
column, is equal 0-3*(1/8)=-3/8.

Upon termination of calculation of all elements of tab. 1.7 in it the new basic plan and factors of
decomposition of vectors £ {(i=1.6} through basic vectors Ps. Ps, Ps and values are received Afu Fo.

Apparently from this table, the new basic plan of a problem is plan X = (0; 0; 24; 72; 0; 108). At the given
plan of manufacture 24 products are produced With and remains not used 72 kg of raw materials of I kind and 108
kg of raw materials of Il kind. Cost of all production made at this plan is equal 384 rbl. the Specified numbers tab.
1.7 are written down in a column of vector Po. Apparently, the data of this column still represents parametres of a
considered problem though they have undergone considerable changes. The data on other columns has changed, and
their economic maintenance became more difficult. So, for example, we take the data of a column of vector Ps.
Number 1/2 in 2nd line of this column shows, on how many it is necessary to reduce manufacturing of products
With if to plan release of one product of Century Numbers 9 and 3/2 in 1st and 3rd lines of vector P, show
accordingly, how many it is required raw materials | and Il kind at inclusion in the plan of manufacture of one
product In, and number-2 in 4th line shows that if release of one product will be planned In, it will provide output
increase in cost expression for 2 rbl. Differently if to include in the production plan one product In it will demand
reduction of release of a product With on 1/2 units and will demand additional expenses of raw materials of | kind of
9 kg and 3/2 kg of raw materials of |11 kind, and the total cost of produced production according to the new optimum
plan will increase for 2 rbl. Thus, numbers 9 and 3/2 act as though as new "norms" of expenses of raw materials |
and Il kind on manufacturing of one product In (apparently from tab. 1.6, earlier they were equal 15 and 3) that
speaks reduction of release of products With.

The same economic sense the data of a column of vector P; has also tab. 1.7. The numbers which have
been written down in a column of vector P5 have A bit different economic maintenance. Number 1/8 in 2nd line of
this column, shows that the increase in volumes of raw materials of Il kind at 1 kg would allow to increase release of
products C by 1/8 units Simultaneously 3/2 kg of raw materials of | kind and 3/8 kg of raw materials of 11l kind
would be required in addition. The increase in release of products C at 1/8 units will lead to output growth ua 2 rbl.
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From stated above the economic maintenance of given tab. 1.7 follows that the plan of a problem found on
Il iteration is not optimum. It is visible and from 4th line of tab. 1.7 as in a column of vector P, of this line there is a
negative number-2. Means, it is necessary to enter vector Py into basis, i.e. In the new plan it is necessary to provide
release of products of B. For definition of possible number of manufacturing of products In it is necessary to
consider available quantity of raw materials of each kind, namely: possible release of products In is defined
min (bi/al2) for af2>> 0, j.e. find
2 242 108-2) 72
9 " 1’ 3 /9™

Hence, vector P,4, otherwise, release of products B is subject to an exception of basis is limited available the
enterprises by raw materials of I kind. Taking into account available volumes of these raw materials the enterprise
should make 8 products B. Number 9 is a resolving element, and the column of vector P, and 1st line of tab. 1.7 are
directing. We make the table for 11l iteration (tab. 1.8).

Op=min (

Table 1.8

9 10 16 0 0 0

i B2 |op
3uec Py Py Ps Py Ps Ps
i Py 10 8 ! | 0 /9 —1/6 0
2 Ps 16 20 1/4 0 | —1/18 5/24 ¢
3 Ps )] 96 | 5/4 0 0 —1/6 | —1/8 i
4 400 5 0 0 2/9 5/3 1]

In tab. 1.8 at first we fill elements of 1st line which represents a line of vector P, again entered into basis.
Elements of this line it is received from elements of 1st line of tab. 1.7 by division of the last into a resolving
element (i.e. On 9). Thus in column Cg of the given line it is written down C,=10.

Then we fill elements of columns of vectors of basis and by a triangle rule we calculate elements of other
columns. As a result in tab. 1.8 new basic plan X = (0 is received; 8; 20; 0; 0; 96) and factors of decomposition of

vectors Pi (7=1,6) through basic vectors P,, P, Ps and corresponding values &7 # Fg-
We check, whether the given basic plan is optimum or not. For this purpose we will consider 4th line of

tab. 1.8. This line among numbers 4y are no negative. It means that the found basic plan is optimum and F,,,=400.

Hence, the output plan including manufacturing of 8 products In and 20 product C, is optimum. At the
given plan of release of products the raw materials | and Il kinds completely are used and remain not used 96 kg of
raw materials of 111 kind, and cost of made production is equal 400 rbl.

The optimum plan of production does not provide manufacturing of products A. Introduction in an output
plan of products of kind A would lead to reduction of the specified total cost. It is visible from 4th line of a column
of vector P, where number 5 shows that at the given plan inclusion in it of release of unit of a product And leads
only to reduction of a combined value of cost by 5 rbl.

The decision of the given example a simplex method could be spent, using only one table (tab. 1.9). In this
* to the table all three iterations of computing process are written consistently down one for another.

Table 1.9
9 10 16 0 0 0
i Baauc Cs Pe -
P P2 Pa Py Py Pe
1 Py ¢ | 360- 18 15 12 1 0 0
2 Ps 0 192 6 4 8 0 1 0
3 Py 0 180 5 3 3 0 0 1
4 0} —9|—10}—16 0 0 0
1 P, 0 72 9 9 0 1 —3/2] 0O
2 Ps 16 { 22| 3/4] 172 1 0 18| o
3 Pe 0 | 108 j11/4 | 3/2 0 0 —3/8] 1
4 384 3| -2 0 o 2 0
1 P, 10 8 1 1} o] ye |—176] ©
2 Py 16 20 1/4 0 11 —1/18 | 5/24 O
3 Pe 0| 9 | 574 o o —1/ 1—178] 1
4 400 5| o| o] 279 |53 0

1.42. To find a function £=2x;—6x2+4 5xs maximum under conditions
— 2% X2+ X3 x5=20,

— X—2x3f X4+ 3xs =24,
3x)—x2— 12x5 4+ x6=18,
%20 (j=1,6).
The decision. System of the equations of a problem we will write down in the vector form:
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1Py 4 x2P3 F x3P3 3 x4Ps+ x5P5 4 x6P5 =Py,

where

p,z(zz); p,,=(

1

3

)

1 1 0
*-‘2): Pi=[ 0 |; Pe==] 1 {;
—1 -\ 0 0

0 20
Pe= (0); Po=(24
| 18

As among vectors Py, P,, P3, P4, Ps, Pg is available three individual vectors for the given problem it is
possible to find the basic plan directly. That is plan X = (0; 0; 20; 24; 0; 18). We make the simplex table (tab. 1.10)
and it is checked, whether the given basic plan is optimum.

)

Table 1.10
2 —6 4] 0 5 0
i Baznc Cs Pg
P, [ FP3 Py Py Ps
| Ps 0 20 -2 1 1 0 1 0
2 Py 0 24 —1 | -2 0 ! 3 0
3 Pe 0 18 3| -1 0 0 —12 |
4 4] —2 6 0 0 —5 0

Apparently from tab. 1.10, the initial basic plan is not optimum. Therefore we pass to the new basic plan. It
can be made, as in columns of vectors P, and Ps which 4th line contains negative numbers, there are positive

elements. For transition to the new basic plan we will enter into basis vector Ps and we will exclude from basis

vector P,. We make table of |l iteration.

Table 1.11

2 —6 0 0 5 0

i Basuc Cs Py
P, Po Py Py Ps Ps
1 P3 0 12 —5/3 |5/3 | 1 |[—4v3 O 0
2 Ps 5 8 —1/3 |—2/3] O /3] 1 0
3 Ps 0 144 —1 —9 0 4 Lij 1
40 [ —41/3 8/3 0 5/3 0 0

Apparently from tab. 1.11, the new basic plan of a problem is not optimum as in 4th line of a column of
vector P, there is a negative number-11/3. As in a column of this vector there are no the positive elements, the given

problem has no optimum plan.

Decisions of problem in MathCAD

Criterion function is set

Condition:
X1+4Xo<5
x1-x2<3
TX1+3%X>7
X1,X2>0

L(x1,x2):=9-x14+2-x2

x1:=10 x2:=10

Given

x1+4-x2<5 x1>0
x1-x2<3 x2>0

7-x1+3-x2>7

L=9x;+2x,=>»max

x1 . 3.4
(ij '= Maximize(L, x1, x2) = (0.4) L(x1, x2) =314
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3. Using the considered method, find the decision following problems

1.50. F=2x,+4 3x2—x4—>max:

1.49. F2Xlif;jf?xsijgj;*2?g: 2x1 — X2 — 2x4 -+ x5= 16,
— 331 + 203 + x4 — 206 =24, 31+ 2%+ 43— 3x, =18,
x1+ 3x3+ x5 —4x6 =36, —x1 -+ 3x2+4x, + x6 =24,

%20 (j=18). ' %>0 (=TF).

1.51. F==8xp- 7x4-} xe—>max; 152, F—x, 4 3%s— bre>max:

()= 2x2 — 3 —2x0e=12, 2%1 +4x2+ X3 21, =28,
x2 KTy 4k — 3xe =12, —3x; 4+ 5x2— x4+ x5 =30,
Bz -+ 5x4 +{Xg+ x6 =25, 4x) —2x2+ 824+ X6 =32,

’ x=0 (j=1,6). x>0 (j=16).

1.53. F =3x; -} 2x5— bxe—>max; 1.54. Fe=x)+ 2% —Xs—>max;
2%, -+ x9— 3rs -} Bro—34, —x|+4x2—2x3=-.<.._6,
4x) -+ X3+ 2x5 — 4x6 =28, X1+ %2+ 215 2>6,
—3x1 -+ x4— 3x5+ 6x6=24, 2x1 — X2+ 2x23=4,

xi=0 (j=1,6). X1, X2, X3 20.

1.55. F=8x; —3x2+ x3-} 6x4 —Sxs—>max;

22, -+ 4x2-Hx )-I—x — 2x5 =28,

145, ! ) 1.56. F=2x; —3x2+ 4x3+ 5x4— x5+ 8xs—max;
,t|~2xz+x4+xs—3l %1+ 5xg— 3x3— 4x4 -} 2x5 -} x6 = 120,
— X1+ 3x2 -+ 5x3 4+ 4x4 — 8xs =118, 2x) 4+ 9xg — 5x3 — Tx4+ 4x5+ 2x6 = 320,

X1, X2, X3, X4, X==0. x>0 (j=L5).
1.58. F=>5x) — x2-}+ 8x3+4 10xy — Sx5 -} xs—>max;

1.57. F= —3x; 4 5x2— 3x3+ x4 + x5 -+ 8xg—>max; 25y — X2+ 3x4 -+ X5 — X6 =36,

%) — 3z + 4% -+ 5xs — 65+ x5 =60, — %1+ 2%+ X3+ 2x4 + 226 =20,
{ 7x1 — 17x2 -+ 26x3 -+ 31x4 — 3555 -+ 616 =420, Bxg — X2+ 2x3 — X4+ 3x5+ x5 =30,
=0 (j=16). %20 (j=15).
Technology «the Questionnaire for a feedback»

That | have remembered That | have understood, what That it was pleasant to me, has
on employment have understood caused interest

Control questions:
1. A simplex method of the decision of a problem of linear programming
2. Examples of the decision of a problem of linear programming with a simplex method.
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SELF STUDY MATERIALS

THEMES OF ABSTRACTS (SELF STUDY WORKY)
1. Integer linear programming and its application at the decision of problems of planning of mining

manufacture

—  Features of integer linear problems and methods of their decision

— Use boolean variables at construction of models of integer problems of planning

— Model of planning of placing coal of the concentrating factories

— Model of operational planning of arrangement of the self-propelled equipment on clearing blocks of mine
—  Problem model about cutting

—  The decision of integer problems a method from sections

— The decision of integer problems a method of branches and borders

— Partial search in problems with boolean variables

2. Nonlinear programming and its use in planning and management of mining manufacture
— General characteristic, the basic types and features of problems of nonlinear programming

— Methods of the decision of problems of unconditional optimisation

— Direct methods of the decision of problems of conditional optimisation

— Methods of transformation for the decision of problems of conditional optimisation

—  The approached methods of decisions of nonlinear problems

3. Dynamic optimising models of planning and management of mining manufacture

— The general statement and geometrical interpretation of dynamic problems of optimisation

—  Optimality principle, the basic functional equation and order of the decision of problems a method of dynamic
programming

— Problem about definition of an optimum trajectory of moving of system and its decision a method of dynamic
programming

— Use of dynamic programming for the decision of static problems of distribution of resources

—  Dynamic problem of distribution of resources

—  Problem of search of the shortest distances on a network

—  Use of dynamic programming by optimisation of alternative counts

4. Network planning and management of realisation of programs

— The basic definitions and stages of network planning and management
— Network representation of programs (network model)

—  Calculation of time parametres of network model

—  Construction of the planned schedule of realisation of programs

— Planned schedule optimisation on time at the limited resources

— Planned schedule optimisation on expenses

— Management of process of realisation of programs

(4]

. Analytical models of systems of mass service
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Systems of mass service

Order of the decision of problems of mass service
Modelling of systems of mass service with refusals
The opened systems of mass service with expectation

The closed systems of mass service

. Statistical modelling of productions
Problems of modelling of processes and classification of types of interaction of cars and mechanisms
Modelling of direct interaction of cars and mechanisms
Interaction modelling through a warehouse

Statistical modelling of systems of mass service

. Decision-making in the conditions of uncertainty

Elements of the theory of statistical decisions
Choice of criterion of decision-making and definition of rational accuracy of the initial information
The basic concepts of the theory of games

Methods of the decision of pair games

COURSE THE PROJECT (WORK)

The academic year project (work) is not intended
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Solve the following the equation with accuracy 0,001

THE COLLECTION OF PROBLEMS OF EXERCISES

Solve the equation with Newton's method
14.

15.
16.

] +2x°+2=0
X*—2x+2=0

X’ +x-3=0

x*-0,2x* +0,4x-1,4=0
x®+3x*+12x+3=0

x* —01x* ++0,4x +1,2=0
x®—0,2x* +05x-14=0
x® —3x*+12x-12=0

X +4x—-6=0
x®+3x*+6x-1=0
X*—3x*+6x-2=0
x*—3x*+12x-9=0

X +3x+1=0

x®—3x*+9x-10=0

x> +3x-1=0

x®+0,4x* +0,6x-16=0
x*-01x* +0,4x-14=0
x®—0,2x* +0,5x-1=0
x®—-3x*+6x-5=0

X} +2x+4=0
x®+0,2x*+0,5x+0,8=0
x® +0,1x* +0,4x-12=0
x* -01x* +0,4x-15=0
x®—0,2x* +0,3x-1,2=0
x®+0,2x* +05x—2=0
x®+0,2x* +05x-12=0

Variants for laboratory works 1,2

17) X =9x* +31x+37=0

19)

InX+x+13=0
1.5c0s(x-0.6)+x-2.047=0, [0;m/2]

20) 2x-1.3*=0, [0;10];

21)

T 06x

2 0,

X

e ot

22) x*+4sinx-1.6280819=0, [0;1];
23) x+lgx=0,5;

24) x*+0,4x*+0,6x-1,6=0;

25) X* —9x* +31x+30=0

)

InX+x—
1.5c08(x-0.6)+x+2.047=0, [0;n/2]

13=0

28) 3x-1.3*=0, [0;10];

29) . x

0,36+ x°

= 01[_111]

30) x*+4cosx-1.628=0, [0;1];
31) x+Inx=0,5;
32) x%+0,4x*+0,6x-1,6=0;

Decide following equations with a method of iterations, in the middle a method of tangents, on the right a

method of chords.
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Table 1
N | Method The equation 6 K x* +05x3—4x2 —-3x—-05=0
1 K X+X|n(X+O.5)—O.5=O 7 X X—Sin(X)—O.ZSZO
2] K [x2-1=0 8] K [x*_6x24120=0
Sl * [ X -2x*+x-3=0 9 [ X |5x®4+10x2+5x-1=0
4 K X3+12X—2=0 10 K 0_1)(2 —xln(x)=0
5 X 5x -8In(x) -8=0




The tasks.: Solve systems the equation with a method of Gauss.

4,4x, — 2,5%, +19,2x, -10,8x, =4,3 8,2X, —3,2X, +14,2x, +14,8x, = 8,4
Nl 5,5, —9,3x, —14,2x, +13,2x, =6,8 No 2 5,6x, —12x, +15x, —6,4x, =4,5
- 7.1x, —115x, +5,3x, —6,7x, =-1,8 - 5,7x, +3,6x, —12,4x, — 2,3x, =3,3
14,2x, + 23,4, —8,8X, + 53X, =7,2 6.8, +13,2x, —6.3x, -8,7x, =143
5,7, — 78X, —5,6x, —8,3x, = 2,7 38, +14,2x, +6,3x, —15,5%, = 2,8
6,6x, +131x, —6,3x, +4,3X, =55 8,3x, — 6,6, +5.8%, +12,2x, = —4,7
N3 9147x —28x, +5,6x, ~121x, 8,6 Ned  6.ax, —8.5x, —43x, +88x, = 7.7
85X, +12,7x, — 23,7, + 5,7, =14,7 171, -83x, +14,4x, —7,2x, =135
15,7x +6,6x, —5,7x, +115x, =-2,4 4,3x, —12,1x, + 23,2, —14,1x, =15,5
Ne5 8,8x, —6,7x, +5,5%, —4,5X, =5,6 N6 2,4x —4,4%, + 35X, +5,5%, =25
B 6,3x, —5,7X, —23,4x, +6,6x, = 7,7 B 5,4x +8,3x, - 7,4%x,-12,7X, =8,6
14,3x, +8,7x, —15,7x, —5,8x, =234 6,3x, — 7,6X, +1,34x, +3,7x, =121

Solve system of the linear algebraic equations of Ah=b with a method of Gauss. To compare to the
exact decision &.

(5 0 1 11 2
1. 4= 1 3 -1 1, b=} 41|, g={1]
-3 2 10 6 1
3 1 6 2
1 -1 4] 3 1 t-t3 4 1
2 a0 -1 ¢ -1 e -1 o [ -2 -1
4= 1 -3 1l, b = gl - O]. T. 4= 2 5 —2], b=1| -4 |, [CI
1 3 4 1 1 -t 3 2 ) 1
5 1 -1 51 - 3 -1 1] 1 [1~
Ad=1 -1 3 1, b = 5 - 11, B, 4= o 2 -1, b= 31. 11
1 2 4] 1] 1 ] -1 1 5 -5 J -1 )
3 1 4y 1 4 1 —1] (7 {2-
4=1-2 4 1 b= 5 =111 9. 4= 2 3 0, b = 71, £ 1
1 3" -3 ,1] -1 5 L1t ) 2 )
The decision of system of the linear algebraic equations a method of Seidel
Ne asi
Bap. a1i a2i b1i
0.35 0.12 -0.13 0.10
1 0.12 0.71 0.15 0.26
-0.13 0.15 0.63 0.38
0.71 0.10 0.12 0.29
2 0.10 0.34 -0.04 0.32
-0.10 0.64 0.56 -0.10
0.34 -0.04 0.10 0.33
3 -0.04 0.44 -0.12 -0.05
0.06 0.56 0.39 0.28
0.10 -0.04 -0.63 -0.15
4 -0.04 0.34 0.05 0.31
-0.43 0.05 0.13 0.37
0.63 0.05 0.15 0.34
5 0.05 0.34 0.10 0.32
0.15 0.10 0.71 0.42
1.20 -0.20 0.30 -0.60
6 -0.50 1.70 -1.60 0.30
-0.30 0.10 -1.50 0.40
0.30 1.20 -0.20 -0.60
7 -0.10 -0.20 1.60 0.30
-1.50 -0.30 0.10 0.70
0.20 0.44 0.91 0.74
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8 0.58 -0.29 0.05 0.02
0.05 0.34 0.10 0.32
6.36 1.75 1.0 41.70
9 7.42 19.03 1.75 49.49
1.77 0.42 6.36 27.67
3.11 -1.66 -0.60 -0.92
10 -1.65 3.15 -0.78 2.57
0.60 0.78 -2.97 1.65

Method of iterations to solve systems of the equations with accuracy =107,

I, - 8in z,= O, =+ - 2,
s [® T gy <o 10, | %m0 o
L:r:%+%_fstl T, -e =0
22 + 2% - 21,20 2 _2p 422 -2z, + 10
(B o 2734 200 Yoo . [T % 250 12.{ 1-em e g -2 .
. Ty > . . I, < . -,
1 1 T, -e1=0 (z >0). -S4 =0 (z, > 0).
£ -2z, =0 Lz?-z:@:t] 2 1 % 1 1
£+ 22 - 2z,=0, 2 12 4+ 2z, + 1=0,
z, - fr4t =0, I,C08T, - T,= 0, 1o s R e
3. (x, » Q). 4 (z, » 0). 13. inzeg T2 14 St = 1
:cf+:z§—2x2=0 z‘$+z’;—wsﬂ I, - In 1= Ty =/ o+t = -
/3 /3. /3 /3.
[ #4008Z,~ Tp= 0, erf v 33 = 1, 15 A ”g_t'(z >0). 16 B4 0 @, <0
5. e (7, < 0). 6. 1 (z, > 0). 2,2 2 B DR T2 .
£ +22-1-=0 z, - 230 1+ % - en=0 2+ Iy - 2E=
222 + 22 = 1, z, - aln z,= 0, z,8inz, - 7, = 0, s ez, =0
7. 1772 (z, < 0). 8. 2 1 (@, > 0. L 20 M Dt 18, | TOIE C T
| 2+ &30 2120 £ -1=0 (1 >0 ZrZ-1=20 (g <0

The note. For the curve image(xi +x3)" = 2(xf — x3) (lemniscate Bernulli) to take advantage of

polar co-ordinates.

The task
To write the program of the decision of the differential equation y ’ =f (x, y) Euler's method on a
piece [a,b] with step h and 2h and the entry condition y(a) =y,. The Initial data for task performance
undertakes from table 5. To compare results.

The task
To write the program of the decision of the differential equation y ’ =f (x, y) a method of Runge-
Kutta on a piece [a,b] with step h and 2h and the entry condition y (a) =y,. To estimate an error under the
formula (5.5). The initial data for task performance undertakes from table 5.

Table 5
N |  Function alb |y |h X’y +2
o™ 8| ——— o | 1| 101
1 X2+y 2 | 3] 1 |o1 2x-y
y X>+y+2
) 2X+y+4 3 A 1 01 9| —m 2 3 2 0.1
2y + X ' 2X—y
2 _ Xy +4
3| 2L o | 1| 2 ]o1 10 L i o | 1| 3 |01
2x+y+1 2y —xy+1
2_
s Y2 05 3|1 o
Xy + 3X
oy _y2
o L R PR B
2—Xxy
2 —X—y*x
6| — | 0 | 1| 1 |01
3X+Yy
1+ 3xy
7| ——— | o | 1| 2 |o1
S—X+Y
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Under the set table of values of function to make the formula interpolation a multinomial of
Lagrange (3.2) and to construct the schedule L,(x). The initial data undertakes from table 3.1.

(X=x)(X=%,) | (X=X)(X=%,) (X =X%)(X=x%)

L2 (X) = Yo 1 2 3.2)

(Xo _Xl)(XO _Xz) (Xl_XO)(Xl_XZ) (Xz _Xo)(xz _Xl)
Table 3.1.

e Xo X X, Yo Y, Y,
1 2 3 5 4 1 7
2 4 2 3 5 2 8
3 0 2 3 -1 -4 2
4 7 9 13 2 -2 3
5 -3 -1 3 7 -1 4
6 1 2 4 -3 -7 2
7 -2 -1 2 4 9 1
8 2 4 5 9 -3 6
9 -4 -2 0 2 8 5
10 -1 15 3 4 -7 1
11 2 4 7 -1 -6 3
12 -9 -7 -4 3 -3 4
13 0 1 4 7 -1 8
14 8 5 0 9 2 4
15 -7 -5 -4 4 -4 5

Calculate the set integrals under formulas of rectangles, a trapeze and Simpson if the integration
piece is broken on n=2 and n=4 equal parts. To estimate an error of result and cpaBubiTH the approached

values of integral with the exact.
1

1
| d [s’t 0,785 ). 2 i 3=1n2e0,693)
. = — ~ . 2. = .
1+ ? 4 ’ I| + T ( ’
0 0
"2 1
w4 ' 1
1. 3=1). 12, [aretgr dr (3—(x-21n2)~0,438).
3. j sindz dz  (3=0,5). 4.[ (s=1n(1+]2)0,881). £1 eme O g &7 7 (3= (R-21n2)e0,438)
0 ol 2
. . 1 Jerz 5
5. [lnzar @=). 6 [ln@er  (-2ume-10,36). 13 | 1 0. 4 [arcsinz az (3= (W+4)-120,26} -
1 0 0 0
/2 1 /4 2
L] efdr L4 1 !
1. focose a (3 -1n0,571). 8. (Searctge- - ~0,433).  15- | 87 ar (3=-In2e0,346). 16, [ctg T dr  (3-in2w0,346).
2 1+e°% 4 2 2
0 0 o /4
x L ! ! 2
9. Icos3x ar (3=0).  10. I—— @=1n1+f2) ~0,881).  17- II ehdr  (3=1). 18 I [tz ar @=ele-1)m,22).
0 0 cos T 0 o 3

To make the program for a finding of approaching functions of the set type with a conclusion of values
of their parametres and the sums of squares of evasion corresponding to them. To choose as approaching

functions the following: Y = axX + b, y= ax™, y= ae™. To spend linearization. To define for what
kind of function the sum of squares of evasion is the least.

Initial data is placed in table 6.

Approximate fragment of performance of laboratory work

i 1 2 3 4 5 6 7 8 9 10
Ne
1 X 0.5 0.1 0.4 0.2 0.6 0.3 0.4 0.7 0.3 0.8
y 1.8 11 1.8 14 2.1 1.8 1.6 2.2 15 2.3
2 X 1.7 15 3.7 1.1 6.2 0.3 6.5 3.6 3.8 5.9
y 15 14 1.6 1.3 2.1 1.1 2.2 1.8 1.7 2.3
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3 X 1.7 11 1.6 1.2 1.9 1.5 1.8 14 1.3 1.0
y 6.7 5.6 6.7 6.1 7.4 6.9 7.9 5.9 5.6 5.3
4 X 1.3 1.2 15 1.4 1.9 11 2.0 1.6 1.7 1.8
y 5.5 5.9 6.3 5.8 7.4 5.4 7.6 6.9 6.6 7.5
5 X 2.3 1.4 1.0 1.9 1.5 1.8 2.1 1.6 1.7 1.3
y 5.3 3.9 2.9 5.0 4.0 4.9 5.1 45 4.1 3.7
6 X 1.8 2.6 2.3 1.3 2.0 2.1 11 1.9 1.6 1.5
y 4.4 6.4 5.3 3.7 4.9 5.6 3.0 5.0 4.3 3.7
7 X 1.9 2.1 2.0 2.9 3.0 2.6 2.5 2.7 2.2 2.8
y 6.6 7.6 6.7 9.2 9.4 7.8 8.4 8.0 7.9 8.7
8 X 2.0 1.4 1.0 1.7 1.3 1.6 1.9 1.5 1.2 2.1
y 7.5 6.1 4.8 74 5.7 7.0 7.1 6.8 6.0 8.9
9 X 2.0 1.2 1.8 1.9 1.1 1.7 1.6 1.4 1.5 1.3
y 7.5 5.9 7.0 8.0 5.0 7.4 6.4 6.6 6.3 5.7
10 X 1.9 1.1 1.4 2.3 1.7 2.1 1.6 1.5 1.0 1.2
y 4.7 3.4 3.8 52 4.6 5.5 3.9 3.9 3.2 3.5

2. Using geometrical interpretation, find decisions of linear programming tasks

1.32. F=x;4 x2—+max;
X420 < 14,
—Bx) 4 3x2<Z 15,
x4 61z =24,
xy, xz 20,
35, F=—x +4x; +2x4—x5—Fmax;
Xy —5xgx3=025,
—x0+ n+xn=4,
X1+ Xxg4-xs=8.
ey X5 220,

Xy, Xz,

r1.33. F=1x,+ 2xy-+max; 1.34. F=—2x, +x—min;

4 —2x212, 3 —2x < 12

—x; 43 6, —x 4 2x2 5 8,

2x) 4 4x2 22 16, 2x4-3x222 6,
xy, X2 =0, xy, Xz =0,

/ 1.36. F=—5x, + xg—x3—>-max;
x| —xg— x3=4,

x—xg+ xs—xi=1,
L2x.-1;x2+2x3+x5=7.

X, X2, -.., X520,

3. Using the Simplex method, find the decision following linear programming problems

1.49. F=3x,+ 2x3— 6xg—>max; 1.51. F

2x)+x2—3x3-} 6x5=18,
—3x1+2x3+ x4 —2x6 =24,
X1 4 3xs+ x5 —4x5=236,

%20 (j=1,6).
1.50. F=2x)+ 3x2—x4~>max;

2x) — X2 — 2x4 -+ x5 =16,

3x142x2-f x3— 3x, =18,

— X1+ 3xa+4x4 -+ x6 =24,
=0 (=TF).

1.52. F

1.55. F=8x, —3x2+ x3-} 6x4 — Bxs-»max;
2%+ 4x2—|—®-|—x4— x5 =28,

,tf:- 2x2-} x4 -+ x5 =31,

==8xp 4 7% -+ Xe—>max;

1.53. F=3x;+ 2x5— bxs—max;
2x) —|—x2—3x5—|—5x6=34,
4x) -+ x3+2x5 —4xs =28,
—3x1 4+ x4—3x5+6x6=24,
=0 (j=16).
1.54. F=x+ 2x2 — x3—»>max;
—x1F4x;— 2136,

X1+ %2+ 2x3 26,

) 2ra—3n —2x6=12,

4XQ 4X4 — 3x6= 12,
52+ By +{Xg+ X6 =25,
X,'?O (I=I'6 )'
== -} 3x2 — Bxy—>max;
2x) +4JC2-|-JC3 + 2x,=28,
—3x;+5x2—3x4+xs=30,
4x) —2x5 824+ X6 =32, 20 —x2+2x3=4,

x>0 (i=16). X1, X2, X32=0.
1.57. F= —3x;+ 5x2— 3x3+ x4+ x5+ 8xg—>max;

X; — 3xz -+ 4x3+ 5x4 — 6x5 4 x6 =60,
{ 7x) — 17x2 -+ 26x3 -+ 31x4 — 35x5 + 6x6 = 420,
1.58. F=b5x, —xa+8x3+ l0x4—5x§+x5->max;

— X1 +37C2+5X3+4X4-8X5= 1 18,

X1, X2, X3, X4, Xs=0.

1.56. F=2x; —3x2+ 4x34 bxy — x5+ 8x¢—max;
X1+ 5xg—3x3— 4x4+ 2x5 + x =120,

2JC| —I— QX2 —_ 5X3 —_ 7X4 —|— 4X5+ 2x6 = 320,

{

x>0 (j=16).

1.37. For manufacture of tables and cases the furniture factory uses necessary resources. Norms of expenses of
profit on realisation of one product and total of available resources of

resources on one product of the given kind,
each kind are resulted in the following table:

—x3 4+ 25+ x5+ 2x4 -+ 206 =20,
3xg — X2+ 2x3— x4+ 3x5-+ x5 =230,
50 (j=TF).

x=0 (j=186).
{ 2x) — X2+ 3x4 -+ X5 — x5 =36,
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Norms of expenditures of resources on one product The General an amount of
Resources
Table The Case resources

Wood (m3):

| aspect 0,2 0,1 40

Il aspect 0,1 0,3 60

Labour input (person- 12 15 371.4
hour)
Profit on realisation of one 6 8
product (rouble.)

To define, how many tables and cases the factory should produce, that the profit on their realisation was maximum.

1.38. For manufacture of two kinds of products A and B the turning, milling and grinding equipment is used. Norms
of expenses of time for each of equipment types on one product of the given kind are resulted in the table. In it the
general fund of working hours of each of equipment types, and also profit on realisation of one product is specified.

Expenditures of time (machine tool-hour) on working | The General fund of useful
Type the equipment off of one product working hours of the
A B equipment (hour)
The milling 10 8 168
The turning 5 10 180
The grinding 6 12 144
Profit on realisation of one
product (roub.) 14 18

To find the plan of release of products Aand B, providing the maximum profit on their realisation.

1.39. At furniture factory it is necessary to cut out preparations of three kinds from plywood standard sheets in the
quantities accordingly equal of 24, 31 and 18 pieces Each sheet of plywood can be cut on for

Cooking by two ways. The quantity of received preparations at the given way packpos is resulted in the table. In it
the size of a waste which turn out at the given way packpos one sheet of plywood is specified.

Aspect preform Amlount of preforms (piece) in open on a m20de
I 2 6
1 5 4
1l 2 3
Magnitude of a waste (sm°) 12 16

To define, how many sheets of plywood and on what way follow packpouts S0 that has been received not less
the necessary quantity of preparations at the minimum waste.

1.40. On a fur farm silver foxes and polar foxes can be grown up. For maintenance of normal conditions of their
cultivation it is used three kinds of forages. The quantity of a forage of each kind which foxes and polar foxes
should receive daily, is resulted in the table. In it are specified total of a forage of each kind which can be used a fur
farm, and profit on realisation of one skin of a fox and a polar fox.

Feed kind Quantity of units of a feed which daily should receive Feed Total
fox A polar fox
I 2 3 180
Il 4 1 240
i 6 7 426
Profit on realisation of 16 12
one glass-paper (roub.)

To define, how many foxes and polar foxes should be grown up on a fur farm that the profit on realisation
of their skins was maximum.
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GLOSSARY

Absolute error-The size equal to a difference between true value of number and its approached
value, received as a result of calculation or measurement

Absolute deviation-The deviation equal to the maximum value of absolute size of a difference
between approximating and initial functions on the given piece

Adaptive (adapting) algorithms-The algorithms capable automatically to adapt to character of
change of function

Adequacy of mathematical model-The basic requirement shown to mathematical model of the
considered phenomenon, consisting that the model should precisely enough (within the limits of
admissible errors) to reflect characteristic features of the phenomenon

Approximation-Function approach at which f (x) it is required to replace the given function
approximately with some function ¢ (v) that, That a deviation (somewhat) ¢(x) from f(x) in the set area
was the least

Approximating function-Function with which initial function at approximation is replaced

Global interpolation-Interpolation, which interpolating function ¢(x) is under construction at once
for all considered interval of change x

A3
g
The problem put correctly-Problem in which for any values of the initial data from some class its
decision exists, it is unique and it is steady under the initial data
Significant figures-All figures of the given number, since the first nonzero figure

Integrated (or continuous) approximation-Approximation at approach construction on
continuous set of points

Hurepnonuposanue-Type of dot approximation, at which interpolating function ‘P(“), Initial
function f (x) accepts in the set points xi the same values yi, as

Iteration-Repeated repetition of process consecutive approximate

Square-law (parabolic) interpolation-Interpolation at which in quality narepnossimonHoi
functions on a piece [xi-1, xi+1] the square trinomial is accepted

Correct numerical algorithm (method)-The numerical algorithm (method) having the unique
numerical decision at any values of the initial data, and also in case of stability of this decision concerning
errors of the initial data

Piece (local) interpolation-Interpolation, at which interpolating function ¢(x) Is under construction
separately for different parts of a considered interval of changex

Kusochno-linear (or linear) interpolation-The elementary and often used kind of local
interpolation at which the set points incorporate rectilinear pieces, and function comes nearer a broken
line with tops in the given points

Method of splines-One of methods of numerical integration, especially effective at strictly limited
number of knots

Ineradicable errors-Errors, koropsiere can be reduced the calculator neither prior to the
beginning of the problem decision, nor in the course of its decision

Certain integral from function f (x) on a piece ¢ (X)-Limit of the integrated sum at such
unlimited increase in number of points of splitting at which the length of greatest of elementary pieces
aspires to zero

Relative error-The relation of an absolute error to the approached value of number

Parabolic (square-law) interpolation-Interpolation, at which in quality naTepnomnsimprontoi
functions on a piece [xi-1, xi+1] the square trinomial is accepted

Error of approximation of a derivative-The size characterising a deviation of approached value
derivative of its true value

Error of restriction of the function received by means of a number-Error arising because of the
account of only limited number of members of a number

Error of roundings off-The error connected with limitation of a digit grid of the computer

Adapting (adaptive) algorithms-The algorithms capable automatically to adapt to character of
change of function

o6(a) =
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Function derivative y = f(x)-Limit of the relation of an increment of function 4y to an argument
increment Ax at aspiration Ax to zero

Spline-function-In special way constructed multinomial of the third degree

Convergence of a numerical method-Aspiration of values of the decision of discrete model of a
problem to corresponding values of the decision of an initial problem at aspiration to zero of parametre of
digitization

Dot approximation-Approximation at which approach is under construction on the set discrete set
of points {xi}

Steady problem (on initial parameter x)-Problem, in which small increment of initial size Ax
leads to a small increment of required size Ay

Function odd concerning a point xo-Function for which f(x-x0) = -f(x0-x)

Function even concerning a point xo-Function for which f(x-x0) = f(x0-x)

Numerical methods-Methods of the decision of the difficult mathematical problems, allowing to
reduce the problem decision to performance of final number of arithmetic actions over numbers; thus
results turn out in the form of numerical values

Step-Difference between the next values of argument

Extrapolation-untepnionuposanwue, applied to the approached function evaluation out of a
considered piece (x<x0, x>xn)

The software interface is a set of tools that interact with devices and software in a computer
system.

Stopwatch computers (DHM) are computational computers that operate both digital and
analogous; They have the advantages of UHM and SRC.

Informatics is an area of human activity connected with updating information with the help of
computers and their application environment.

Workstations are powerful microscopes that are used by a person specializing in certain types of
work (graphics, engineering, publishing, etc.).

Cybernetics is science, technology, biological, social and other systems.

Keyboard - a device designed to enter text and managed information manually on a PC.

Shell is a program that is split between any application and user or other software.

The operating system (OS) is a set of software that manages the resources of the computer,
displays applications and interacts with external devices and other software, and also interacts with the
user's computer.

Digital computers (RHM) are a discrete computer machine that operates in discrete, accurate
digital information.

Servers are powerful microEUs that many use to split requests from all stations.

Telecommunications is a remote data transmission based on computer networks and modern
technical communications.

The user interface is software and hardware that interacts with user software or exposure.
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GLOSSARIY

Matematik model xatoligi — real jarayonning matematik tavsiflanishi naonigligidan kelib
chigadigan xatolik.

Boshlang‘ich ma’lumotlar xatoligi — boshlang‘ich ma’lumotlarning noaniqligi tufayli yuzaga
keladigan xatolik;

Uslub xatoligi — masalani yechishda qo‘llanilayotgan uslublarning noanigligidan kelib
chigadigan xatolik;

Hisoblash xatoligi- hisoblashlarda vujudga keladigan xatoliklar;

Yaxlitlash xatoligi — yaxlitlash natijasida hosil bo‘ladigan xatolik.

Xatolik - hisoblashlarda gathashayotgan tagribiy a son bilan shu sonning anig giymati A
orasidagi farg (A — a) aytiladi. Agar A>a bo‘lsa, xatolik musbat va A<a bo‘lsa, xatolik manfiy bo‘ladi.
Xatoliklarni baholash to‘g‘ri bo‘lishi uchun absolyut xatolik tushunchasi kiritiladi.

Xatolikning moduliga a tagribiy sonning absolyut xatosi deyiladi va " 'a kabi belgilanadi, ya’ni

a=A-a

Tagribiy a soni absolyut xatoligining shu son moduliga nisbati a tagribiy sonning nisbiy xatoligi
deyiladi va [(a) kabi belgilanadi, ya’ni
A-a

g

Aniq A son noma’lum bo‘lganligi sababli absolyut va nisbiy xatoliklar ham noma’lum bo‘ladi,
shuning uchun xatolikning chegarasi ko‘rsatiladi.

"IA—al1[] h tengsizlikni ganoatlantiruvchi h kattalik absolyut xatolikning chegarasi deyiladi.

A-a

e

Maple sistemasi - kompyuterda turli yo’nalishdagi: igtisodiyot, mexanika, matematika, fizika,
muhandislik masalalarining analitik va sonli yechimlarini aniq, tez, samarali hal etish uchun
mo’ljallangan sistemadir

MathCAD paketi muxandislik hisob ishlarini bajarish uchun dasturiy vosita bo'lib, u professional
matematiklar uchun mo'ljallangan. Uning yordamida o'zgaruvchi va o'zgarmas parametrli algebraik va
differentsial tenglamalarni yechish, funksiyalarni tahlil gilish va ularning ekstremumini izlash, topilgan
yechimlarni tahlil gilish uchun jadvallar va grafiklar qurish mumkin.

MATLAB sistemasi - kompyuterda turli yo’nalishdagi: mexanika, matematika, fizika, muxandislik
va boshgaruv masalalarini yechish, turli xil mexanig, energetik va dinamik sistemalarni modellashtirish,
loyihalash, tavsiflash va tahlil gilish masalalarining aniq, tez, samarali hal etish uchun mo’ljallangan
sistema va turli xil sohali foydalanuvchilarga muljallangan dasturlash tilidir.

Massiv — bir turdagi ma’lumotlarning ragamlangan va tartiblangan to’plamidir.

Amaliy dasturlar paketi (ADP) — bu muayyan (funksional tizimosti, biznes- ilova) sinf
vazifalarini hal etish uchun mo’ljallangan dasturlar majmui.

Axborot jamiyati — ko’pchilik ishlovchilarning axborot, aynigsa uning oliy shakli bo’lmish
bilimlarni ishlab chiqarish, saqlash, qayta ishlash va amalga oshirish bilan band bo’lgan jamiyatidir.

Axborot zahiralari — aloxida hujjat va alohida hujjat to’plami, axborot tizimlari (kutubxona, arxiv,
fond, ma'lumotlar banklari, boshqa axborot tizimlari) dagi hujjatlar va hujjatlar to’plamidir.

Axborot texnologiyasi (AT) — ob’yekt, jarayon yoki hodisaning holati haqida yangi sifat axboroti
olish uchun ma'lumotlar yig’ish, qayta ishlash va uzatish (boshlang’ich axborot) vosita va uslublari
jamlanmasidan foydalanadigan jarayondir.

Loyihalash — bu ob’yektning birlamchi bayoni va (yoki) uni mavjud giladigan algoritm asosida
berilgan sharoitda ham mavjud bo‘lmagan ob’yektni yaratish uchun zarur bo‘lgan bayonini tuzish
jarayonidir. Loyihalash berilgan talablarga javob beradigan, yangi buyumni yaratish yoki yangi jarayonni
amalga oshirish uchun zarur va yetarli bo‘lgan loyihalanadigan predmet bayonini olish magsadidagi
izlanish, tadqiqot, hisob va konstruktsiyalash bo‘yicha ishlar majmuidir.

Loyihalashni avtomatlashtirish — loyihani ishlab chigish jarayonini bajarishning shunday usuli
tushuniladiki, bunda loyihalash protseduralari va operatsiyalari loyihalovchining EHM bilan chambarchas
muloqotida amalga oshad.

o(a) =

< ¢ tengsizlikni ganoatlantiruvchi [ soni nisbiy xatolikning chegarasi deyiladi.
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Avtomatlashtirilgan loyihalash tizimi (ALT) - avtomatlashtirilgan loyihalashni bajaruvchi
loyihalovchi tashkilot yoki mutaxassislar jamoasi bilan bog‘langan avtomatlashtirilgan loyihalash
vositalarining majmuidir.

Ma’lumotlar bazasini boshqarish tizimi (MBBT) — ma’lumotlar strukturasi ko‘rinishida tashkil
qilingan informatsion baza bilan ishlashni ta’minlaydigan dasturaviy-metodik kompleksdir.

Mashina grafikasining dasturaviy-metodik komplekslari (DMK) foydalanuvchining EHM
bilan mulogotida grafik informatsiya almashinuvini, geometrik masalalarni yechishni, tasvirlarni
shakllantirishni va grafik informatsiyani avtomatik ravishda tayyorlashni ta’minlaydi.

ALTning dasturiy ta’minoti avtomatlashtirilgan loyihalashni bajarish uchun zarur bo‘lgan
hamma dasturlar va ekspluatatsion hujjatlaridan iborat. Dasturaviy ta’minot umumtizimiy va maxsus
(amaliy)larga bo‘linadi.

ALT matematik ta’minoti asosini algoritmlar tashkil qiladi; bu algoritmlar bo‘yicha ALTning
dasturaviy ta’minoti ishlab chiqiladi. ALTda matematik ta’minotning elementlari har xil bo‘ladi. Ular
ichida invariant elementlar — funksional modellarni tuzish printsiplari, algebraik va differentsial
tenglamalarning sonli yechimi metodlari, ekstremal masalalarni qo‘yish, ekstrimumni qidirishlar mavjud.

ALTning texnikaviy ta’minoti — avtomatlashtirilgan loyihalashni bajarish uchun mo‘ljallangan
o°‘zaro bog‘langan va o‘zaro ta’sir qiluvchi texnikaviy vositalar majmuidir.

ALT lingvistik ta’minoti asosini maxsus til vositalari (loyihalash tillari) tashkil giladi; ular
avtomatlashtirilgan loyihalash protseduralarini va loyihaviy yechimlarni bayon qilish uchun
mo‘ljallangan. Lingvistik ta’minotning asosiy qismi — insonning EHM bilan muloqgot qilish tillari.
Loyihalashning muammoli-yo‘nalgan tillari (MYT) loyihalashning algoritmik tillariga (Visual Basic,
Visual C++, Delphi, Java, Visual Fox Pro va sh.k.) o‘xshash.

Videomonitor (displey)-ShK ga Kkiritiladigan va undan chigadigan axborotni aks ettiruvchi
moslamadir

Dasturiy interfeys — hisoblash tizimi doirasida qurilma va dasturlar o’zaro ta'sirini ta'minlovchi
vositalar yig’indisi.

Duragay hisoblash mashinalari (DHM) — kombinatsiyalashgan holda amal giluvchi hisoblash
mashinalari bo’lib, hamda ragamli ham o’xshashli shaklda taqdim etilgan axborot bilan ishlaydi; ular
UXM va RXMning afzalliklarini 0’zida jo etgan.

Informatika — kompyuterlar yordami va ularni qo’llash muhiti vositasida axborotni yangilash
jarayonlari bilan bog’liq inson faoliyati sohasidir.

Ishchi stantsiyalar — muayyan turdagi (grafik, muxandislik, nashriyot va boshgalar) ishlarni
bajarishga ixtisoslashtirilgan bir kishi foydalanadigan qudratli mikro- EHM lardir.

Kibernetika — texnik , biologik, ijtimoiy va boshqga turli tizimlarda boshgaruvning umumiy
tamoyillari hagidagi fandir.

Klaviatura — son bilan ko’rsatiladigan, matnli va boshqariluvchi axborotni ShKga qo’l yordamida
kirishi uchun mo’ljallangan moslama.

Qobiq — biror bir dastur va foydalanuvchi o’rtasidagi katlam yoki boshqa dastur ustida uskurtma
bo’lgan dastur.

Operatsion tizim (OT) — bu EHM zahiralarini boshqgarish, amaliy dasturlarni chigarish va ularning
tashqi qurilmalar, boshqa dasturlar bilan o’zaro alogasini amalga oshiruvchi, shuningdek,
foydalanuvchining kompyuter bilan muloqotini ta'minlovchi dasturiy vositalar yig’indisidir.

Ragamli hisoblash mashinalari (RHM) — diskretli ishlaydigan hisoblash mashinalari bo’lib,
diskret, anigrogi ragamli shaklda tagdim etilgan axborot bilan ishlaydi.

Serverlar — barcha stansiya tarmogqlaridan olingan so’rovlarni qayta ishlash uchun ajratilgan ko’p
kishi foydalanadigan qudratli mikroEHMIardir.

Telekommunikatsiya — kompyuter tarmoglari va zamonaviy texnik aloga vositalari negizida
ma'lumotlarni masofadan uzatishdir.

Foydalanuvchi interfeysi — foydalanuvchining dasturiy yoki EHM bilan o’zaro ta'siridagi dasturiy
va apparat vositalaridir.
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I'JIOCCAPUM

Ommoka MaTeMaTH4eCKOI MoJe/IM - MATEeMaTHUECKOEe OMUCAHUE OIIMOKH PeasibHOTO Mpolecca U3-3a
yTaHUIIBL.

Hcxoanas omudKa JaHHBIX - OIINOKA, BOSHUKAIOIIAS H3-32 HEONIPEISICHHOCTH HCXOTHBIX JaHHBIX;

Oummoky cTuis - OmMOKY, BOZHUKAIOIIME H3-3a HEONPEICIICHHOCTU METOJIOB, UCIOJIB3YEMBIX TS
peleHus MpobIeMsl;

Omudka pacyera - omMOKA B pacyerax;

Ommnodka OKpyr/jeHus - 3T0 OLINOKa, BEI3BAHHAS! OKPYTJICHUEM.

Ommoka - 370 pa3HULa (a - a) MeXAY IPUOIN3UTEIBHON IU(POH a ¥ TOUHBIM 3HAUCHUEM 3TOT0 YHUCHIA.
Ecim A> a, omm0Oka mosokuTensHa U A <a, omuOKa oTpUIareibHa. UTOOBI MPaBMIILHO HCIIPABUTh ONTHOKH,
BKJIFOYEHA KOHIIEHIHA aDCOIFOTHON OLIHOKH.

Mopaynb omuOKM Ha3bIBaeTCS aOCONIOTHON OHMIMOKON MPUOIU3UTENBHOTO YHCIa U ONpeneNseTcs Kak
Aa

Da=CA-al

OTHolIeHHE YypaBHEHMss a K aOCOMIOTHOM oOmMOKe Ha3plBaeTCd OTHOCUTEIBHOM  OIIMOKOM
NpUOIM3UTENLHOrO Yncia i 00o3Havaercs kak [ (), T. E.

A-d

6(a) =——

g

ITockonpky abconOTHOE 3HaYeHHEe A HEU3BECTHO, aOCOJIOTHBIE W OTHOCHUTENIbHBIE OIIMOKH TaKKe
HEU3BECTHBI, IOITOMY O0TOOpaskaeTcs Mpe/est OMNOKH.

[JA—aC C h AGCOIIOTHBIM MIPEAEIOM SIBISETCS aOCOIOTHBIN MPENes OMIHOKH.

A-4]

o

Cucrema Maple - s5T0 cuctemMa Ui KOMIbIOTEpa, AN OBICTPOro, 3((eKTHBHOrO perieHus
AHATUTUYECKUX WM YUCICHHBIX pEIICHWH pa3NuYHBIX (a3: SKOHOMHKa, MEXaHWKa, MaTeMaThka, (U3HKa,
UHXEHEpHS

MathCAD - nporpaMMHbIi HHCTPYMEHT ISl WEHDKCHEPHBIX PACUCTOB, MpPETHA3HAYCHHBIA st
npoQecCHOHATBPHBIX MaTEeMaTHKOB. Ero MOXKHO HCIIONB30BaTh ISl ITOCTPOCHHS TAONHI M TPapHUKOB IS
pemenns anreOpandeckux u Au((EpEeHIHANEHBIX ypaBHEHHH C TEPEMEHHBIMH U MEPEeMEHHBIMU
napameTpamy, A aHanu3a QyHKIMi 1 IoucKa X KpaHHOCTEH, JUIs aHaJIM3a IOTyYeHHBIX Pe3yIbTaToB.

Cucrema MATLAB mpezncrasisier coboit cucteMy, IpeIHA3HAUYCHAYIO JUIS PEIICHHS 3a1ad MEXaHUKH,
MaTeMaTHKU, (DU3UKHU, HHXCHEPUH U YIPaBICHUS, MOACITHPOBAHMS, TPOCKTUPOBAHNUS, OMUCAHUSI U aHAJM3a
Pa3INYHBIX MEXAHHYECKHX, SHEPreTUYECKUX M AWHAMUYECKHUX CHUCTEM B KOMIIBIOTCPHOI cHCTeMEe U SI3BIK
MPOTPaMMHPOBAHUS AJISI Pa3IMUHBIX MOJIb30BaTEICH OTPaCIH.

Massive - 3To HyMepOBaHHBII U YIOPSIIOYCHHbIH HAOOp TUIIOB AAHHBIX.

IMpakTuyeckuii nporpammusbiii naker (ADP) - 310 HaOop mpuioKeHUH, MpeaHa3HAUYECHHBIX IS
pelIeHnsT KOHKPETHBIX ((PyHKIIMOHANBHBIX, CHCTEMaTHUECKHUX, OM3HEC-3a1a4) Kiacca.

HNudopmannonHoe 0611ecTBO - 3TO COOOMIECTBO, B KOTOPOM OOJIBITMHCTBO COTPYIHUKOB 3aHUMAETCS
MIPOM3BOACTBOM, XpaHEHHEM, 00pabOTKOM 1 peanusanreil nHpopMaImy, B 9aCTHOCTH (GOpMoii HHpopManuu.

HNudpopmannonnblie pecypebl MIPEACTaBISIOT c000i HAOOp AJOKYMEHTOB M JOKYMEHTOB B OTAEIBHBIX
JOKyMEHTax M OTAENBHOM JOKyMEHTalluW, MH(POPMAIMOHHEIX cucTeMax (OMOIMOTeKax, apXuBax, 3aracax,
0aHKaxX JaHHBIX U IPYTUX HHOOPMAIMOHHBIX CHCTEMAX).

HNudopmanunonnnie Texnosoruu (MT) - 310 mporecc, KOTOPBIA HCIONB3yeT HAOOp WHCTPYMEHTOB,
MHCTPYMEHTOB W METOJOB JuIi cOopa, oOpabOTKM M Tepefadd JaHHBIX (MCXOJHOW HHGpOpManuu) Uit
MOTy4YEeHUsI HOBOH Ka4eCTBEHHOW MH(POPMALNK O CTaTyce NMpeaMeTa, Mporecca Wil COOBITHS.

Pa3pabGoTrka - 3TO mpolmecc CO3JaHMSA ONHMCAaHHs, KOTOPOE HEOOXOOMMO Ui CO3MaHUs OOBEKTa,
KOTOPBIA HE CYIIECTBYET Ja)XKe B KOHTEKCTE MEePBUYHOTO 00BEKTa M / WM €ro CYIIECTBYIOLIETO aJrOpHTMA.
JuzaiiH mpencraBisieT co00i HAOOp HCCIENOBAHWH, MU3aifHA, AW3aifHA M CTPOUTEIBHBIX KOHCTPYKIIHH,
NpeAHAa3HAUYEHHBIX I YAOBJIETBOPECHUS KOHKPETHBIX IMOTPEOHOCTEH NPOEKTHPYEMOTro OOBEKTa, KOTOPBIHA
HEOOXOMM U JOCTATOYEH IS CO3/IaHMsI HOBOTO TPOIYKTA MM AJISI OCYIIECTBICHHUS HOBOTO IIpOIIecca.

ABTOMaTH3alMsl NPOCKTHPOBAHUSI - pEAIU3yeTcss METOJ pealu3allud MpPOeKTa, B KOTOPOM
MPOCKTHPOBAHNE U OTIEPAIIMU IIPOSKTHPOBAHUS BHIITOIHSIIOTCS B TECHOM JHAIIOTE C IPOESKTOPOM.

ABTOMATH3UpOBaHHAasi cucTemMa mnpoektupoBaHusi (ALT) - 310 Habop aBTOMAaTH3UPOBAHHBIX
CPECTB MPOEKTUPOBAHUS, KOTOPBIE CBA3aHbI C ABTOMATU3UPOBAHHOI MPOEKTHOIN OpraHu3anueil Uiy rpynmnou
3KCIEPTOB.

< & Yucno HepaBEeHCTB YAOBJIETBOPAET [ | - IpaHUIIa OTHOCUTEIBHOM OIMIMOKH.
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Cucrema ynpasjienus 0azamu ganHbix (MBMS) - 570 mporpamMMHO-METOAMYECKHNA KOMILIEKC,
obecreunBaromuil JOCTy K MHPOPMAIIMOHHOM 0a3e, CO3IaHHOH B BUIIE CTPYKTYP JAaHHBIX.

IIporpamMupoBaHue M MeTOAMYECKHE KOMILIeKchl MamuHHON rpadukm (DMK) obecneunBaror
rpapuuecknii oOMeH uH(pOpManuel IOIB30BaTENs C KOMIIBIOTEPOM, peIIeHHE TI'€OMETPHIECKHX 3amad,
ABTOMAaTHYECKOe CO3JaHue N300pakeHHH 1 rpaduueckoil HHPOPMaLUH.

IIporpammuoe obecneuenne ALT cocToutT W3 Bcero mporpaMMHOTO OOECTICYCHHS M IKCIUIOMTOB,
HEOOXOIMMBIX [UIS aBTOMAaTH3UPOBAHHOTO NpoekTHpoBaHUs. [Iporpammuoe oOecriedueHHe pas3lelieHO Ha
o0Immue U crenuanbHble IPUIOKCHHUS.

AJITOPUTMBI  SBJISIIOTCSL  OCHOBOWM  MaremaTwueckoi moguaepkku ALT; bByanyr paspaboransl
nporpaMMHble anropuTMbel. ALT mMeeT pasHple MaTeMaThdeckue cpeicTBa ympasieHHs. OHH BKIIIOYAIOT B
ce0sl MPUHLHUIIBL CO3/IaHUS MHBAPUAHTHBIX JJIEMEHTOB - (DYHKIMOHAIbHBIE MOJAEIH, METOIbl YHCICHHOTO
pemieHuss anreOpandeckux W TUPQPEPCHIUATBHBIX YPAaBHCHUH, OKCTPEMalbHBIE MPOOJIEMBI, TOUCK
OKCTPEMAaTbHBIX.

Texnuueckass nogaep:xkka ALT - 370 HaOOp B3aMMOCBS3aHHBIX U B3aWMOCBSI3aHHBIX TEXHHYECKHX
CPEZCTB ISl aBTOMATU3UPOBAHHOIO IIPOEKTHPOBAHUSL.

OcHOBOHi JUHIBUCTHYECKOHl moagep:kkm ALT sBusercs co3gaHue CHEIHANBHBIX SI3BIKOBBIX
WHCTPYMEHTOB (S3BIKOB TIpoekTa); OHHM TpenHa3HAa4YCHBI U1 OMMCAHUS aBTOMATH3MPOBAHHBIX IIPOIEIYP
MPOEKTUPOBAHUSI U IPOESKTHBIX pemieHuit. OCHOBHAS YacTh JMHTBUCTHYECKOTO MUTAHUS - 9TO A3bIK OOIICHHUS C
moabMu. [IporpaMMHO-OPHEHTHPOBAHHEIC S3BIKH IPOTPAMMHUPOBAHUS MTOTOOHBI alTOPUTMHYECKUM SI3BIKAM
nporpammuposanus (Visual Basic, Visual C ++, Delphi, Java, Visual Fox Pro u 1. [1.).

Videomonitor - 3To ycTpoiicTBO, KOTOpOE 0TOOpaXkaeT HH(pOpPMAIKIO, KoTopas BcTaBisiercs B SCS u
BBIXOJIUT U3 HEe

IIporpaMmmublii nHTepdeiic TpeacTaBiIseT co00ii HAOOP HHCTPYMEHTOB, KOTOPBIC B3aUMOJICHCTBYIOT C
yCTpoiicTBaMH U IPOrpaMMHBIM 00ECIIEYEHHEM B BBIYHUCIUTEIBHOM CHCTEME.

BeruucauTeabHble MamuHbl cekynaomepa (DHM) - BerumciuTebHbIE BHIYUCIUTEIBHBIE MAIIUHEI,
KOTOpBIE pa0dOTarOT KaK U(POBBIMH, TaK ¥ aHATOTHIHBIME; OHU uMeroT penmyniectBa UHM u SRC.

HNupopmaTuka - 3T0 00J1aCTh YETIOBEUECKON AEATEIBHOCTH, CBA3aHHAs C OOHOBJICHUEM HH(OPMAIIH C
MIOMOIIbI0 KOMITBIOTEPOB U UX MPUKIATHOM cpempl.

PaGoune cTraHmMM - 3TO MOIIHBIE MHKpPOCKOINBI, KOTOpPBIE HCHONB3YIOTCS  YEIOBEKOM,
CTICIMATTU3UPYIOIIMMCS Ha ONPEACTICHHBIX BUAaX padoT (rpadyka, HHXKUHUPHHT, MyOauKanus u T. [1.).

KnﬁepHeTmca - HayKa, TEXHOJIOT U, 61/IO.HOFI/I‘ICCKI/IC, COMAJIbHBIC U APYTUC CUCTCMBI.

KnaBuatypa - ycTpoHCTBO, NpeqHa3HAUYeHHOE [UII BBOJA TEKCTa W YIPAaBISIEMOH HH(OPMALIUH
BpyuHnyto Ha [1K.

Shell - sto mporpamma, koTopasi pa3buBaeTcss MKy JTIOOBIM MPHIOKCHHEM H MOJIb30BATENEM HITH
JpYTHUM IPOTPaMMHBIM 00€CIICUCHHUEM.

Onepanuonnas cucrema (OC) mpezacrasisier co6oii HAOOpP MPOrPaMMHOTO OOECIICUSHHUs, KOTOPOE
YIPaBISET pecypcaMu KOMIIBIOTEPA, BHIBOAUT NPUIIOKEHUS U B3aUMOJEHCTBYET C BHEIIHUMH yCTPONUCTBaAMHU
U JIpyTUM IIPOTPaMMHBIM 00CCTIEUEHUEM, a TAKXKE B3aMMOJICHCTBYET C KOMIBIOTEPOM MOJIH30BATEIS.

Hudposbie BpruucautesbHbie MamuHbl (RHM) - 310 auckpeTHast KOMIbIOTEpHAST MAIIMHA, KOTOpast
paboTaeT B TUCKPETHOH, TOUHOU IM(poBON HH(POPMALIUH.

CepgBepbl - 3T0 MOIIHBIE MUKPODY, KOTOpbIE MHOTHE UCTIONB3YIOT Ul pa3feiCHuUs 3aIpOoCcOB OT BCEX
CTaHIUH.

TejleKOMMYHUKALUSA - 3TO AMCTAaHIMOHHAs Meperavya JaHHBIX HA OCHOBE KOMIIBIOTEPHBIX CeTed U
COBPEMCHHBIX TEXHUYCCKUX KOMMyHPIKaL[PIﬁ.

IHoan3oBaTenbekuii uHTepdeiic - 3TO NPOrpaMMHOE U alllapaTHOE OOecledyeHue, KOTOpoe
B3aUMOJIEUCTBYET C IPOrPAMMHBIM 00€CIIeUEHUEM I0Ib30BATENSI WIIN SKCIO3UIUCH.
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ANNEXES

THE TYPICAL PROGRAM ON DISCIPLINE

YIBEKHCTOH PECIHIYEAHKACH OJHIT BA FPTA MAXCYC
TALITHM BATHPIMIH

PYiarra onmmam

Ne Bl - 3311000 - 2.06

W15 o e X v 04

XHCOBJAANT YCYJLUTAPHHH AJITOPHTMJIALI
PAH JACIYPH

Frraan coxnsnpu: 00 GO0 - Muannd 4nxapuis TEXHHE COXA
10000 | ysmarierup coxi

i SO 110 000 — MyXaHOHCAHK MLIH
110 (X0 - Teaarorika

Tansum Y sansiasape: S3I000 ~ Texmonordk  xapadinap aa  wab
SHKAPHILHE  SSTOMITNAUTHPHIL  B&

Cowxapin (KHME, HCPTH-KHME BA 0INK-
OBKAT CAHONTH |

STHI000 ~ Kach rananme (Texuosormx xapadunap sa
M0 YHEADHIIMN ABTOMITAMUTHPHIL B

Bowrapaiu)

| ket - 2N E
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DaHHHAr YRYE acTypH Oamil Ba  $pra  Maxcye, xach-xyHap Tauaumu
HYnamesapi Goinaa Viys-yonyBui Supnawmaiap PAOIHRATHI
My roiussamrnpysian Kenranomur 2006 o o & » _ OF  auw « 3 » ~COHTN
mascome  Gue  Goman  sEbkyasanras  Xasga  sasapaukmnr 2016 faa
widnw O3 parm « 2345 » <cowm GyRpyrmmn 2 -mnopack Gwian dan
HACTYPI pYAXATH TACANKISHIGH,

Dan FAcTYPH TOMKEHT BABAAT TCXHNKS VHHESPCHTCTHIA HIUAG YHKLLLN,

Tysysumaap:

HramBepanes X 3. - TowKeHT NABIAT TEXHHKA YHHRCponTeTH «BOWIKAPpHIIIA axBopoT
TEXHOMOrMRAAPHY IKaenpack npodeccopi, T.¢.4.]

Japunos 0.0. o Towkent A[nAdr TEXHMMES YHHECPCHTETH (aekypoudka Ba
ERTOMATHEAY AKVABTCTH JCKAHW, T.§.0

Taxpusanaap:

Asumor B M. « Towxkerwr axGopoT TEXHOSOTHAIADH YHHBSPCHTETI Xy1yplaar

oJlacTypuii.  MaxcyNOIIap B2 ANNAPAT-NACTYPHE kMY anap
APETHINR MAPKAHHHAT NAGOPATOPHA MY IHPH, T4 1L, npodeccop,

AbGayxamupos A.A.  Towxewr nasnar Texsuxa ywupepowtern «Miunab  Mukapwm
HADATHNAPHHN  AETOMITAANTHPIIY  kadeNpacH  npodieccopi,
R (N

@ax aacTypi TOWIKEHT NABAAT TEXHMEA yHumepcurerd Kedramwmsa xypub
WHKHITAH B2 Tascks kwampran (2016 e « € » _OX  sam I ~conmm
Cadunoma),
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KUPHII

5311000 — «TexHomoruk >xkapaHiap Ba HMIUIA0 YHMKAPUIIHU ABTOMATJIAIITHPHII Ba
Oomkapuin» (TapMoOKiap Oyiinya) WyHamumu — Oyiuva OakajnaBpiapHH Tauépnam YKyB
pekacuia «Xucooan ycyJlapuHy adropuTMiam YKyB GpaHnu ymymkacOuit gpanmap TypKyMura
KUPUTHIITAH.

«Xucobnamn ycylIapuHH  ITOpUTMIAaNDy (GaHugaH Xap Xuil CcHH(GAArd MaTeMaTHK
MacalaJJlapHUHT TaKpUOWH EYMMIIAPUHMHT aJrOPUTMIIAPUHHM Ha3apuil acociaml, Kypull Ba
aMaJiJia KyJijlalm Macajlajlapy YpraHuiaiau.

YKyB (paHMHHHI MaKcaau Ba Basupajiapu

VKyB haHMHHHT MaKcaay — TaxpuOa HyIi GUIAH TYIIAHIaH HATIDKANAPHU KAlTa MIIIALI,
anreOpauk, auddepeHnran Ba HHTErpajd TEHIJaMajJapHU TaKpUOUNH EUYMMHHM TONHUIJIA
QITOPUTMJIAPHU  TY3WII  Y4YyH  MaHTUKMA  (QUKpiam — KOOWIMSATHHM  Tajabamapra
HIaKJUTAHTUPUIILIAH UOopar.

VkyB banuuuHr Basudac — TanabanapHy Taxpuba OpKald OTHHIAH HATHKATAPHU KaiiTa
uiam, anredpauk, tudepeHan Ba UHTerpail TeHriaMalapHu TaKpuOuid e4MMUHN TOMHUIIA
ITOPUTMIIAPHH TY3HII YIYH MabKyJl BapUaHTIAPHU TaHJAIITA YpraTUIlad noopar.

®an 0yiinua TanadajapHUHT OMJIMM, KYHHKMA Ba MAJIaKACUIra KyinJaJuradn
Tajadaap

«XucoOnam ycy/uIlapuHM ajaropuTMiIanDy YKyB (paHUHU Y3IalITUPULI jKapaéHUAa amalira

OLIMPUIIAJUTaH Macauaiap Joupacuja Oakanasp:

— anrebpa, auddepeHnran Ba MHTErpajg TEHIJaMajJapuHU €YMMUHHU TOMHUIIA TaKpHUOUit

€4MM yCYIUIapHU XaKuoa macaeeypza 32a 0yaumu,

— Marpula Ba JI€TePMHUHAHT, IudQepeHIran Ba HWHTErpajd TEHITIaMaJapHUHT XYCYCHi

€UYMMJIAPUHU OJIMII YCYJUIAPUHU Ounuuiu;

— MYCTaKWJI paBUILJa TAKPUOUN edrMIIap alroOpUTMIIApUHU Ty3a OJIUII KYHUKMAAapuza 32a

Oynuwiu Kepax.

K¥yitunran Basudanap yxum xkapa€Huja tanabanapHu Mabpy3a, JlabopaTtopus Ba amaiuit
MalFyaoTaapaa ¢Gaosl HIITUPOK ITUIIH, aJadUETIap OUIaH UILIAIIN OMJIaH amalira OIIMpUIaIu.

@aHHUHT YKYB pexajaaru oomka ¢ganap 0uian y3apo 00FIMKJINTY Ba YCJAYyOHid ;KUXaTAaH
Y3BHI KeTMa-KeTJIUIrd

«XucoOmanl ycyJsIlapuHU alNropuTmiianny (GaHu MyTaxacCUCIuK (aHu XxucoOianuo, 3-
cemecTpaa YkuTWiIagu. JlacTypHM amanra OMMPUII YKYB peXacuaa pexalallTHPUITaH
«npopmaTuka Ba ax0opoT TexHoiorusigapu» Ba «Onuil MaremaTuka» (aHIapuaaH eTapiu
OmIMM Ba KYHUKManapra sra Oynum tainal sTHIaau.

@aHHUHT MIIA0 YUKAPUILAATH YPHU

Kumé canoatm xopxoHalapuja Ba WIMHH TEKITUPHII WHCTUTYTJIApUAA TYPJIH XHUCOO
WIUIAPHHA aMalira OUIMPHUIIAA XUCOOIall yCy/UTapuHu ajdroputMiamgad ¢oinananud, umuiad
YUKapHUIl YHYMJIOPJIUTH Ba MapaJopJUrMHU OmupHil Oyitmda onud OopunaérraH wumuiap
YMYMUN XQ)KMHUHT aHYarMHA KUCMHHH TAIIKWIT KUJIAIH.

HlyHuHr y4yyH xam XucoONall yCy/UIapUHU alTOpPUTMIIAIIHM YpraHulira aioxXuiaa
tanabnap Kyinnaau. AHUKca Mypakkab cucreManap (paonusITHHHA TaxXJ M KHJIUIIAA XUCoOIanl
yCYJUIApWHHM alropuTMiamaal KeHr d¢oinananuiamoraa. lllyauar yuyn ymOy ¢an acocuit
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UXTUCOCIHMK (haHu XucoOIaHMO, TEXHOJOTHK >XapaCHIApHUHT axpaiamac OYVFuHU cudaTtuna
Kapaazm.

@DaHHU YKUTHIIIA 3aMOHABHUI aX00POT BA MeJOrOriK TEXHOJIOTHsIap

TanabanapHuHr XucoOIam yCyJUIapuHU alropuTMiIanl GaHUHU Y3JIAITUPUILIAPU YIyH
VKUTHIITHUHT WJIFOP Ba 3aMOHABHUU yCyJuIapuIaH (OHAaIaHuI, SHIY MHPOPMAIIMOH-TIeIarOT UK
TEXHOJIOTHSUIAPHHU Ta0MK KWIUII MyXUM axamustra srajgup. GanHu y3mamTUpUiaa Japciuk,
VKyB Ba yciyOwWid KyJUlaHMalap, Mabpy3a MaTHIApH, TapKaTMa MaTepuamiap, d3JIEKTPOH
MaTepuaiiap, BUPTyal CTEHIUIap XaMmJa HaMyHajlap Ba MakerjapaaH QolganaHumaiu.
Maspy3a, amanmii Ba JlabopaTopus Japciapuia MOC PaBUIIJATH WIFOP TEIaroruk
TeXHOJOrusUapAan (oiaanaHmiau.

Acocuil KHCM
MdaHHMHT HA3aPUil MAIIFYJIOTJIAPU MAa3MYHH

Wnamuil unutapHUHT camapaJopJIMTMHU OUIMPUIIa MAaTeMaTUK yCYJUIapHU Ba MaTeMaTHK
MOJCJUIAIITUPUILIHU KYJUTALLL.

MaremaTrk TaBcu() TEHIIIAMAJIAPUHUHT €4UI YCYIUIapu:

Anrebpavk Ba TpaHUEHICHT TEHIJaMallapHH TYFpPH Ba UTepalus ycyJulapu OuUilaH eduIll
YCyJUIApUHHU ~ aNTOpUTMIIApUHM  Ty3ull. (AyreOpavk Ba TpaHUEHJCHT TEHIJIaMallapHU
WIIW3NApUHA axpaTuil. TeHr spmura Oynum ycynau. Barapnap ycynu. Hetoton ycynu. Kymma
ycya. Utepamus ycymnmu).

AnreOpauk Ba TpaHUEHACHT TEHIJIaMallap CHCTeMaJapuHU TYFpPU Ba UTepanus ycyiiapu
Owran eunm ycywiapunu anroputmiiam (I"aycc ycymu. Urepanumon (SkoOu Ba 3aiigen)
ycyiunapu). Mtepanus yCyulapuHUHT SIKMHJIAIIUIT XKapa¢HU mapTiaapuHu ypraauml. CtanuoHap
UTEPALMOH YCYJUNTAPUHUHT SIKUHJIAIIUII )Kapa€HUHU eTapiy Ba 3apypuil MapTiapH.

WuTtepnonsiust  ycylapuHd — adroputMiam. — AnreOpauk  Kym  xamiap — OuiaH
MHTEPIONSIUSIANL. SKUHIIAIINII )KapaéHu [apTIapuHU YpraHUILL.

Juddepennunan TeHraamMaiapHu TaKpHOUi eyMMIIapUHU aHUKJIa. Diep ycymu.

WNuterpan TeHrnamanmapHUHT TakpuOuii euumiapu. TYpTOypuak Ba Tpamenus yCyJIapH.
Cumrncon ¢opmynacu.

Taxxpnba HaTHKaTapUHU KaliTa UIUIal. DHI KWYMK KBaapaTiap yCyilH.

Houwnsuknu TeHrnamanapHu TakpuOuii eaumiapu.

AMaJIMii MalIFyJIOTJIap Ma3MYHH, YJIAPHH TAIIKHJ 3THII Oyiin4a KypcaTMa Ba TaBCHAJIap

Amanuii mMamFynotiapja Tanabanap Mabpy3aiapia YpraHuiraH Hazapuid OWIMMIapUHU
OoifnTanuiap Ba MyCTaxKamyIaauiap. AMaluid MamFyJoTIapHU KyHUJarun Map3yniapia ojiu0
OOpHUII TaBCUS STUIIAIIN:

AnreOpavk Ba TpaHUEHAEGHT TEHIVIaMaJlapHU €YMMUHU TYFpU Ba HTEPAlMOH YCyJuiap
OuJIaH OJUIIL.

Anrebpavk Ba TpaHIIEHJIEHT TeHIJIaMajap cuctemacunu ["aycc ycynuaa equnt.

WNurerpan tenrnamanapau CHMIICOH yCYIM/Ia €UMILL.

Taxxpuba natmxanapuau HetoToH Ba Jlorpamx ycynu OuiiaH HHTEPIOSIIUsIIALI.

Taxxpuba HaTHKATAPUHU SHT KHYMK KBaJpaTiap yCylIu OUaH almpoKCUMalysIanl.

Houwnsukiau sMoupuk OOFIUKINKIAPHU TY3UIL.

AManuii MalIFynoTIapHMA TalIKWI 3Tl Oyiinya kadenpa mpodeccop-YKUTyBUMIAPH
TOMOHHUJAH KypcaTMa Ba TaBCUsIAp HWILIA0 YMKWIaAM. YHIa Tanabanmap acocwii mMabpysa
MaB3ynapu Oyiinya onraH OWIMM Ba KYHHKMAJApHHU aMallii Macajiajlap €4yl OpKajH sHaza
ooitntanunap. lyHuHTACK, JapCcauK Ba YKYB KYJUIaHMajap acocujaa Taiabdanap OMIMMIIapUHU
MycTaxKamJjallra SpUINUII, TapkaTMa MarepuaiiapiaaH (oWJalaHuIl, WIMHN Makojamap Ba
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TE3UCIIapHU YOI S3TUII OpKAIM OWJIMMHHU OIIMPUII, Macajajap €4Mil, MaB3ynap Oyiunua
Kyprasmaiau KypoJuiap Tailépiaii Ba 601IKanap TaBCHUs 3TUIIAIH.

JlabGoparopusi MILIAPH Ma3MYHH, YJIAPHU TAIIKWI dTHII Oyiiu4ya KypcaTMasap

JlaGoparopus unuiapu Tanadanapaa Xucooail ycyJUIapuHU alrOPUTMIIAITHUHT KyJLjall
Ba YJIApHHUHT aTpodiirya TaxJInI KWINI OYiinya aMainii KYHHKMa Ba Majaka XOCHJI KUJIa/Iu.
JlaGoparopus WILTAPUHUHT TaBCHS 3TUJIAAUTaH MaB3yJIapHu:
1. AnreOpauk Ba TPaHCEHIICHT TEHTIAMaJIApHU O UTEpalus XaM/a BaTapiap ycyliu Ouian
CYMIIL.
Opnnuit urepanus ycyinu OWIaH YM3UKIN OYIMaraH TeHTiamaaap CHCTEMAaCHHU €YU
HetoToH ycynu Ounan anreOpank Ba TPAaHCUEHACHT TEHITIaMaJlapHU TaKpUOUil euul.
Umsuku anreOpark TEHIIaManap CUCTEMACUHU OJINI UTepalus yCyau OUIIaH eyulll.
Yusukiayn anredpank TeHriaManap CUCTEMACHHY 3€IeTb yCyu OUIaH 4uIn

agrwn

MyCTaKI/IJI HIIHUA TAINKWJI 3 TUITHUHT HIAKJIX BA Ma3MYHH

TanaGa MycTakui UITHU Tal€pramaa MyailsiH (aHHUHT XyCYCHATIapUHHU XUCOOTa OJIraH
X0J1/1a Kyduaaru maxkuiapad (oiananuiim TaBcus dTUIau:
- JTapciUK Ba YKyB KyJUIaHMamap Oyiinda ganiapHUHT 000Iapu Ba MaB3yJIapUHU YPraHUIII,
- TapkKaTtMa Marepuaiiap 6yinda Mabpy3anap KUICMUHHU Y3IaIITHPUIL,
- aBTOMAaTJIAITHPWITAH YpraTyBYH Ba HAa30paT KWJIyBYM TH3UMIIAp OWIIaH UIILIALI;
- Maxcyc afgabuérnap 6yitnua gannap 6yiumiapu k1 MaB3yJapy yCTHAA UILLIALI;
- SIHTH TEeXHUKAJAPHH, alaparypaapHy, )kapaéH Ba TEXHOJIOTHUSIIAPHH Y PraHHIIL;
- TajabaJapHUHT YKYB — WIMMH - TAAKUKOT HMIUIApHMHMU Oaxkapuil OuinaH OOFNMK OYiraH
¢dannap OynuMiIapy Ba MaB3yJlapHU YyKyp YpraHHILL;
- (haon Ba MyaMMOJIU YKUTHUII ycayOunaH GoiiaanaHuaanrad YKyB MalFyJloTiIapu;
- macodaBuii (TUCTAHIINOH) TABIUM.
TaBcus 3TUIAETraH MYCTaKWII UIIJIAPHUHT MaB3yJlapu:

SIxnauTnam XaToJuKIApUHUHT TYTUIAHUIIN.

Anrebpauk TeHIJIamajaap CUCTEeMacHHU euuIaa ['aycc ycyanHu Kyiam mapTiapy.

Juddepennunan TeHrnaMagapHu Agamc ycyau OuiiaH equnl.

bupunun TapTiOam nuddepeHman TeHraMatapHu TaKpuOUid MHTEerpajuiall ycyiau Ouian
€YHII.

MaiiioH Ba XaXMJIapHU Kappajld HHTerpai €pJamMuia Xucooarll.

WHTepnonsmus XaToauKiIapH.

Anmnpokcumanys ycyJuiapu Ba ME30HJIapH.

JacTypHUHT HHPOPMALMOH-YCIYOMii TABMUHOTH

Maskyp haHHU YKUTULI XKapaéHuAa TAbJIUMHUHT 3aMOHABHI METO/JIapH, NEJI0TOTHK Ba
ax00pOT-KOMMYHHUKALIUS TEXHOJIOTHSIApU KYJUTAHWIIMIIN Ha3zapaa TYTUITaH:

- XucoOusanl yCyJUIapUHU QJITOPUTMIIAIIHUHT Ha3apui acocyiapd OYIuMHra TEeTUILIH
Mabpy3a Japciaapuaa 3aMOHABUM KOMIIIOTEpP TEXHOJIOTHsUIApU EpJaMuia IPE3CHTALMOH Ba
JNEKTPOH-INJAKTUK TEXHOIOTUIIAPH;

- XUcoOnam ycyJJJapuHH alNTOPUTMIIAIIHUHT Oyinda YTKa3WwIaIural aMmajaun
MAaIFylIoTIapia akiIuil XyXyM, TYpyXJIH (QUKpiall MeJaroruk TEXHOJIOTMAJapuHHM KYIlaail
Ha3zapJa TyTUJIaau.
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- XUCOOJall ycyJUIapuHHM aJrOPUTMIIAIIHUHT Maxcyc OYaumiapura Teruuuid OyiraH

Taxkpuba MalIFyloTIapuaa KUYUK Typyxjap MycoOakanapu, TypyxXJu (QHUKpiam MeAororuK
TEXHOJIOTHSUIApUHU KYJUIall Ha3apa TyTHIaIu.

DoiigaJaHWIAETIaH aCOCUil TapCJINKIIAP Ba YKYB KyJ/UIaHMAaJap pyixaTu

Acocuit
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INTRODUCTION

Formation is not simply process of reception of the sum of necessary knowledge, but also process of formation of
spiritual essence of the person. To the full it concerns and higher education. For this reason, education is inseparable from
training process.

The modern period of a life of a human society is characterized by unknown growth of information streams;
therefore, the important place in preparation of modern experts is played by information, mathematical and natural science
disciplines.

The program is made on the basis of requirements of the state educational standards of professional higher
education to an obligatory minimum of the maintenance and level of preparation for students of all specialties.

The course is discipline in which are put modelling, numerical methods, computer modelling of system
management in the industrial enterprises their designing and operation in national economy branch.

The purposes and problems of studying of discipline

One of the purposes of teaching of information, mathematical and natural-science disciplines in technical college is
increase of the general level of information and mathematical culture of the future experts. Thus the problem of education
of high culture of the creative reference with a science also dares.

The subject purpose is — students educated logic abilities of mind for algorithm construction on definition
approximate the decision the algebraic, differential both integrated equation and processing of results of experimental
data.

Subject problems is — to study students a choice corresponding variants for algorithm construction on definition
approximate the decision the algebraic, differential both integrated equation and processing of results of experimental
data. As a part of the primary goal of computer science today it is possible to allocate following directions for practical
appendices:

» architecture of computing systems (receptions and methods of construction of the systems intended for automatic
data processing);

« interfaces of computing systems (receptions and management methods to equipment rooms and the software);

* programming (receptions, methods and means of working out of computer programs);

« transformation of the data (receptions and methods of transformation of structures of the data);

« information protection (generalization of receptions, working out of methods and protection frames of the data);

« automation (functioning of hardware-software means without participation of the person);

» standardization (compatibility maintenance between equipment rooms and software, and also between formats of
the data presentation, computing systems concerning various types).

Requirements to level of development of the maintenance of discipline

The student should master:
- Knows about methods approximate search at the decision algebraic, differential and integrated the equation;
- To know reception methods private the decision matrix and determined, differential and integrated the equation;
- Itis required to have independently skill to make the approximate solved algorithms.
- Tasks in view in process study the student actively to take part in lecture, laboratory and practical employment, to work
with references.

The student should be able:
- The nobility higher mathematics and computer science;
- To count characteristics different methods the problem decision;
- Structure of construction algorithms and applied programming.

Communication of the subject with other disciplines
The subject is a part to subjects on a speciality, and will be spent in 3rd semestre.
The discipline is connected with subjects «Computer science and an information technology», «Applied
programming», "Higher mathematics", etc. and the student should know knowledge and skills in these subjects.

Communication of the subject with manufacture

In the presents time in all industrial enterprises computer technologies are widely used. Therefore special
requirements algorithmization of computing methods is shown. With momomsto new applied programs it is effectively
solved different technical problems in manufacture. Systems at first in computers will be developed by experts and are
then realised in practice. In bases computer modelling operatively and very much a split-hair accuracy difficult
productions cope and regulated.

Algorithmization of computing methods provides accuracy and economic efficiency. On it, the subject is the basic
a special subject and a manufacture part.

Means of maintenance of development of discipline
Original properties the direction allows program development by interactive methods. Thus the basic the attention
goes on ayauropHble employment and camoTosiTenbHbIe preparations, to theoretical employment and also on formation of
opinions on technological process of object of manufacture.
Development of program materials:
¢ On problem themes;
¢ On difficultly independently mastered to knowledge;
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e By parts causing especially interest;
¢ New means, experience of the foreign states ("Siemens", "Metran", "Honeywell");
On interactive methods of training:
e Reception independent formations and work, colloquiums and in process discussion on mastered knowledge to
spend employment.

In the course of independent preparation, the student should show ability to use the technical literature, Internet
materials, instructions, standard documents, during time aymuropusix employment to show abilities correctly to perceive
received data.

The program is carried out on the basis of rating estimations of new principles of educational process used at the
organization.

THE MAINTENANCE OF DISCIPLINE OF THEORETICAL EMPLOYMENT
LECTURE EMPLOYMENT (36 hour)

Introduction. Subject problems — 2 hour.
Introduction. Base concept about algorithmization of computing methods. (2 hour)
Classification of computing methods; Preparation of problems for the personal computer decision; Properties of
algorithm; Classification of algorithms.

Methods the decision the equation mathematical characteristics - 22 hour.

Algorithmization of the numerical decision of the algebraic and transcendental equations. A method
branch of roots and a method half divisions. (2 hour)

Method branch of roots; the Method of half divisions

Algorithmization of the numerical decision of the algebraic and transcendental equations. A method a
chord and Newton's method. (2 hour)

Method the Chord; Newton's Method

Algorithmization of the numerical decision of the algebraic and transcendental equations. A method of
iteration and a method of secants. (2 hour)

Method of simple iteration; the Method of secants

Algorithmization of the numerical decision of system of the algebraic and transcendental equations. A
method of Gauss. (2 hour)

The decision of system of the linear equations a method of Gaussa; the Method of Gaussa with a choice of the
main element; an error Estimation at the decision of system of the linear equations

Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Iterative methods of Jacoby and Seidel. (2 hour)

Iterative methods of the decision of systems of the linear equations; the Method of simple iteration of Jacobi; the
Method of Gaussa-Seidel

Algorithmization interpolation methods. Interpolation of functions. (2 hour)

Introduction; the First interpolation Newton's formula; the Second interpolation Newton's formula; the
interpolation formula of Stirling; the Example

The numerical decision of the differential equations. Euler's method. (2 hour)

Types of problems for the ordinary differential equations; Euler's Method

The numerical decision of the differential equations. A method of Runge-Kutte and Adams. (2 hour)

Methods of Runge-Kutte; Adams's Method

Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula. (2 hour)

Classification of methods; the Method of trapezes; Methods of rectangles; Simpson's Method.

Numerical integration. The formula of Gauss. (2 hour)

The quadrature formula of Gauss

Root-mean-square approach of functions. A method of the least squares. (2 hour)

Root-mean-square approach of functions; the Method of the least squares

Algorithmizations methods linear programming - 12 hour

Statement of a problem of linear programming. The basic properties the decision of a problem of linear
programming. (4 hour)

The primary goal of linear programming; Examples of the decision of a problem

Geometrical interpretation of a problem of linear programming. (4 hour)

Problem statement; Geometrical representation; the Example of the decision of a problem; Geometrical problem
interpretation

Finding the decision of a problem of linear programming to Simplex methods. (2 hour)

Mathematical bases a simplex of a method of the decision

Finding the decision of a problem of linear programming. A method of artificial basis. (2 hour)

Search of the initial basic decision

THE THEMATIC PLAN OF THE PRACTICAL TRAINING (18 HOUR)

146



The numerical decision of the algebraic and transcendental equations iterative methods. (4 hour)

Calculation of integrals by the approached methods (4 hour)

Newton's interpolation polynom and Lagrange (4 hour)

Approximation results of experiment with a method of the least square. Construction nonlinear empirical
connection. (4 hour)

The geometrical decision of a problem of linear programming. (2 hour)

THE THEMATIC PLAN OF LABORATORY RESEARCHES (18 HOUR)
The numerical decision of the algebraic and transcendental equations iterative methods the Chord and Newton. (4 hour)
The numerical decision of system of the linear algebraic equations methods of Gauss, simple iteration and Seidel. (4
hour)
The numerical decision of system of the nonlinear algebraic equations to methods of simple iteration. (4 hour)
Problems of Cochy for the ordinary differential equations. Euler's methods, Runge-Kutte and Adams. (4 hour)
Finding the decision of a problem of linear programming to Simplex methods. (2 hour)

THE TERM PAPER
Ability to use the computer in the work begins the usual requirement to engineering and scientific, to workers.
Therefore in all technical colleges of the country as obligatory the subjects training the future experts to art of
programming (as though these subjects were not called) are entered. As a rule, these subjects are included in the
curriculum at an initial stage of training of students that allows to raise essentially efficiency of teaching of disciplines on
following courses, using the computer in educational-pedagogical process in performance of various homeworks.
Term paper in discipline it is not intended.

SELF-STUFY WORKS

The purpose of independent formation consists that students should develop the mental abilities both the received
knowledge, and skills in lecture, laboratory and a practical training with use of multimedia means and news of an
information technology, and also on the basis of the basic and additional literature.

The student during time preparation independent work with calculate properties of a subject offered to use
following forms:

e Studying paragraphs and to those subjects under textbooks and manuals;

Progress distributing materials on lecture parts;
To work with training and supervised by the automated systems;
To work as parts and themes to subjects on special literatures;
Studying new technicians, equipments, processes and technologies;
Deeply to study to a part and those subjects which are connected on performance educational-research works of
the student;
Educational employment using with active and problem training methods;
e Remote formation.

Themes of self-study works

Integer linear programming and its application at the decision of problems of planning of mountain manufacture
Nonlinear programming and its use in planning and management of mountain manufacture
Dynamic optimising models of planning and management of mountain manufacture
Network planning and management of realisation of programs

Analytical models of systems of mass service

Statistical modelling of productions

Decision-making in the conditions of uncertainty

Meeting complete errors.

Condition application of a method of Gaussa at the decision algebraic systems the equation
The decision differential equation with Adams's method.

The decision differential the equation of the first order with methods confidants integration.
Calculation of fields and volumes a method multiple integrals.

Interpolation errors

Methods and criteria of approximation.

Integer linear programming and its application at the decision of problems of planning of mountain manufacture
Nonlinear programming and its use in planning and management of mountain manufacture
Dynamic optimising models of planning and management of mountain manufacture
Network planning and management of realisation of programs

Analytical models of systems of mass service

Statistical modelling of productions

Decision-making in the conditions of uncertainty
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CRITERIA OF THE ESTIMATION

The implementation of a national training program to a qualitatively new stage of higher education
institutions to assess students' knowledge of the country and aims to introduce a system to control the quality of
education is to prepare highly qualified specialists competitive. The level of knowledge of students in higher
educational institutions of the system is evaluated. Evaluation system based on the student's knowledge of all the
students to increase their knowledge during the regular reading and creative activities aimed at stimulating improved
performance.

The evaluation criteria of the Ministry of Higher and Secondary Special Education of the Republic of
Uzbekistan No. 333 dated August 25, 2013, included in the amendments and supplements to the order of the
Ministry of Justice of the Republic of Uzbekistan on August 26, 2013, 1981-2 with the state registration number of
the "Higher Education Institutions Regulations on the monitoring and assessment of students' knowledge system" in
accordance with the requirements of the Ministry of Higher and Secondary Special Education of the Republic of
Uzbekistan August 14, 2009, "the organization of independent work of students” on the order of 286 applications,
and the Ministry of Higher and Secondary Special Education of the router 332 as of August 15, 2012/1 dated
approved. Curriculum and training program has been developed on the basis of science.

The evaluation criteria of the subjects is recommended to be used to assess students' knowledge, but also
the academic performance of students in this process will allow us to have an idea about how you can collect points.

Control charts, control type, shape, and number of a maximum score in control, as well as information on
current and interim control points in the first session, students will be announced on science.

1. Monitoring and evaluation procedure

Subject 5311000 - Automation and Control of technological processes and industries” on the undergraduate
curriculum plan for 2 course to 4 semestre. The level of students' level of knowledge and the development of the
State to ensure compliance with the standards of education refers to the following types of control:

- current control - to determine the student's level of knowledge and practical skills on the subject and
method of evaluation. Based on current monitoring on the subject, request oral and practical work experience,
studies carried out by checking homework and conversation;

- control during the semester, mandatory training program (which includes a number of topics of science)
department to determine a student's level of knowledge and practical skills, and after the completion of the
evaluation method. Space control are held twice a semester, held its shape in the form of written work shall be
allocated on the basis of the total number of hours of education;

- the ultimate control - a fan at the end of the semester by the students theoretical knowledge and practical
skills for the development of a method to assess the level. The final control is based on the concept and phrase
"written" form.

To control the level of knowledge and skills of students on the basis of the rating system is characterized by
the development of science degree student scores.

Each semester student in the development of science assessed by the number of 100-point system.

These types of controls on current and interim control 100 points - 70 points and finished with 30 points
distributed control.

2. Chart of subject

> Type of control (estimation)
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3. RATING TABLES AND CRITERIA ESTIMATION

3.1. Rating design

Ne Control kinds Quantity Quan._and a Common
point score
I. The CURRENT CONTROL (35 % = 35 score)
1.1 | Performance of practical tasks 5 3,5%x5 17,5
1.2 | Performance of laboratory tasks 5 3,55 17,5

Self-study work - (it is given everyone practical and
1.3 | laboratory employment, scores is delivered with addition
practical and laboratory research)

Il. The INTERMEDIATE CONTROL (35 % = 35 score)

2.1 | 1 - the intermediate control, written work (2 questions) 1 6x2 12

2.2 | 2 —the intermediate control, written work (2 questions) 1 6x2 12

Independent work — (it is set as tretiy a question to the

23 | . . 2 5+6 11
intermediate control)
The general points — ABOUT: (CC+IC) 70
I11. The TOTAL CONTROL (30 % = 30 ball)
3.1. | The total control (3 questions) | 1 | 10x3 30
INTOTAL 100

3.2. Evaluation criteria

1.1. (Experience) student work tasks performed by a full 3 - 3.5 points, 2.5 depending on the level of
quality to answer the questions but did not given a full 3 percentage points, depending on the degree of fulfillment
1.9 - 2.5 points.

Practical topics are as follows:
The Numerical decision of the algebraic and transcendental equations iterative methods
Calculation of integrals by the approached methods
Interpolation Newton's polynom and Lagrange
Approximation results of experiment with a method of the least square. Construction nonlinear empirical
connection
5. The Geometrical decision of a problem of linear programming
Laboratory topics are as follows:

The Numerical decision of the algebraic and transcendental equations iterative methods the Chord and Newton
2. The Numerical decision of system of the linear algebraic equations methods of Gauss, simple iteration and
Seidel
The Numerical decision of system of the nonlinear algebraic equations to methods of simple iteration
Problems of Coshy for the ordinary differential equations. Euler's methods, Runge-Kutte and Adams
The Finding the decision of a problem of linear programming to Simplex methods

PR

=

ok w

1.2.* This control on the answers given on behalf of the student's independent work into practice with the
operation concluded notebook notebook:

« task is fully opened, and the direct result of creative ideas-4,3-5 (5,2-6) points

« disclosed only conclusion the task 3,6-4,3 (4,3-5,2)

« illuminated the nature of the task, but there are some disadvantages 2,8-3,5 (3,3-4,2).

* know the answers to the questions had a partial response or independent business-0-2,8 (0-3,3).

Self-study work to check the current topics are as follows:
The Numerical decision of the algebraic and transcendental equations iterative methods
Calculation of integrals by the approached methods
Interpolation Newton's polynom and Lagrange
Approximation results of experiment with a method of the least square. Construction nonlinear empirical
connection
5. The Geometrical decision of a problem of linear programming
6. The Numerical decision of the algebraic and transcendental equations iterative methods the Chord and Newton
7. The Numerical decision of system of the linear algebraic equations methods of Gauss, simple iteration and
Seidel
8. The Numerical decision of system of the nonlinear algebraic equations to methods of simple iteration
9. Problems of Koshi for the ordinary differential equations. Euler's methods, Runge-Kutta and Adams
10. The Finding the decision of a problem of linear programming to Simplex methods

PR
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2.1. 1 and 2 - written evaluation procedure, which will be asked to answer 2 questions. Each question is

worth 6 points.

NG R~LNE

e If you are the essence of open questions, the answers are complete and accurate, and creative ideas - 10.3 -
12 points

e answering general questions, but if some of the facts reported in full - 8.5 - 10.3 points

e confusion if you are trying to answer the questions - - 6.6 - 8.5 points.

e If you did not answer questions or questions confusion - 0 - 6.6 points.

1 - Intermediate control questions
Classification of computing methods.
Preparation of problems for the personal computer decision.
Properties of algorithm.
Classification of algorithms.
The Method branch of roots
The Method half divisions
The Method the Chord
Newton's Method
The Method of simple iteration

. The Method of secants

. The Decision of system of the linear equations a method of Gauss

. The Method of Gauss with a choice of the main element

. An error Estimation at the decision of system of the linear equations
. Iterative methods of the decision of systems of the linear equations

. The Method of simple iteration of Jacoby

. The Method of Gaussa-Seidel

. The First interpolation Newton's formula

. The Second interpolation Newton's formula

. Interpolation the formula of Stirlinga

2 - Intermediate control questions
Types of problems for the ordinary differential equations
Euler's Method
Methods of Runge-Kutte
Adams's Method
The Method of trapezes
Methods of rectangles
Simpson's method
Quadrature the formula of Gauss
Root-mean-square approach of functions

. The Method of the least squares

. The Primary goal of linear programming

. Geometrical representation LP.

. Geometrical interpretation of problem LP

. Mathematical bases a simplex of a method of the decision
. Search of the initial basic decision

. Features of a transport problem

Constructions of basic decision TT
Conditions and a method of construction of the optimum decision of a transport problem

. Algorithm of the decision of a transport problem on a network

2.2.* Intermediate interim control of the independent work of the students on the topics included in the

check written to the third question:

1.
2.
3.

e+ When fully opened, and the direct result of creative ideas-4,3-5 (5,2-6) points

e e question has disclosed only conclusion 3,6-4,3 (4,3-5,2)

o - reflected the essence of the question, but there are some disadvantages 2,8-3,5 (3,3-4,2).

e+ know the answers to the questions had a partial response or independent business-0-2,8 (0-3,3).

Self-study question for intermediate control to the following:
Integer linear programming and its application at the decision of problems of planning of mountain manufacture
Nonlinear programming and its use in planning and management of mountain manufacture
Dynamic optimizing models of planning and management of mountain manufacture
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4. Network planning and management of realization of programs

5. Analytical models of systems of mass service

6. Statistical modelling of productions

7. Decision-making in the conditions of uncertainty

3.1. The final evaluation of the student to give a written answer to question 3.

issued a written question by 10 points.

If you opened the essence of the questions, explain the basic facts correct - 26 - 30 points

correct answers, but there are some disadvantages - 21 - 26 points

If the answers to common questions and problems and more - 16 - 21 points

correct answers to the questions would not be complete without at least a lot of shortcomings, and - 0 - 16

Questions of final control subjects
Classification of computing methods.
Preparation of problems for the personal computer decision.
Properties of algorithm.
Classification of algorithms.
The Method branch of roots
The Method half divisions
The Method the Chord
Newton's Method
The Method of simple iteration
10. The Method of secants
11. The Decision of system of the linear equations a method of Gauss
12. The Method of Gauss with a choice of the main element
13. An error Estimation at the decision of system of the linear equations
14. Ilterative methods of the decision of systems of the linear equations
15. The Method of simple iteration of Jacoby
16. The Method of Gauss-Seidel
17. The First interpolation Newton's formula
18. The Second interpolation Newton's formula
19. interpolation the formula of Stirlinga
20. Types of problems for the ordinary differential equations
21. Euler's Method
22. Methods of Runge-Kutte
23. Adams's Method
24. The Method of trapezes
25. Methods of rectangles
26. Simpson's Method
27. Quadrature the formula of Gauss
28. Root-mean-square approach of functions
29. The Method of the least squares
30. The Primary goal of linear programming
31. Geometrical representation LP.
32. Geometrical interpretation of problem LP
33. Mathematical bases a simplex of a method of the decision
34. Search of the initial basic decision
35. Features of a transport problem
36. Constructions of basic decision TT
37. Conditions and a method of construction of the optimum decision of a transport problem
38. Algorithm of the decision of a transport problem on a network

COoNoORAWNE

Final evaluation of written work procedures

The method of evaluation system of students' knowledge of student’s written work on the development of
critical thinking and writing skills to express their opinion.

The final control in the form of written works. Written questions and options at the beginning of each
academic year in the faculty of the department of the newly established department will be discussed and approved
at the meeting.

Written questions put to work version of the content, and the level of coverage significantly tested the head
of the department, endorsed with his signature. According to the written work was scheduled for the last two weeks
of the semester, it is on this subject during training sessions per week. Written statements based on 3 questions.
Writing assessment criteria for the evaluation of the final tests, the maximum 30 points allocated for each question a
maximum of 10 points. Within two days after the written work of students and teachers, to test and evaluate
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attention. The written work of students of the imagination must be sufficient to assess the knowledge and practical
skills.

The order of ranking results
Through evaluation of the student's knowledge of the types of items to the end of each semester, students

are teachers, and all the points recorded in his notebook.

~ow
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THE PLANNED SCHEDULE ON DISCIPLINE

CALENDAR - THEMATIC PLAN
On discipline: Algorithmization of computing methods
Lecturer: docent. Urinov Sh.R. Faculty: PMF
Consultations and a practical training conducts:
Laboratory researches conducts: _ Urinov Sh.R_ The course Il, Group

The information

The
. | Typeof Otve- | about executed R
Ne lecture Theme and the summary deno works Eiear?zflfr:
Number| O'clock |2
Introduction. The cores concept about algorithmization of

1 | Lecture : 2
computing methods.

Algorithmization of the numerical decision of the algebraic

2 Lecture | and transcendental equations. A method branch of roots 2
and a method half divisions.

Algorithmization of the numerical decision of the algebraic

3 Lecture | and transcendental equations. A method a chord and 2
Newton's method.

Algorithmization of the numerical decision of the algebraic

4 Lecture | and transcendental equations. A method of iteration and a 2
method of secants.

5 Lecture Algorithmization of the numerical decision of system of the 2
algebraic and transcendental equations. A method of Gauss.
Algorithmization of the numerical decision of system of the

6 Lecture | algebraic and transcendental equations. Iterative methods 2
of Jacoby and Seidel.

7 | Lecture Algorlthmlzatlon mterpolatlon methods. 5
Interpolation functions.

The numerical decision of the differential equations. Euler's

8 Lecture 2
method.

9 Lecture The numerical decision of the differential equations. A 5
method of Runge-Kutta and Adams.

10 | Lecture Numerical m_tegratlc?n. Quadrature formulas of trapezes and 5
rectangles. Simpson's formula.

11 | Lecture | Numerical integration. The formula of Gauss. 2
Root-mean-square approach of functions.

12| Lecture Method of the least squares. 2

13- Statement of a problem of linear programming. The basic

Lecture - . . . 4
14 properties the decision of a problem of linear programming.
15- Geometrical interpretation of a problem of linear

Lecture : 4

16 programming.

17 | Lecture F!ndlng the decision of a problem of linear programming to 5
Simplex methods.

Finding the decision of a problem of linear programming.

18 | Lecture A method of artificial basis. 2

IN TOTAL 36

The head of chair:

The teacher:
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CALENDAR - THEMATIC PLAN

On discipline: Algorithmization of computing methods

Lecturer: docent. Urinov Sh.R.

Consultations and a practical training conducts:

Faculty: PMF

Laboratory researches conducts: _Urinov Sh.R_ The course II, Group

The information

Type of Otve- | about ted k The
Ne Theme and the summary about executed WOrKS | teacher’s
lesson deno , :
Number O'clock | signature
1 2 3 4 5 6 7
Practic | The numerical decision of the algebraic and
1-2 . . . 4
al work | transcendental equations iterative methods.
3.4 Practic | Newton's interpolation polynom and Lagrange 4
al work
5.6 Practic | Calculation of integrals by the approached methods 4
al work
.| Approximation results of experiment with a method
Practic . ; L
7-8 of the least square. Creation non-linear empirical 4
al work .
connection
9 Practic | The geometrical decision of a problem of linear 2
al work | programming.
TOTAL: 18
Laborat The numerical decision of the algebraic and
1-2 or transcendental equations iterative methods Chord 4
Y and Newton.
Laborat The numerical decision of system of the linear
3-4 algebraic equations methods of Gauss, simple 4
ory . - X
iteration and Seidel
Laborat Problems of Cochy for the ordinary differential
5-6 equations. Euler's methods, Runge-Kutte and 4
ory
Adams.
Laborat | The numerical decision of system of the nonlinear
7-8 - . . - . 4
ory algebraic equations to methods of simple iteration.
9 Laborat | Finding the decision of a problem of linear 2
ory programming to Simplex methods.
Resulto: 18

The head of chair:

The teacher:
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TECHNOLOGY TRAINING AND THE TECHNOLOGICAL CARD

TECHNOLOGY TRAINING AND THE TECHNOLOGICAL CARD ON LECTURE

Theme Nel |

Introduction. The cores concept about algorithmization of computing methods

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan - Properties of algorithm.

- Classification of algorithms.

- Classification of computing methods.
- Preparation of problems for the personal computer decision.

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
o Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
¢ Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
«Introduction. The cores concept about algorithmization of computing methods»

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes) - Properties of algorithm.

- Classification of algorithms.

Classification of computing methods.

2.1. Consistently states a material of lecture on plan questions.

Preparation of problems for the personal computer decision.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne2

Algorithmization of the numerical decision of the algebraic and transcendental equations. A method
branch of roots and a method half divisions.

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

— A method branch of roots
The lecture plan — A method half divisions

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
e Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Algorithmization of the numerical decision of the algebraic and transcendental equations. A method branch
of roots and a method half divisions.

Stages, time

The activity maintenance

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes)

A method branch of roots
A method half divisions

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne3

Algorithmization of the numerical decision of the algebraic and transcendental equations.
Method a chord and Newton's method

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

- Amethod the Chord
The lecture plan - Newton's method

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
o Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
¢ Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Algorithmization of the numerical decision of the algebraic and transcendental equations.
Method a chord and Newton's method

Stages, time

The activity maintenance

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes)

A method the Chord
Newton's method

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ned

Algorithmization of the numerical decision of the algebraic and transcendental equations. A method
of iteration and a method of secants

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

— A method of simple iteration

The lecture plan — A method of secants

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
o Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Algorithmization of the numerical decision of the algebraic and transcendental equations. A method of
iteration and a method of secants

The activity maintenance

Stages, time The teacher Students
1 stage. 1.1. Informs a theme, the purpose, planned results of educational employment and the plan 1.1. Listen.
Introduction of its carrying out.
(15 minutes) 1.2. For the purpose of actualisation of knowledge of students asks focusing questions. 1.2. Answer questions.
2.1. Consistently states a material of lecture on plan questions. 2.1. Listen, discuss the
2 stage. Basic — A method of simple iteration maintenance of schemes and
(information) — A method of secants tables, visual materials,

(55 minutes)

specify, ask questions.
Write down the main thing.

3 stage. 3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total 3.1. Answer questions.

The final conclusion.
(10 minutes) 3.2. Gives the task for independent work.

3.2. Listen, write down.
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Theme Ne5

Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Method of Gauss

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan -

—  The decision of system of the linear equations a method of Gauss
A method of Gauss with a choice of the main element
—  An error estimation at the decision of system of the linear equations

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
o Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
¢ Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Method of Gaussa

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes) -

2.1. Consistently states a material of lecture on plan questions.

The decision of system of the linear equations a method of Gaussa
A method of Gaussa with a choice of the main element

An error estimation at the decision of system of the linear equations

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1.Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne6

Algorithmization of the numerical decision of system of the algebraic and transcendental equations.
Iterative methods of Jacoby and Seidel

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan -
— A method of Gauss-Seidel

— lterative methods of the decision of systems of the linear equations
Method of simple iteration of Jacoby

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
o Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
¢ Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Algorithmization of the numerical decision of system of the algebraic and transcendental equations. Iterative
methods of Jacoby and Zejdel

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes) -

Method of simple iteration of Jacoby
A method of Gaussa-Zejdel

2.1. Consistently states a material of lecture on plan questions.
Iterative methods of the decision of systems of the linear equations

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne7

Algorithmization interpolation methods. Interpolation functions

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

- Introduction

The lecture plan -

—  Anexample

—  The first interpolationNewton's formula
The second interpolation Newton's formula
—  The interpolation formula of Stirlinga

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
e Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Algorithmization interpolation methods. Interpolation functions

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

- Introduction

2 stage. Basic —  The first interpolationNewton's formula

(information)

(55 minutes) —  The interpolation formula of Stirlinga

—  Anexample

2.1. Consistently states a material of lecture on plan questions.

—  The second interpolation Newton's formula

2.1. Listen, discuss the

tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne8

The numerical decision of the differential equations. Euler's method

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan _ Euler's method

—  Types of problems for the ordinary differential equations

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific nadopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
The numerical decision of the differential equations. Euler's method

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes)

Euler's method

2.1. Consistently states a material of lecture on plan questions.
Types of problems for the ordinary differential equations

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne9 |

The numerical decision of the differential equations. A method of Runge-Kutte and Adams

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

—  Methods of Runge-Kutte

The lecture plan _ Adams's method

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific nadopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
The numerical decision of the differential equations. A method of Runge-Kutta and Adams

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes)

Methods of Runge-Kutta
Adams's method

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Nel0 |

Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula |

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

—  Classification of methods
— A method of trapezes

- Methods of rectangles

—  Simpson's method

The lecture plan

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
o Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Numerical integration. Quadrature formulas of trapezes and rectangles. Simpson's formula

Stages, time

The activity maintenance

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes) -

Classification of methods
A method of trapezes
Methods of rectangles
Simpson's method

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Nell

Numerical integration. The formula of Gauss

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

—  Solve the equations

—  The quadrature formula of Gauss

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific nadopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Numerical integration. The formula of Gaussa

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes)

The quadrature formula of Gaussa
Solve the equations

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Nel2

Root-mean-square approach of functions. A method of the least squares

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

— A method of the least squares

- Root-mean-square approach of functions

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific nadopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Root-mean-square approach of functions. A method of the least squares

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes)

Root-mean-square approach of functions
A method of the least squares

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Nel3-14

Statement of a problem of linear programming. The basic properties the decision of a problem

of linear programming

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
4 hours (160 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

—  The primary goal of linear programming
—  Examples of the decision of a problem

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
e Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusuoctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Statement of a problem of linear programming.

The basic properties the decision of a problem of linear

programming

The activity maintenance

Stages, time

The teacher Students
1 stage. 1.1. Informs a theme, the purpose, planned results of educational employment and the plan 1.1. Listen.
Introduction of its carrying out.
(15 minutes) 1.2. For the purpose of actualisation of knowledge of students asks focusing questions. 1.2. Answer questions.
2.1. Consistently states a material of lecture on plan questions. 2.1. Listen, discuss the
2 stage. Basic —  The primary goal of linear programming maintenance of schemes and
(information) - Examples of the decision of a problem tables, visual materials,

(135 minutes)

specify, ask questions.
Write down the main thing.

3 stage. 3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total 3.1. Answer questions.

The final conclusion.
(10 minutes) 3.2. Gives the task for independent work.

3.2. Listen, write down.
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Theme Nel5-16

Geometrical interpretation of a problem of linear programming

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
4 hours (160 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

- Problem statement

- ical ion.
The lecture plan Geometrical representation

- Anexample of the decision of a problem
—  Geometrical problem interpretation

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
o Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Geometrical interpretation of a problem of linear programming

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

Problem statement

Geometrical representation.

An example of the decision of a problem
Geometrical problem interpretation

2 stage. Basic -
(information) -
(135 minutes) -

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Nel7

Finding the decision of a problem of linear programming to simplex methods

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan ~ il the table

—  Mathematical bases a simplex of a method of the decision

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material,
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
e Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a guestion-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:
Finding the decision of a problem of linear programming to simplex methods

Stages, time

The activity maintenance

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic -
(information) -
(55 minutes)

Fill the table

2.1. Consistently states a material of lecture on plan questions.
Mathematical bases a simplex of a method of the decision

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Nel8 |

Finding the decision of a problem of linear programming. A method of artificial basis

TECHNOLOGY OF TRAINING
(Carrying out) of lecture employment

Employment time -
2 hours (80 minutes)

Quantity of students: 40-50

Mode of study

Introduction-thematic lecture

The lecture plan

—  Search of the initial basic decision
—  Non-negative, independent variables

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a lecture material to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a lecture material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied within
the limits of a lecture material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
o Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
o Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
¢ Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uudopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Lecture — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of lecture employment on a theme:

Finding the decision of a problem of linear programming. A method of artificial basis

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

Search of the initial basic decision
Non-negative, independent variables

2 stage. Basic -
(information) -
(55 minutes)

2.1. Consistently states a material of lecture on plan questions.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of lecture employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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TECHNOLOGY TRAINING AND THE TECHNOLOGICAL CARD ON PRACTICE

Theme Ne 1-2 I

The numerical decision of the algebraic and transcendental equations iterative methods. |

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

— lteration method
—  Method of Chords
—  Method half divisions

The plan practical
employment

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop at them

skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
e Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:
The numerical decision of the algebraic and transcendental equations iterative methods.

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic —
(information)
(135 minutes)

Iteration method
—  Method of Chords
—  Method half divisions

2.1. Consistently states a material of practice concerning the plan.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 3-4

Interpolation polynom Newton and Lagrange

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan practical — Interpolation polynom of Newton
employment — Interpolation polynom of Lagrange

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaktuukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
e Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:
Interpolation polynom Newton and Lagrange

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic _
(information)
(135 minutes)

Interpolation polynom of Newton
— Interpolation polynom of Lagrange

2.1. Consistently states a material of practice concerning the plan.

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the total
conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 5-6

Calculation of integrals by the approached methods

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

The plan practical

employment —  Methods of rectangles

—  Method of trapezes and Simpson

—  The quadrature formula of Gauss

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaxruakeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
o Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and

increase of an educational level which would provide the decision of the
put problem;

Increase of a degree of quality of knowledge through introduction

of innovative technologies;

Level monitoring o6yuerroctu pupils on steps, classes, subjects, it

is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.

Monitoring of professional skill of teachers.
To continue activity on the organisation of interaction of

participants of educational space;

To create conditions, to generalise an advanced experience and to

motivate students;

Increase scientific nadopmarusuoctu in a field of knowledge of a

subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -

methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic _
(information)
(135 minutes)

Method of trapezes and Simpson
—  Methods of rectangles
—  The quadrature formula of Gauss

2.1. Consistently states a material of practice concerning the plan.

2.1. Listen, discuss the

tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 7-8

Approximation results of experiment with a method of the least square. Creation non-
linear empirical connection

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan practical — Root-mean-square approach of functions
employment — A method of the least squares

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a lecture material and

increase of an educational level which would provide the decision of the
put problem;

Increase of a degree of quality of knowledge through introduction

of innovative technologies;

Level monitoring o6yuerroctu pupils on steps, classes, subjects, it

is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.

Monitoring of professional skill of teachers.
To continue activity on the organisation of interaction of

participants of educational space;

To create conditions, to generalise an advanced experience and to

motivate students;

Increase scientific nadopmarusroctu in a field of knowledge of a

subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -

methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic _
(information)

| — A method of the least squares
(135 minutes)

2.1. Consistently states a material of practice concerning the plan.
Root-mean-square approach of functions

2.1. Listen, discuss the

tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 9

The geometrical decision of a problem of linear programming

TECHNOLOGY OF TRAINING
(Carrying out) of practical employment

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan practical —  Geometrical interpretation of a problem of linear programming
employment — Using geometrical interpretation, find decisions of problems

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on a practical material to watch mastering at pupils of this knowledge, to form and develop

at them skills.

Problems of the teacher:
e To acquaint students with a practical material, the basic
directions of activity on a considered material and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaktuukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
practical tasks.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
o Careful studying and the all-round analysis of a lecture material and
increase of an educational level which would provide the decision of the
put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
¢ Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Practice — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study

Collective, face-to-face

Tutorials

Projector, supply with information, visual materials, educational -
methodical grants

Training conditions

The audience provided with tutorials

Monitoring and estimation of knowledge

The oral control: a question-answer

TECHNOLOGICAL CARD
Carrying out of practical employment on a theme:

Finding the decision of a problem of linear programming to Simplex methods

The activity maintenance

Stages, time

The teacher

Students

1 stage.
Introduction
(15 minutes)

of its carrying out.

1.1. Informs a theme, the purpose, planned results of educational employment and the plan

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.1. Listen.

1.2. Answer questions.

2 stage. Basic _
(information)
(55 minutes)

2.1. Consistently states a material of practice concerning the plan.
Geometrical interpretation of a problem of linear programming
—  Using geometrical interpretation, find decisions of problems

2.1. Listen, discuss the
maintenance of schemes and
tables, visual materials,
specify, ask questions.
Write down the main thing.

3 stage.
The final
(10 minutes)

conclusion.
3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme of practical employment. Does the total

3.1. Answer questions.
3.2. Listen, write down.
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TECHNOLOGY TRAINING AND THE TECHNOLOGICAL CARD ON LABORATORY

Theme Ne 1-2

The numerical decision of the algebraic and transcendental equations
by iterative methods Chord and Newton

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

— lteration method
—  Method of Chords
—  Method half divisions

The plan of laboratory
works

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaxruakeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific undpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study Collective, face-to-face
Tutorials _Visual . materials, . educational-methodical grants, laboratory
installations and devices
Training conditions The audience provided with tutorials
Monitoring and estimation of knowledge The oral control: a guestion-answer
TECHNOLOGICAL CARD
Carrying out laboratory work
Stages, time The activity maintenance
' The teacher Students
1 stage. 1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose, 1.1. Listen.

Introduction
(15 minutes)

planned results.
1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.2. Answer questions.

— lteration method
—  Method of Chords
—  Method half divisions

2 stage. Basic
(information)
(135 minutes)

2.1. Consistently states a material laboratory concerning the plan.

2.1. Listen, discuss the
maintenance of schemes and
tables, specify, ask
questions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total conclusion.
3.2. Gives the task for independent work.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 3-4

The numerical decision of system of the linear algebraic equations methods of
Gauss, simple iteration and Seidel.

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

The plan of laboratory ~  Methods of Gauss

works

—  Methods of simple iteration.
—  The decision of system of the linear algebraic equations a method of Seidel

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaktuukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGy4ennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
¢ Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study Collective, face-to-face
. Visual materials, educational-methodical grants, laboratory
Tutorials . . .
installations and devices
Training conditions The audience provided with tutorials
Monitoring and estimation of knowledge The oral control: a guestion-answer
TECHNOLOGICAL CARD
Carrying out laboratory work
Stages, time The activity maintenance
' The teacher Students
1 stage. 1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose, 1.1. Listen.

Introduction
(15 minutes)

planned results.

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.2. Answer questions.

—  Methods of Gauss

2 stage. Basic —  Methods of simple iteration.

(information)
(135 minutes)

2.1. Consistently states a material laboratory concerning the plan.

—  The decision of system of the linear algebraic equations a method of Seidel

2.1. Listen, discuss the
maintenance of schemes and
tables, specify, ask
questions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total conclusion.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 5-6

Problems of Cochy for the ordinary differential equations. Euler's methods,

Runge-Kutte and Adams

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

—  Euler's method
—  Method of Runge-Kutte.
—  Adam's method

The plan of laboratory
works

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaktuukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
Mastering of new knowledge and ways of actions;
Primary check of understanding;
Fastening of knowledge and ways of actions;
Generalisation and ordering of knowledge.
Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
¢ Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study Collective, face-to-face
. Visual materials, educational-methodical grants, laboratory
Tutorials . . .
installations and devices

Training conditions The audience provided with tutorials
Monitoring and estimation of knowledge The oral control: a guestion-answer

TECHNOLOGICAL CARD

Carrying out laboratory work

Stages, time The activity maintenance
’ The teacher Students
1 stage. 1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose, 1.1. Listen.

Introduction
(15 minutes)

planned results.

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.2. Answer questions.

—  Euler's method
—  Method of Runge-Kultte.
—  Adam's method

2 stage. Basic
(information)
(135 minutes)

2.1. Consistently states a material laboratory concerning the plan.

2.1. Listen, discuss the
maintenance of schemes and
tables, specify, ask
questions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total conclusion.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne7-8

The numerical decision of system of the nonlinear algebraic equations to methods of

simple iteration.

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
4 hours (160 minutes)

Quantity of students: 15-20

Mode of study

Introduction - thematic lecture

The plan of laboratory -
works

Method of simple iterations

—  The decision of systems of the nonlinear equations

Example for decision of systems of the nonlinear equations
—  The decision of systems nonlinear the equation in MathCAD.

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npakruukeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
e Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e  Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
e Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring oGyuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
¢ Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadopmarusroctu in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study Collective, face-to-face
Tutorials Visual materials, educational-methodical grants, laboratory
installations and devices
Training conditions The audience provided with tutorials
Monitoring and estimation of knowledge The oral control: a guestion-answer
TECHNOLOGICAL CARD
Carrying out laboratory work
. The activity maintenance
Stages, time The teacher Students
1 stage. 1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose, 1.1. Listen.

Introduction
(15 minutes)

planned results.

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.2. Answer questions.

2 stage. Basic
(information)
(135 minutes)

—  Method of simple iterations

2.1. Consistently states a material laboratory concerning the plan.
—  The decision of systems of the nonlinear equations

—  Example for decision of systems of the nonlinear equations
—  The decision of systems nonlinear the equation in MathCAD.

2.1. Listen, discuss the
maintenance of schemes and
tables, specify, ask
questions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total conclusion.

3.1. Answer questions.
3.2. Listen, write down.
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Theme Ne 9 |

Finding the decision of a problem of linear programming to Simplex methods |

TECHNOLOGY OF TRAINING
(Carrying out) laboratory work

Employment time -
2 hours (80 minutes)

Quantity of students: 15-20

Mode of study Introduction - thematic lecture
The plan of laboratory —  Simplex method of the decision of a problem of linear programming
works Examples of the decision of a problem of linear programming with a simplex method

The purpose of educational employment: preparation of students for work on employment, the organisation of educational process by
transfer to students of knowledge, skills on laboratory work to watch mastering at pupils of this knowledge, to form and develop at

them skKills.

Problems of the teacher:
e To acquaint students with a laboratory material and the
device, the basic directions of activity on a considered material
and the curriculum;
e Logically consistently, it is given reason and clearly to state
thoughts, correctly to build oral and written speech;
e Studying of the basic concepts and the terms applied in
frameworks npaxruakeckoro of a material;
e To make training more clear and accessible, to interest
students, and the same to motivate them for the further training
and self-education;
e Maintenance of perception, judgement and primary storing of
communications and relations in object of studying;
o Establishment of correctness and sensibleness of mastering of
a new teaching material, revealing of incorrect representations and
their correction;
e Maintenance of mastering of new knowledge and ways of
actions;
e Formation of complete representation of knowledge on a
theme;
e To show a distributing material, to give talks and to give
laboratory works.

Results of educational activity:
e Mastering of new knowledge and ways of actions;
e Primary check of understanding;
e Fastening of knowledge and ways of actions;
e Generalisation and ordering of knowledge.
e Careful studying and the all-round analysis of a laboratory material
and increase of an educational level which would provide the decision
of the put problem;
e Increase of a degree of quality of knowledge through introduction
of innovative technologies;
e Level monitoring o6yuennoctu pupils on steps, classes, subjects, it
is concrete on each student, for the purpose of revealing of the real
reasons influencing progress, dynamics of conformity of level of
teaching to educational standards.
e Monitoring of professional skill of teachers.
e To continue activity on the organisation of interaction of
participants of educational space;
e To create conditions, to generalise an advanced experience and to
motivate students;
e Increase scientific uadpopmarusrocty in a field of knowledge of a
subject matter and related subjects.

Training methods

Laboratory — visualisation, conversation

Technics of training

Blitz — the interrogation, focusing questions

Modes of study Collective, face-to-face
Tutorials _Visual . materials, _ educational-methodical grants, laboratory
installations and devices
Training conditions The audience provided with tutorials
Monitoring and estimation of knowledge The oral control: a guestion-answer
TECHNOLOGICAL CARD
Carrying out laboratory work on a theme:
Finding the decision of a problem of linear programming to Simplex methods
Stages, time The activity maintenance
' The teacher Students
1 stage. 1.1. Laboratory work and the plan of its carrying out informs a theme, the purpose, 1.1. Listen.

Introduction
(15 minutes)

planned results.

1.2. For the purpose of actualisation of knowledge of students asks focusing questions.

1.2. Answer questions.

2 stage. Basic
(information)

! method
(55 minutes)

2.1. Consistently states a material laboratory concerning the plan.
—  Simplex method of the decision of a problem of linear programming
—  Examples of the decision of a problem of linear programming with a simplex

2.1. Listen, discuss the
maintenance of schemes and
tables, specify, ask
questions, carry out
laboratory work.
Write down the main thing
results.

3 stage.
The final
(10 minutes)

3.2. Gives the task for independent work.

3.1. Spends a blitz — interrogation on a theme laboratory work. Does the total conclusion.

3.1. Answer questions.
3.2. Listen, write down.
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TESTS ON DISCIPLINE

1.In what method consecutive approach are calculated under the formula
f ‘(n B Q — X
a1 = Xy~ < <
f a/_ f ‘(n/
Method of chords
Method of tangents
Method of division of a piece half-and-half
Method a trapeze

X

2. The condition of monotonous convergence consecutive npuéauscenuni in a method of
chords is:

Preservation of a sign on the second derivative initial function

Preservation of a sign on the first derivative initial function

Coincidence of signs on the first and second derivatives of initial function

Coincidence of signs by the first

3. What speed of convergence of a method of tangents?
The square-law

The linear

The cubic

The face-to-face

4. What speed of convergence of a method of chords?
The linear

The square-law

The cubic

The face-to-face

5. Criterion of convergence of an iterative method:

Own numbers of a matrix of transition on the module there is less than unit
Own numbers of a matrix of transition on the module there is more than unit
The system matrix - is a matrix with diagonal prevalence

Matrix

6. The formula of Zejdel is an initial formula of a method:
3eiaens

Simple iterations

Relaxations

The reflective

7. The relaxation method converges, if:

The relaxation parametre w lies on an interval (0,2)
The relaxation parametre w on the module is less 2
The relaxation parametre w is not negative

The reflective

8. The number of conditionality of a matrix of system influences on:
Sensitivity decisions to an error of the initial data

Speed of convergence of iterative process

Choice of initial approach

The adaptive
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9. By means of a sedate method is:
Maximum on the module own number
The maximum own number

Minimum on the module own number
The extreme

10. By means of a method of rotations:
The matrix is led to a diagonal kind
The matrix is led to a triangular kind
The matrix is transposed

Vector

11. What speed of convergence of a method of tangents?
The square-law

The linear

The cubic

The face-to-face

12. What speed of convergence of a method of chords?
The linear

The square-law

The cubic

The face-to-face

13. Criterion of convergence of an iterative method:

Own numbers of a matrix of transition on the module there is less than unit
Own numbers of a matrix of transition on the module there is more than unit
The system matrix - is a matrix with diagonal prevalence

Matrix

14. The formula of Zejdel is an initial formula of a method:
Seidel

Simple iterations

Relaxations

The reflective

15. The relaxation method converges, if:

The relaxation parametre w lies on an interval (0,2)
The relaxation parametre w on the module is less 2
The relaxation parametre w is not negative

The reflective
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QUESTIONS FOR FLOWING, INTERMEDIATE AND TOTAL EXAMINATION
Classification of computing methods.
Preparation of problems for the personal computer decision.
Properties of algorithm.
Classification of algorithms.
Method branch of roots
Method half divisions
Method the Chord
Newton's method
Method of simple iteration
0. Method of secants
1. The decision of system of the linear equations a method of Gaussa
12. Method of Gaussa with a choice of the main element
13. Error estimation at the decision of system of the linear equations
14. lterative methods of the decision of systems of the linear equations
15. Method of simple iteration of Jacoby
16. Method of Gauss-Seidel
17. The first interpolation Newton's formula
18. The second interpolation Newton's formula
19. The interpolation formula of Stirlinga
20. Types of problems for the ordinary differential equations
21. Euler's method
22. Methods of Runge-Kutta
23. Adams's method
24. Method of trapezes
25. Methods of rectangles
26. Simpson's method
27. The quadrature formula of Gaussa
28. Root-mean-square approach of functions
29. Method of the least squares
30. The primary goal of linear programming
31. Geometrical representation LP.
32. Geometrical interpretation of problem LP
33. Mathematical bases a simplex of a method of the decision
34. Search of the initial basic decision
35. Features of a transport problem
36. Constructions of basic decision TP
37. Conditions and a method of construction of the optimum decision of a transport problem
38. Algorithm of the decision of a transport problem on a network

RBowo~NookrwhPE

1% Intermediate control work notebook from subject “Algorithmization of computing methods”

Var-1
1. A method branch of roots
2. The decision of system of the linear equations a method of Gauss
3. The first interpolation Newton's formula

Var-2

1. A method half divisions
2. Iterative methods of the decision of systems of the linear equations
3. Euler's method

2" Intermediate control work notebook from subject “Algorithmization of computing methods”

Var-1
1. Euler's method
2. The quadrature formula of Gaussa
3. Mathematical bases a simplex of a method of the decision
Var-2
1. Methods of Runge-Kutta
2. Root-mean-square approach of functions
3. Search of the initial basic decision
Var-3
1. Adams's method
2. Method of the least squares
3. Features of a transport problem
Var-4
1. Method of trapezes
2. The primary goal of linear programming
3. Constructions of basic decision TP
Var-5
1. Methods of rectangles
2. Geometrical representation LP.
3. Conditions and a method of construction of the optimum decision of a transport problem
Var-6
1. Simpson's method
2. Geometrical interpretation of problem LP
3. Algorithm of the decision of a transport problem on a network
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VARIANTS TOTAL EXAMINATION

Variant Ne 1
Classification of computing methods.

Iterative methods of the decision of systems of the linear equations

Simpson's method

Variant Ne 2
Preparation of problems for the personal computer decision.
Method of simple iteration of Jacoby
The quadrature formula of Gauss

Variant Ne 3
Root-mean-square approach of functions
Method of Gaussa-Seidel
Properties of algorithm

Variant Ne 4
Classification of algorithms.
The first interpolation Newton's formula
Method of the least squares

Variant Ne 5
The primary goal of linear programming
The second interpolation Newton's formula
Method branch of roots

Variant Ne 6
Method half divisions
The interpolation formula of Stirling
Geometrical representation linear programming.

Variant Ne 7
Geometrical interpretation of problem linear programming
Types of problems for the ordinary differential equations
Method the Chord

Variant Ne 8
Newton's method
Euler's method
Mathematical bases a simplex of a method of the decision

Variant Ne 9
Search of the initial basic decision
Methods of Runge-Kutta
Method of simple iteration

Variant Ne 10
Method of secants
Adams's method
Features of a transport problem
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Variant Ne 11
Constructions of basic decision transport task
Method of trapezes
The decision of system of the linear equations a method of Gauss

Variant Ne 12
Method of Gauss with a choice of the main element
Methods of rectangles
Conditions and a method of construction of the optimum decision of a transport problem

Variant Ne 13
Algorithm of the decision of a transport problem on a network
Error estimation at the decision of system of the linear equations
Classification of computing methods.

Variant Ne 14
Iterative methods of the decision of systems of the linear equations
The quadrature formula of Gaussa
Algorithm of the decision of a transport problem on a network

Variant Ne 15
Conditions and a method of construction of the optimum decision of a transport problem
Simpson's method
Error estimation at the decision of system of the linear equations

Variant Ne 16
Method of Gaussa with a choice of the main element
Methods of rectangles
Constructions of basic decision transport tasks

Variant Ne 17
Features of a transport problem
Method of trapezes
The decision of system of the linear equations a method of Gaussa

Variant Ne 18
Classification of computing methods.
Iterative methods of the decision of systems of the linear equations
Simpson's method

Variant Ne 19
Preparation of problems for the personal computer decision.
Method of simple iteration of Jakoby
The quadrature formula of Gauss

Variant Ne 20
Root-mean-square approach of functions
Method of Gaussa-Zeidel
Properties of algorithm.
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GOOD ADVICE

5 IMPORTANT INSTRUCTIONS FOR USE THE COMPUTER FOR THE BEGINNER

Many neglect with what that was instructions for use of the computer and complain that something is
impossible to them. And such people also have the most unusual problems. Sowing for the computer of such person,
at times you do not know from what to begin - the computer happens it is finished to such degree of a brothel that it
would not be desirable it even to touch. And all it it is possible to avoid if to adhere to several simple rules. Them
the set is final, but | have allocated 5 most important in my opinion instructions for use with the computer, observing
which beginner can facilitate a life and and the master in case of a computer output out of operation. Rules are
simple also them easily to remember, and if it is impossible it is possible to write on a leaflet and to hang up near to
the monitor.

1 rule. Correct deenergizing of the computer.

For correct deenergizing of the computer it is necessary to press button "Start-up™ - "Deenergizing" -
"Deenergizing" and to wait while Windows will finish work. Only after that to disconnect from the socket.
Computer deenergizing Beireprusanuem plugs from the socket is inadmissible. If you have got used to switch off
thus an iron or a teapot with the computer do not think so to arrive at all.

And why is not present? On the included computer the set of system processes and programs which before
deenergizing needs to be finished and stopped works. If to chop off a computer food you risk that next time, the
computer will not join at all and, probably, it is necessary to reinstall system and all necessary programs.

Once again: for computer deenergizing press start-up - deenergizing

Then press "deenergizing" and wait while the computer will not be switched off.

2 rule. It is impossible to store the data on *"desktop™
And in a folder "My documents"'.

Remember that the desktop which appears at computer inclusion, and a folder "My documents" is not a
reliable place for storage of the valuable information. Yes, | understand conveniently at once to drag on it films or
something else with ¢uerxu, etc. Why it is impossible? Because, if your computer will be infected with viruses and
it will cease to be started, you probably will lose that was stored there. Besides sometimes for not clear reasons
Windows gives failure and at the next inclusion of the computer the desktop appears empty. What it is possible to
store on a desktop? The answer - labels of programs (but not programs), time files (yrepe which you will not be
afflicted).

3 rule. The antivirus should be established.

Because of flooding of the Internet by viruses there was necessary a presence of skills of struggle against
them at usual users. As much do not have time for studying of the similar information it is necessary to have at least
an antivirus on the computer which will remove from you a part of cares of safety from viruses. | repeat will remove
a part of cares because if you will indefatigably climb on suspicious sites here any antivirus will not be in time for
you. | recommend to use "Yandex the version of an antivirus of Kaspersky", it works half a year free of charge.

4 rule. Correct installation of programs.

Learn to instal correctly programs and games. That is to establish them in a proper place. Developers
Windows have given vent to users to instal applications where it will like, but there is an order observing which
your computer can longer serve and is better. Programs establish on disk C: in a folder "Program Files". For each
program create a folder with a program name. The same concerns also games, but them establish on disk D: in a
folder of "Game" or "Games". The second is more preferable. For each game create a folder with her name not to
mix files and not to spoil game. And for removal of programs and games use a file Uninstall.exe which usually is in
a program folder. If you simply remove a folder with the program that in the system register there will be a set of
superfluous records which will brake in due course computer work.

5 rule. A file order.

Accustom itself to order conducting on the computer. Be not lazy to create folders. Store all valuable on
disk D: or the friend distinct from With: a disk. As usually disk C: it is used as system, in case of reinstallation it is
recommended to format it and on it all leaves. If you store films on the computer, photos and books create
corresponding folders. If at you, for example, the big collection of films, sort them on genres or years and place in
separate folders. It in the first will increase speed of access to them to the computer, secondly will facilitate to you
search of the necessary film. The same concerns photos, books, music, clips and everything.

If to adhere to these rules, to you no failure of the computer will be terrible, and the master come to you to repair the
computer will praise you for accuracy.
INSTRUCTIONS FOR USE THE COMPUTER

It is forbidden to assort independently the computer and all its accessories. At occurrence of malfunctions
it is necessary to address

All cables connecting the system block with other devices, it is necessary to insert and take out only at
the switched off computer. The exception is made by USB-devices: they can be connected to the included computer;

It is forbidden to establish, delete independently, neaktusuposar and to change the software and network
options on the computer.
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It is forbidden to subject the computer and remote terminal units to physical, thermal and chemical
influences. (It is impossible to sit on the computer, to spill on it tea, coffee, to spill out sunflower seeds, to put at the
battery and other heating devices);

At power cutoff a source of an uninterrupted food (UPS) allows the computer to remain in working order
from 5 till 20 minutes. At power cutoff indoors the user should spend correct deenergizing of the computer in an
immediate order.

IT IS FORBIDDEN

To open computers, the network and peripheral equipment; to connect to the computer the additional
equipment without the coordination with the system administrator, to change options BIOS, and also to make
loading of workstations from diskettes;

Autocratically to connect the computer to a network, and also to change the IP-address of the computer
which has been given out by the system administrator. Data transmission in a network with use of others IP
addresses as the address of the sender is distribution of a false information and creates threat of safety of the
information on other computers;

To use a network for mass distribution advertising (spam), commercial announcements, the pornographic
information, appeals to violence, kindling national or religious hostility, insults, threats, etc.

Work with e-mail

1. E-mail is given to employees of the organisation only for performance of the direct official duties. Its
use to suit the own ends is forbidden. Mail box creation is spent by the system administrator.

2. All electronic letters created and xpanumsie on computers of the organisation, are the property of the
organisation and are not considered as the personal;

3. Users should not allow to someone to send the letter from another's name. It concerns their chiefs,
secretaries, assistants or other colleagues;

4. As clients of e-mail the confirmed post programs can be used only;

5. To carry out mass dispatch of not co-ordinated preliminary electronic letters. It is meant mass dispatch
both dispatch to set of addressees, and plural dispatch to one addressee (spam).

6. To employees of the organisation, using Internet, it is forbidden to transfer or load a material which is
obscene on the computer, pornographic or breaks the current legislation of the Russian Federation;

7. All programs used for access to a network the Internet, should be confirmed the network manager and
on them necessary levels of safety should be adjusted.

Instructions for use the personal computer.
Windows - a good advice and secrets

Keep the information on a hard disk in good order (including on logic With, D, E)

Supervise empty seat presence (not less than 200 Mb) on a system disk (disk).

Folder «My Documents» move from a system disk (for example on disk D). Documents copy and store in
this folder, instead of on a desktop.

Once in 3-6 months do archival copies of documents on CD or ¢uamiky.

Regularly clear a basket, folders of time files, xemr. Use for this purpose the special software.

Work rules on the personal computer on the Internet.

Use different logins and passwords in different systems, try to use difficult passwords.

Look where you enter (in an address line look on ypi) or to whom send the registration data.

Use some mail boxes for the various purposes (personal, for work, for registration at forums and social
networks).

Do not download doubtful programs from unchecked sources and from letters from strangers.

Use the reliable and actual (updated) antivirus. Do not use more than one antivirus simultaneously.

Instructions for use the laptop.

Hold away from the laptop of a cup from coffee, tea and other vessels with liquids.

Do not accept food behind the laptop.

Do not use the laptop dirty hands.

Do not apply excessive efforts by pressing of buttons of the keyboard.

Regularly wipe the laptop special means and vacuum.

Standard programs Windows XP.

By means of a standard set of programs of operating system Windows XP it is possible to carry out the
whole spectrum of various problems, such as: drawing, typing, electronic letters, creation and assembling of films,
music listening.

To find standard programs it is possible through button "Start-up" in the menu «All programsy.

In a folder Automatic loading there are programs for automatic start at operating system start.

You will find simple toys in a folder of Game.

To lose music or films it is possible with program Windows Media Player, and to create cinema by means
of Windows Movie Maker.

Use the Internet through browser Internet Explorer, accept and send your correspondence in Outlook
Express.
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In a folder “Standard programs” programs: Paint for drawing. WordPad for editing of texts. A directory —
for the account of contacts. A notebook. The calculator. A command line (console). The master of compatibility of
programs. Connection to a remote desktop. A conductor. Synchronisation.

In "the Entertainment" folder. Programs loudness and a sound recording.

Folder "Office". Masters of copying and clearing. The program “Data on system”.

“The table of symbols” the safety Center

Folder “Special possibilities”. Programs for the limited people.

The computer for children: the friend or the enemy?
Instructions for use the computer

Whether the computer is necessary to children? What for dangers «the clever car» for small mouemyuxu
conceals? Whether there can be a computer for the child the friend and the assistant?

The computer for children in the modern world is not a wonder, not a miracle overseas. Almost in each
family the personal computer is, and sometimes at all one. As a rule, it is intended for adults: for work,
entertainments, search of the necessary information. However, as soon as the kid starts to creep, and then and to go,
the computer gets and to sphere of its interests.

First the child is interested in the computer only because behind it all time something is done by adults.
Then he starts to understand that the computer is a fascinating electronic toy, which 10 times most "abruptly”
available "usual” toys. And if hobby of the child for the computer not to check, soon it in general will replace to the
child not only toys and entertainments, but also a family, friends, real dialogue.

Certainly, such it is impossible to suppose. The computer for children can become the enemy, but at the
correct approach it can become and the good friend. Simply instructions for use the computer for children need to be
established as soon as possible and never to recede from them.

From the very first days of using the computer for children it is necessary to establish time frameworks. So,
for the child of 3-4th years optimum time makes 25 minutes, 5-6-neruemy the child cannot to allow use the
computer longer 35 minutes in day.

The senior children to "tear off" from the computer it is more difficult, but to do it it is necessary. It is
impossible to allow for children of 8-12 years to spend behind the computer more than 1 hour per day, to teenagers
of 16 years — more than 2 hours. Thus necessarily it is necessary to learn to carry out children visual gymnastics
each half an hour are will allow to keep good sight.

It is impossible to allow for children to sit at the computer in twilight or to be behind it in any "curve" pose
— all it conducts to infringements of children's health. The long finding in an atypical pose for an organism can
become the reason of curvatures of a backbone, and sitting in the dark and driving by "nose™ on the monitor screen
can lead to visual acuity decrease.

The computer for children should be established and located so that it was convenient to child to work with
it. For these purposes the specialised computer chair with adjustable height and a support for feet will approach. The
monitor should be established so that its centre was hardly below level of eyes of the child. Thus the monitor should
not «6mmkoBaTh» or deform colours.

The computer is dangerous to children not only and not so much infringements of physical health, how
many infringements of psychological character, it is no secret, that modern computer games and films, Internet
resources do not promote good psychological education of children.

To check in what game the 6-year-old kid simply plays the computer — it after all does it under parental
supervision. And independently to establish other games or programs on the computer the child cannot. But how to
be with children-schoolboys and the senior children? How them to protect from severe criminal blockbusters,
games-streljalok, completely not children's sites?

Here to the aid of parents «computer nurses» come special. These programs supervise access of the child to
the computer and to resources of a network the Internet. It is possible to establish both the complex program, and
separate filters for sites, time counters etc.

Thus always it is necessary to suppose possibility that the senior child is quite capable to "deceive
or"crack"the program — often children much"grounded”in these questions. Then it is necessary to agree only with
the child and to build mutual relations on trust.

The computer for children it becomes frequent unique means of entertainment simply because they plainly
do not know, how it is possible to have a good time in another way: the ball and a skipping rope are forgotten, the
children do not rush any more noisy crowd playing "Cossacks-robbers"...

So give we, adults, we will show to children that the computer is only the car, let even very clever, but not
capable to replace the present human pleasure and warmth of live dialogue!
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TEN RULES FOR PROPER SITTING AT THE COMPUTER

1) Adjust the chair to your body's proportion, so you can sit properly, so that you can use the back of the chair.

2) To avoid stress on your shoulders, neck and lower back (see pictures), raise or lower the chair so that when your
elbows are at a 90-degree angle, your palms will rest comfortably on your desk.

3) Place your keyboard and screen directly in front of you. When using the alphabet, place that part of the keyboard
in front of you. When working with the numbers on the right side of the keyboard, place that part in front of your
working hand. Your body should be 20 centimeters (about 8 inches) from the keyboard.

4) Your elbows should be bent and should rest on the arms of your chair at a comfortable height or on your desk.

5) Position the mouse so that it will allow you to work with a bent elbow that will rest on the arms of your chair or
on the table. Your wrist should extend in a direct line from your middle finger. You can place a small pillow or
silicon pad under your wrist to raise it to the proper height for the mouse and keyboard.

6) Arrange your work space so that objects you use often are within reach when your elbow remains bent. Remove
everything you don't use often from your work space.

7) Spread your feet a bit and place them on a sturdy, comfortable platform - the floor or a foot rest -- not bent under
the chair.

8) Hold your hand directly in front of you. If you cannot touch the top end of your screen, move the screen nearer or
farther until you can.

9) The top part of the screen should be at eye level. If you wear reading glasses or multifocal glasses, tilt the top
part of the screen away from you so its angle is similar to the one you use when reading a book.

10) Get up from your chair every hour for a few minutes, stretch and perform muscle release exercises.

This Health Tip courtesy of Ms. Leah Migdal - Chief of Ergonomics, the Department of Physiotherapy.

HOWTO SITATA
COMPUTER GORRECTLY

Neck bent slightly. ‘
Head almost straight. |

Eyes level with text
on the monitor.

Shoulders down.
Arms relaxed by sides.

Hands and
wrists straight.

Feet and lower
back supported

B
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Health & Safety for Computer Operators

1. KNOW THE RULES v 3. ADJUSTING YOUR WORK STATION 4. TAKE A BREAK
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5 Essential Characteristics of Cloud Computing

Ref: The NIST Definition of Cloud Computing
http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf

On-demand Ubiquitous Location Rapid Measured
self-service network transparent elasticity service with
access resource pay per use
pooling

Source: http://aka.ms/532
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Loy [Rules

h ]

o

Enter and No Food or Drink  Don't Spread Germs
Exit Quietly

Organize Before Print Only With  Exit Inappropriate
Leaving Your Area  Permission Sites or Images

You
Matter

No Running Respect Your Teacher ~ Never Give Qut
in the Lab and Classmates Personal Info

€ oakdome_com
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Come into the lab quietly and go to your assigned computer,

Ow not touch other keyvboards or mice on the way to your computer, Read board
and begin assignment if cne exists or wait for instructions before vou do amything.

Only visit approved internet sites and only when you have permission to da
50, Mever give out personal information, Do not share your passwords with anyone other
than your parents or teacher, if schoal related. If you see anything that makes you
uncomfortable, turn off vour maniter and let vour teacher know immediately,

Make sure you leave your work area neat and organized. Exit out of all
programs. Hang up vour headphones, Straighten yvour keybeard and mouse. Fush in

yaur chair. Throw away any trash,

Print only if you have permission. Only press the Print buttan once! Ask your

neighbars for help before vou raise your hand to ask your teacher. Keep your fingers out of

your nose and mouth.

Use only your assigned computer. Do not mave, changs, or delete any of the icons on
the desktop, Do nat edit files that do not beleng to vou, Help others with your mouth and
nat their mouse,

Treat your classmates, your teacher, and all equipment with respect. Do not
talk while the teacher is talking. Come to the computer lab with clean hands. Mo banging
on the mouse or keyboard. Do not twist the monitors for your neighbors to see.

Eat and drink QUTSIDE of the lab only. No feod or drink allowed in the
lab. Wash your hands with scap before returning from the bathroom. Do nat
get ot of your s2at unless you have permission.

Raise your hand if you need help or if you need to go to the bathroom. Read
the monitor screen BEFORE asking questions. No RUMMNING In the lakb,

(©) oakdome.com
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STANDARD DOCUMENTS

The Republic Uzbekistan law " About information™
(From December, 11th, 2003)
Article 1. The purpose of the present Law
The purpose of the present Law is regulation of relations in the field of information, uses of information
resources and information systems.
Avrticle 2. The legislation on information
The legislation on information consists of the present Law and other certificates of the legislation.
If the international contract of Republic Uzbekistan establishes other rules, than what are provided by the
legislation of Republic Uzbekistan on information rules of the international contract are applied.
Avrticle 3. The basic concepts
In the present Law following basic concepts are applied:
o Information - organizational social and economic and scientific and technical process of creation of
conditions for satisfaction of requirements legal and physical persons in the information with use of information
resources, an information technology and information systems;

o Information resource - the information, a databank, a database as a part of information system;

o The proprietor of information resources or information systems - legal or the physical person who is
carrying out possession, using and the order information resources or information systems;

o The owner of information resources or information systems - legal or the physical person who is carrying

out possession, using and the order information resources or information systems within the rights established by
the law or the proprietor of information resources, information systems;

o Information technology - set of methods, devices, ways and the processes used for gathering, storage,
search, processing and information distribution;

o The information system - organizational ordered set of information resources, an information technology
and a communication facility, allowing to carry out gathering, storage, search, processing and using the
information.

Article 4. The State policy in the field of information

The state policy in the field of information is directed on creation of national information system taking into
account modern world tendencies of development and perfection of information resources, an information
technology and information systems.

The basic directions of a state policy in the field of information are:

o Realisation of constitutional laws of everyone on free reception and information distribution, providing of
access to information resources;

o Creation of a uniform information field of Republic Uzbekistan on the basis of information systems of state
structures, branch and territorial information systems, and also information systems legal and physical persons;

o Creation of conditions for access to the international information networks and the world information

network the Internet;

o Formation of the state information resources, creation and development of information systems,
maintenance of their compatibility and interaction;

o The organisation of manufacture of modern means of an information technology;

o Assistance to formation of the market of information resources, services and information technology;

o Stimulation of development of manufacture of software products;

o Support and business stimulation, creation of favorable conditions for attraction of investments;

o Preparation and improvement of professional skill of shots, stimulation of scientific researches.

Article 5. State regulation in the field of information
State regulation in the field of information is carried out by the Cabinet of Republic Uzbekistan and the
special representative it body.
Avrticle 6. The Special representative body
The special representative body:

o Organises and co-ordinates work on formation of the state information resources;

o Develops government programs of information and development of an information technology;

o Promotes creation of information systems of state structures, branch and territorial information systems;

o Develops standards, norms and rules in the field of information;

o Organises work on certification of means and services of information systems and an information
technology;

o Co-ordinates activity legal and physical persons on maintenance of protection of their information
resources and information systems;

o Promotes development of the market of information resources, services and an information technology;

o Organises marketing researches and monitoring in the field of information;

o Carries out measures on protection of the rights and legitimate interests of users of information resources;
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o Provides information safety and priority use of information systems in interests of defensibility and safety
of Republic Uzbekistan;
o Carries out other powers according to the legislation.
Avrticle 7. The Legal regime of information resources and information systems
The legal regime of information resources and information systems is defined by the norms establishing:
Order of documenting of the information, formation of information resources and creation of information
systems;
The property right to information resources and information systems;
Categories of information resources on access level to them;
Order of protection of information resources and information systems;
Order of gateway connections of information systems.
Article 8. Information documenting
Information documenting is an indispensable condition of inclusion of the information in information
resources. The order of documenting of the information is established by the special representative body.
The information, xparumas and processed in the information resources, confirmed with the electronic digital
signature, is the electronic document and has an identical validity with the document on the paper carrier.
The relations connected with formation and use of the electronic document and the electronic digital signature,
are regulated by the law.
Article 9. The Property right to information resources and information systems
Information resources and information systems can be in Republic Uzbekistan in public and a private

o 0 0 O

property.
The bases of occurrence of the property right to information resources and information systems are:
o Creation of information resources and information systems at the expense of means of the state budget,
own means legal and physical persons or other sources which have been not forbidden by the legislation;
o The contract of purchase and sale or other transaction containing conditions of transition of the property
right to information resources and information systems to other person;
o Inheritance.

The law can be provided and other bases of occurrence of the property right to information resources and
information systems.

Avrticle 10. The state information resources

The state information resources are formed from:

o Information resources of state structures;

o Information resources legal and the physical persons created at the expense of means of the state budget;

o Information resources legal and the physical persons containing the state secrets and the confidential
information;

o The documentary information legal and the physical persons, given when due hereunder.

Legal and physical persons are obliged to give when due hereunder the documentary information in
corresponding state structures for formation of the state information resources.

Order of obligatory granting of the documentary information legal and physical persons, the list of the state
structures responsible for formation and use of the state information resources, are established by the Republic
Uzbekistan Cabinet.

The order of granting of the information carried to the state secrets and the confidential information, is
established by the legislation.

Avrticle 11. Access categories to information resources

Information resources on access categories are divided into popular information resources and information
resources with the limited access.

Popular information resources are the information resources intended for an unlimited circle of users.

The information resources containing the information on the state secrets and the confidential information
or the information access to which is limited by proprietors of information resources concern information resources
of the limited access.

Proprietors and owners of information resources should provide access equal in rights legal and physical
persons to popular information resources.

Reference of information resources to access categories is defined by the proprietor of information
resources in an order established by the legislation.

Article 12. Using information resources

Users of information resources possess the equal rights to access to information resources, except for
information resources with the limited access.

For using information resources the payment when due hereunder can be raised.

Lists of the information and services in a supply with information, to information resources proprietors and
owners of information resources give data on an order and access conditions to users free of charge.

The information received on the lawful bases from information resources legal and physical persons, can be
used them for creation of the derivative information with an obligatory reference to the source of the information.
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The order of reception of the information from information resources is defined by the proprietor or the
owner of information resources with observance of the requirements established by the legislation.

Avrticle 13. The information resources containing the information about personal given physical persons

The order of formation and use of the information resources containing the information about personal
given physical persons, is established by the legislation.

The information on the personal given physical persons concerns a category confidential.

Article 14. Access legal and physical persons to the information resources containing data on them

Legal and physical persons have the right to an easy approach to the information resources containing data
on them, on specification of these data with a view of maintenance of their completeness and reliability.

Access legal and physical persons to the information resources containing data on them, can be limited by
the law.

Refusal of the proprietor or the owner of information resources legal and to physical persons in access to
the information resources containing data on them, can be appealed against in court.

Avrticle 15. National information system

The national information system includes information systems of state structures, branch and territorial
information systems, and also information systems legal and physical persons.

The national information system is created at the expense of means of the state budget, and also own means
legal and physical persons and other sources which have been not forbidden by the legislation.

The national information system is created taking into account compatibility of information systems
entering into its structure with the international information systems. The information exchange with use of national
information system is made on a contractual basis, except for the cases provided by the legislation.

Article 16. Use of information systems for fulfilment of transactions

Use of information systems for fulfilment of transactions between legal and physical persons is regulated
by the legislation.

Article 17. Certification of means of information systems

The means making information systems, are subject to certification in an order established by the
legislation.

Means of information systems of state structures, branch and territorial information systems, information
systems legal and the physical persons, the information intended for processing, containing the state secrets or the
confidential information, and also protection frames of these systems are subject to obligatory certification.

Article 18. Gateway connections of information systems

Gateway connections of information systems are carried out for information interchange between various
information systems. Proprietors, owners of information systems provide possibility of gateway connection among
themselves according to the established norms and rules.

Gateway connections of various information systems are carried out on a contractual basis between
proprietors, owners of information systems.

Order and conditions of realisation of gateway connections and interaction of various information systems
are established by the special representative body.

Avrticle 19. Protection of information resources and information systems
Protection of information resources and information systems is carried out with a view of:

Maintenance of information safety of the person, society and the state;

Prevention of leak, plunder, loss, distortion, blocking, fake of information resources and other unapproved

access to them;

Prevention of unapproved actions on destruction, blocking, copying, distortion of the information and other

forms of intervention in information resources and information systems;

Preservations of the state secrets and the confidential information containing in information resources.

Article 20. The organisation of protection of information resources and information systems

Information resources and information systems the wrongful reference with which can cause a damage to
their proprietors, owners or others legal and to physical persons are subject to protection.

State structures, legal and physical persons are obliged to provide protection of information resources and
the information systems containing the information on the state secrets and the confidential information.

The order of the organisation of protection of information resources and information systems is established
by their proprietors, owners independently.

The order of the organisation of protection of information resources and the information systems containing
the information on the state secrets and the confidential information, is defined by the Republic Uzbekistan Cabinet.

Avrticle 21. Inclusion in the international information networks

State structures, legal and physical persons can include the information systems in the international
information networks and in the world information network the Internet in the order established by the legislation.

Inclusion of the information systems containing information resources of limited access, to the international
information networks and in the world information network the Internet is carried out only after acceptance of
necessary protective measures.

Article 22. The Resolution of disputes
Disputes in the field of information are resolved in an order established by the legislation.
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Avrticle 23. The Liability of infringement of the legislation on information
The persons guilty of infringement of the legislation on information, bear responsibility when due
hereunder.
The president
Republics Uzbekistan
ILKARIMOV
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DISTRIBUTING MATERIALS

The name Symbol (drawing) Carried out function (explanatory)
1. The block of Carries out computing action or group of actions
calculations

2. The logic block

<>

Choice of a direction of performance of algorithm
depending on a condition

3. Input/conclusion blocks

yd /

Input or output of the data without dependence from the
physical carrier

Conclusion of the data to the printer

4. The Beginning/end
(input/exit)

The beginning or the program end, input or exit in the
subroutine

5. The predetermined
process

Calculations under the standard or user subroutine

6. The updating block

Performance of the actions changing points of algorithm

7. A connector

Communication instructions between the interrupted lines
within one page

8. An interpage connector

|

D

<_
O
g

Communication instructions between parts of the scheme
located on different pages

The full form:

WCoIAOBRHE

e

OEeHCTEHE 1

OeicTEH:e 1

OEHCTEHE 2

OeHCTEHE Z'

OEHCTEME h

IOeHCTEHE h'

S

+
FCOIOBHE

OeHCTEME 1

OeHcTEHe 1!

Example: to find least of three numbers.

1 Decision variant:

The incomplete form:

+

YCIIOBHME

OeicTERE 1

OIEHCTEHE 2

IEHCTEHE b

—

WCoIOBME

neHcTEME 1
[

2 variant of the decision:
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HAYAI0

HAauaIo

m=a

ROHELT

Algorithmic design of a cycle.

Cycle - operating structure, organized repeated performance of the specified action.

ITMEJIEL
¢ HEeMSEEeCTHRM IHCJIOM ¢ HMZBEECTHEM LWHMCJI0M
IOBTODOER IOBTOPOE
¢ OpelyCI0OBHeEM ¢ OOCTyVCI0OBHEM "M paz" OIa pasmmorno I
Cycle "while":

<z >
WCIOBHE

oencTEHe 1
L 1
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Fib)

R L s e e o

Rice 1. A piece choice

Fig. 2. Geometrical representation of a method of
chords.

L |

Fig. 2. A choice of points of a contact

0 x0 x1 X x

Fig. 1. Geometrical representation of interpolation of function

N

Y A i
)
/
-
a' 0 a'x] 'x, b'
Fig. 1 Curvilinear trapeze. Fig. 2 Method of trapezes.
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NaJT0UKa NEpeceyeHns

e
-

Sx)

y=f(x)

0 a

.
X4

Fig. 3 Method of average rectangles.

Xy

Fig. 11.3. Incompatibility systems of restrictions

Fig. 11.5. Geometrical interpretation of criterion function

L

—

X,

Xy
- " S
~ o ¥ N
b N i
\\\ ~ i
e [ S 5
S N N ~z=D
S - ‘\\ \\
o S A TP ,’("
. z=l 2z=2 z=3 ]
=0 ™\

b

a

ath a+tZh

b x

Fig. 4. Interval splitting [a, b] on n identical sites

0

X

Fig. 11.2. Geometrical interpretation of system of
restrictions

Xy

Fig. I1.4. Limitlessness of criterion function

Fig. 11.6. Geometrical sense of the optimum decision of

a problem of linear programming
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THE SUMMARY

In an educational-methodical complex lecture, practical materials, the test questions flowing,
intermediate, total control questions in a subject «Algorithmization of computing methods» are resulted.
An educational methodical complex are intended for students of a direction a bachelory 5311000 -
«Automation and Control technological processes and industriesy.

The educational methodical complex is intended as the textbook for pupils of technical colleges

and colleges.
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