
Time Series and
Forecasting

The net sales in $ million for Home Depot, Inc., and its subsidiaries

from 1993 to 2004 are listed in Exercise 4. Use the data to

determine the least squares equation. (See Exercise 4 and Goal 5.)

G O A L S
When you have completed
this chapter, you will be
able to:

1 Define the components of a
time series.

2 Compute a moving average.

3 Determine a linear trend
equation.

4 Compute a trend equation
for a nonlinear trend.

5 Use a trend equation to
forecast future time periods
and to develop seasonally
adjusted forecasts.

b Determrne and Interpret a
set of seasonal indexes.

7 Deseasonalize data using a
seasonal index.

8 Test for autocorrelation.
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Xmtx'mduet6mxx
This chapter discusses time series analysis and forecasting. A time series is a col-
lection of data recorded over a period of time-weekly, monthly, quarterly, or yearly. A
few examples of time series are Microsoft Corporation sales by quarter since 1985,
the annual production of sulfuric acid since 1970, annual fall enrollment at the Univer-

sity of Missouri, and average number of
associates employed annually since 199'1
at Home Depot.

An analysis of history-a time series-
can be used by management to make
current decisions and plans based on
Iong-term forecasting. We usually assume
past patterns will continue into the future.
Long-term forecasts extend more than
1 year into the future; 2-, 5-, and 10-year
projections are common. Long-range pre-
dictions are essential to allow sufficient
time for the procurement, manufacturing,
sales, finance, and other deparlments of
a company to develop plans for possible
new plants, financing, development of

new products, and new methods of assembling.
Forecasting the level of sales, both short-term and long-term, is practically dic-

tated by the very nature of business organizations in the United States. Competi-
tion for the consumer's dollar, stress on earning a profit for the stockholders, a desire
to procure a larger share of the market, and the ambitions of executives are some
of the prime motivating forces in business. Thus, a forecast (a statement of the goals
of management) is necessary to have the raw materials, production facilities, and
staff to meet demand.

This chapter deals with the use of data to forecast future events. First, we look
at the components of a time series. Then, we examine some of the techniques used
in analyzing data. Finally, we forecast future events.

.LqryXmexc&$ $- p$*e .qsms . $.-qs$ss
There are four components to a time series: the trend, the cyclical variation, the sea-
sonal variation, and the irregular variation.

Seeular Trend
The long-term trends of sales, employment, stock prices, and other business and eco-
nomic series follow various patterns. Some move steadily upward, others decline, and
still others stay the same over time.
The following are several examples of a secular trend.

SFSIJLA& TRXS!& The smooth long-term direction of a time series.

,, Home Depot was founded in 1978 and is the second largest retailer (Wal-Maft
is the lar.gest) in the United States. The following chart shows the number of
employees at Home Depot, Inc. You can see this number has increased rapidly

What is a time series?
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over the last 12 years. In;1 993 there were just over 50,000 associates and by
2005 that number had increased to over 340,000.
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Number ofAssociates at Home Depot,
Inc. from 1993 to 2005

1 990 2000
Year

The following chart shows the number of emergency medical service (EMS) calls
in Horry County, South Carolina, since 1989. The number of calls for EMS has
increased nearly 3 times from 12,269 in 1989 to 34,572 in 2005. Notice that the
number of calls increased from 1989 to 1995. From 1995 to 2000 the number
of calls stayed about the same, and then in 2000 it began another increase to
over 30,000. The long-run direction of the trend is increasing.
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The number of manufactured homes shipped in the United States showed
a steady increase from 1990 to 1996, then remained about the same until
1999, when the number began to decl ine. By the year 2002 the number
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shipped was less than i t  had been in 1990. This information is shown in the
following chart.

u9.L.-,".,!
1992: 2

evelical Variation
The second component of a time series is cyclical variation. A typical business cycle
consists of a period of prosperity followed by periods of recession, depression, and
then recovery. There are sizable fluctuations unfolding over more than one year in time
above and below the secular trend. In a recession, for example, employment, pro-
duction, the Dow Jones Industrial Average, and many other business and economic
series are below the long-term trend lines. Conversely, in periods of prosperity they
are above their long-term trend lines.

&YC[-,*AL V,&&,ATI&S! The rise and fall of a time series over periods longer than
one vear.

Chaft 16-1 shows the anhual unit sales of batteries by National Battery Retailers,
lnc., from 1984 through2OO4. The cyclical nature of business is highlighted. There
are periods of recovery, followed by prosperity, then recession, and finally the cycle
bottoms out with depression.
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Statistics in Action

Statisticians, econo-

mists, ald business

executives are con-

stantly looking for

variables that will

forecast the country's

economy. 1'he pro-

duction of crude oil,

price of gold on

world markets, and

the Dow Jones aver-

age, as well as many

published govern-

ment inderes are

variables that have

been used with some

success. Variables

such as the length of

hemlines and the

winner of the Super

Bowl have also been

tried. The variable

that seems overall to

be the most success-

ful is the price of

scrap metal. \Vhy?

Scrap metal is the

beginning of the

manufacturing

chain. When its de-

mand increases, this

is an indication that

manufacturing is

also increasing.
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Seasmn*! Variat!mn
The third component of a time series is the seasonal variation. Many sales, pro-
duction, and other series fluctuate with the seasons. The unit of time reported is
either quarterly or monthly.

Almost all businesses tend to have recurring seasonal patterns. Men's and boy's
clothing, for example, has extremely high sales just prior to Christmas and relatively
low sales just after Christmas and during the summer. Toy sales is another example
with an extreme seasonal pattern. More than half of the business for the year is usu-
ally done in the months of November and December. The lawn care business is sea-
sonal in the northeast and norlh-central states. Many businesses try to even out the
seasonal effects by engaging in an offsetting seasonal business. In the Norlheast you
will see the operator of a lawn care business with a snowplow on the front of the
truck in an effort to earn income in the off-season. At ski resorts throughout the coun-
try, you will often find golf courses nearby. The owners of the lodges try to rent
to skiers in the winter and golfers in the summer. This is an effective method of
spreading their fixed costs over the entire year rather than a few months.

Chart 16-2 shows the quarterly sales, in millions of dollars, of Hercher Sport-
ing Goods, Inc. The Chicago area sporting goods company specializes in selling
baseball and softball equipment to high schools, colleges, and youth leagues. lt also
has several retail outlets in some of the larger shopping malls. There is a distinct
seasonal pattern to its business. Most of its sales are in the first and second ouar-
ters of the year, when schools and organizations are purchasing equipment for the
upcoming season. During the early summer, it keeps busy by selling replacement
equipment. lt does some business during the holidays (fourth quarter). The late
summer (third quarler) is its slow season.
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{:g'1|Amf 16*X Sales of Baseball and Softball Equipment, Hercher Sporting Goods,
2003-200, by Quarter

Irn,egulcr' V*riet!ms":
Many analysts prefer to subdivide the irregular variation into episodic and residual
variations. Episodic fluctuations are unpredictable, but they can be identified. The ini-
tial impact on the economy of a major strike or a war can be identified, but a strike
or war cannot be predicted. After the episodic fluctuations have been removed, the
remaining variation is called the residual variation. The residual fluctuations, often
called chance fluctuations, are unpredictable, and ihey cannot be identified. Of
course, neither episodic nor residual variation can be projected into the future.

$KlC$ffii\]!&A- !&m!&T$SnN Patterns of change in a time series within a year.
patterns tend to repeat themselves each year.
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& tr&,wv$mg &..q€,q-egg
A moving average is useful in smoothing a time series to see its trend. lt is also
the.basic method used in measuring the seasonal fluctuation, described later in the
chapter. In contrast to the least pquares method, which expresses the trend in terms
of a mathematical equation (Y : a + bf), the moving-average method merely
smooths the fluctuations in the data. This is accomplished by "moving" the arithmetic
mean values through the time series.

To apply the moving average to a time series, the data should follow a fairly lin-
ear trend and have a definite rhythmic pattern of fluctuations (repeating, say, every
three years). The data in the following example have three components-trend,
cycle, and irregular, abbreviated T, C, and /. There is no seasonal variation, because
the data are recorded annually. What the moving average accomplishes is to average
out C and /. What is left is the trend.

lf the duration of the cycles is constant, and if the amplitudes of the cycles are
equal, the cyclical and irregular fluctuations are removed entirely using the moving
average. The result is a line. For example, in the following time series the cycle
repeats itself every seven years, and the amplitude of each cycle is 4; that is, there
are exactly four units from the trough (lowest time period) to the peak. The seven-
year moving average, therefore, averages out the cyclical and irregular fluctuations
perfectly, and the residual is a linear trend.

The first step in computing the seven-year moving average is to determine the
seven-year moving totals. The total sales for the first seven years (1981-87 inclusive)
are$22million, found by 1 + 2 + 3 + 4 + 5 + 4 + 3. (See Table 16-1.) The total

YA&L€ 1S-1 The Computations for the Seven-Year Moving Average

Moving-average method
smooths out fluctuationS

Compute mean of first
seven years

Year

1 981
1982
1 983
1 984
1 985
1 986
1 987
1 988
'1989

r 990
1 991
1992
1 00?

1 994
1 995
1 996
1997
1 998
1 999
2000
2001
2002
2003
2004
2005
2006

Sales
($ millions)

$1
I

4
5
4
3
2
3
4
5
6
5
4
3
4
5

7
6
5
4
6

6
7
B

Seven-Year
Moving Tolal

Seven-Year
Moving Average

zz

23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
3B
39
40
41

3.1 43
3"286
3.429
3.571
3.714
3.857
4.000
4.143
4.286
4.429
4.571
4.714
4.857
5.000
5.143
5,286
5.429
5.571
5.714
5.857
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of $22 million is divided by 7 to determine the arithmetic mean sales per year. The
seven-year tolal (22) and the seven-year mean (3.143) are positioned opposite the
middle year tor that group of seven, namely, 1984, as shown in Table'16-1. Then
the total sales forthe next seven years (1982-88 inclusive) are determined. (A con-
venient way of doing this is to subtract ihe sales for 1981 [$1 million] from the first
seven-year total [$22 million] and add the sales for 1988 [$2 million], to give the
new total of $23 million.) The mean of this total, $3.286 million, is positioned oppo-
site the middle year, 1985. The sales data and seven-year moving average are
shown graphically in Chart 16*3.

Chart 16-3 Sales dnd Seven Year Moving Average
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Sgi&${]f iS*3 Sales and Seven-Year Moving Averase

The number of data values to include in a moving average depends on the
character of the data collected. lf the data are quarterly, since there are four
quarters in a year, then four terms might be typical. lf the data are daily, since
there are seven days in a week, then seven terms might be appropriate. You might
also use trial and error to determine a number that best levels out the chance
f luctuat ions.

A moving average can be easily computed in Excel. In fact, it requires only one
command. lf the original data are in locations D3 to D20 and you wish a three-period
moving average, you can go to position E4 and type :(D3+D4+D5)/3 and then copy
that same formula down to position El 9. A three-year and a five-year moving aver-
age for some production data are shown in Table 16-2 and depicted in Chart 16-4.

Sales, production, and other economic and business series usually do not have
(1) periods of oscillation that are of equal length or (2) oscillations that have identi-
cal amplitudes. Thus, in practice, the application of a moving average does not result
precisely in a line. For example, the production series in Table 16-2 repeats about
every five years, but the amplitude of the data varies from one oscillation to another.
The trend appears to be upward and somewhat linear. Both moving averages-the
three-year and the five-year-seem to adequately describe the trend in production
since 1988.

607
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TA{}t-€ '{S*3 
A Three-Year Moving Average and a Five-Year Moving Average

Total Prcduction, Three-Year and Five-Year Moving Average 1988 to 2006

1S91 1 9 9 3 . 1 9 9 5 r 1 9 9 7
I  tme

200 1 20q?

Determining a moving
average for an even-
numbered period, such
as four years

&t'||&AY 1&*4 A Three-Year and Five-Year Moving Averase 1988 to 2006

Four-year, six-year, and other even-numbered-year moving averages present
one minor problem regarding the centering of the moving totals and moving aver-
ages. Note in Table 16-3 that there is no center time period, so the moving totals
are positioned between two time periods. The total for the first four years ($42) is
positioned between '1999 and 2000. The total for the next four years is $43. The
averages of the first four years and the second four years ($10.50 and 910.25,
respectively) are averaged, and the resulting figure is centered on 2000. This
procedure is repeated until all possible four-year averages are computed.

Year

1 9BB
1 989
1 990
1 991
I 992
1 993
1 994
1 995
1 996
1 997
1 998
1 999
2000
2001
2002
2003
2004
2005
2006

Production,
Y

5
o
8

1 0

e

7
'10

1 2
1 1
9

I J

t c

1 B
I J

1 1
1 4
1 7
22

Three-Year
Moving
Total

Three-Year
Moving
Average

6.3
8.0
7.7
6.0
5.0
6.7
9.7

1 1 . 0
10.7
1 1 . 0
12.3
t c . J

16 .0
14.7 .
13 .3
14.0
17.7

Five-Year Five-Year
Moving Moving
Total Average

1 9
Z +

Z J

1 B
t c

20
29
??

32
J J

37
4 0

48
44
40
+l

53

34
32
33

a a

43
49
55
60
66
70
t z

73
75
79

6.8
o . 4

6.6
7.0
7.4
8.6
9.8

I 1 . 0
12.0
13.2
14.0
14.4
14.6
15 .0
15.8



Centered
Four-Year Four-Year Four-Year

Sales, Moving Moving Moving
Average AverageYear Y

1998 $ 8

1999 1 1

2000 I

2001 14

2002 I

2003 10

2004 10

2005 B

2006 12

$42 (B + 11 + I + 14) $10.50 ($42 + 4)

43 (11 + I + 14 + 9) 10.75 ($a3 + 4)
10.625

10.625

10.625

r 0.000

9.625
37

10"50

10.75

9.25

10.00

Time Series and Forecasting

Y&&LK 't6*3 A Four-Year.Moving Average

we$g{xgryd W$ rywxw$$ .&ww rew.e
A moving average uses the same weight for each observation. For example, a three-
year moving total is divided by the value 3 to yield the moving average. To put it
another way, each data value has a weight of one-third in this case. Similarly, you
can see for a five-year moving average each data value has a weight of one-fifth.

A natural extension of the weighted mean discussed in Chapter 3 is to compute
a weighted moving average. This involves selecting a possibly different weight for each
data value and then computing a weighted average of the most recent n values as the
smoothed value. In the majority of applications we use the smoothed value as a fore-
cast of the future. So, the most recent observation receives the most weight, and the
weight decreases for older data values. Notice that for both the simple moving aver-
age and for the weighted moving average the sum of the weights is equal to 1.

Suppose, for example, we compute a two-year weighted moving average for the
data in Table 16-3 giving twice as much weight to the most recent value. In other
words give a weight of 2/3 Io the last year and 1/3 to the value immediately before
that. Then "forecast" sales for 2000 would be found by (1/3X$8) + (2/3X$11) : $tO.
The next moving average would be computed as (1/3X$11) + (2/3X$9) : $9.667. Pro-
ceeding in the same fashion, the final or 2007 weighted moving average would be
(1/3X$8) + (2/3)($12): $10.667. To summarize the technique of using moving aver-
ages, its purpose is to help identify the long-term trend in a time series (because it
smooths out shorl-term fluctuations). lt is used to reveal any cyclical and seasonal
fluctuations.

Cedar Fair operates seven amusement parks and five separately gated water parks. I
Its combined attendance (in thousands) forthe last'12 years is given in the follow- fr
ing table. A paftner asks you to study the trend in attendance. Compute a three- I
year moving average and a three-year weighted moving average with weights of F
0.2, O.3, and 0.5 for successive vears. g
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The three-year moving average is:

The three-year weighted moving average is:
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Attendance
Year (000)

1993 5,761
1994 6,148
'1995 6,783
1996 7 ,445
1997 7,405
1998 1 1 ,450
1999 11 ,224
2000 1 1,703
2001 1 1,890
2002 12,380
2003 12,181
2004 12,557

Year

1 993
1 994
1 995
1 996
1 997
1 998
1 999
2000
2001
2002
2003
2004

6,231
6,792
7,211
8,767

10,026
11 ,459
11 ,606
1 1  0 0 1

12 ,150
12,373

Attendance
(000)

5,761
6,148
6,783
7,445
7,405

11,450
11,224
11,703
11,890
12,380
12,181
12,557

Moving Average Found by

(5,761 + 6,148 + 6,783)/3
(6,148 + 6,783 + 7,445)/3
(6,783 + 7,445 + 7,405)/3

(7,445 + 7,405 + 11,450)/3
(7,405 + 11,450 + 11,224)/3

(11,450 + 11,224 + 11,703)/3
(11,224 + 11,703 + 11,890)/3
(11,703 + 11,890 + 12,380)/3
(11,890 + 12,380 + 12,181)/3
(12,380 + 12,181 + 12,557\/3

Year

1 993
1 994
1 995
1 996
1 997
1 998
1 999
2000
2001
2002
2003
2004

Attendance
(000)

5,761
6,148
6,783
7,445
7,405

11 ,450
11,224
11 ,703
11 ,890
12,380
12,181
12,557

Weighted
Moving Average

6,388
6,987
7,293
9,436

I0,528
11 ,509
11 ,701
12,098
12,183
12,409

Found by

.2(5,761) + .3(6,148) + .5(6,783)

.2(6,148) + .3(6,783) + .5(7,445)

.2(6,783) + .3(7,445) + .5(7,405)
.2(7,445) + .3(7,405) + .5(11,450)

.2(7,405) + .3(11,450) + .5(11,224)
.2(11,450) + .3111,224) + .5(11,703)
"2(11,224) + .3(11,703) + .5(11,890)
.2(11,7031 + .301,890) + .5(12,380)
.2(11,890) + .3(r2,s8o) + .5(12,r81)
.2(12,380) + .3(12,181) + .5(12,557)
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Study the graph carefully. You will see that the attendance trend is evenly upward with
360,000 added visitors each year. However, there is a "hop" of approximately 3 mil-
lion per year between 1997 and'1998. That probably reflects the fact Cedar Fair
acquired Knott's Berry Farm in late 1997, leading to aone-time boost in attendance.
The weighted moving average follows the data more closely than the moving aver-
age. This reflects the additional influence given to the most recent period. In other
words, the weighted method, where the most recent period is given the largest weight,
won't be quite as smooth. However, it may be more accurate as a forecasting tool.
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Determine a three-year moving average for the sales of Waccamaw Machine Tool, Inc"
Plot both the original data and the moving average.

Number Produced Number Produced
(thousands) Year (thousands)Year

2000
2001
2002

2 2003 5
6 2004 3
4 2005 10

ffixene $sss
1. Calculate a four-quarter weighted moving average for the number of shares outstanding

for the Boxley Box Company for the nine quaders of data. The data are reported in thou-
sands. Apply weights o'f  .1 ,  .2,.3 and .4, respectively, for the quarters. In a few words
describe the trend in the number of subscribers.

31-Mar-04 28,766 30'Jun-05 35,102
30-Jun-04 30,057 30-Sep-05 35,308
30-Sep-04 31,336 3l -Dec-05 35,203
31 -Dec-04 33,240 3l -Mar-06 34,386
31 -Mar-05 34,610
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Listed below is the number of movie tickets sold at the Library Cinema-Complex, in thou-
sands, for the period from 1993 to 2005. Compute a five-year weighted moving average
using weights of .1 , .1, .2, .3, and .3, respectively. Describe the trend in yield.

1993 B.6t 2000 6.61
1994 8.14 2001 5.58
1995 7.67 2002 5.87
1996 6.59 2003 5.94
1997 7 .37 2004 5.49
1998 6.88 2005 5.43
1999 6.71

LXmemr Yrextd
The long-term trend of many business series, such as sales, exports, and production,
often approximates a line. lf so, the equation to describe this qrowth is:

Y : a + b t

where:
Y read Y hat, is the projected value of the Y variable for a selected value of f.
a is the Y-intercept. lt is the estimated value of Y when f : 0. Another way to

put it is: a is the estimated value of Y where the line crosses the Y-axis when
t is zero.

b is the slope of the line, or the average change in Y for each increase of one
unit  in f .

t is any value of time that is selected.

To illustrate the meaning of Y, a, b, and t in a time-series problem, a line has
been drawn in Chart 16-5 to represent the typical trend of sales. Assume that this
company started in business in 1998. This beginning year (1998) has been arbitrar-
ily designated as year 1. Note that sales increased $2 million on the average every
year; that is, based on the straight line drawn through the sales data, sales increased
from $3 mil l ion in 1998 to $5 mi l l ion in 1999, to $z mi l l ion in 2000, to $9 mi i l ion in
2001 , and so on. The slope, or b, is therefore 2. Note too that the line intercepts
the Y-axis (when f : 0) at $t mittion. This point is a. Another way of determining b
is to locate the starling place of the straight line in year (1). lt is 3 for 1998 in this

1998 1999 2000 2001 2002 2003 2004 2005 2006
5 6

t'*4

Slope of trend line is b

*E*,&${T 1S*5 A Straight Line Fitted to Sales Data
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problem. Then locate the value on the straight line for the last year. lt is 19 for 2006.
Sales went up $19 mil l ion -  $3 mi l l ion :  $16 mil l ion, in eight years ( '1998 to 2006).
Thus, 16 + 8 :  2,  which is the slope of the l ine, orb.

The equation for the line in Chart 16-5 is:

v : l + z t

wnere
i is sales in millions of dollars.
'1 is the intercept with the Y-axis. lt is also the sales in millions of dollars for

year 0, or 1997.
t refers to the yearly increase in sales.

In Chapter 13 we drew a line through points on a scatter diagram to approxi-
mate the regression line. We stressed, however, that this method for determining
the regression equation has a serious drawback-namely, the position of the line
depends on the judgment of the individual who drew the line. Three people would
probably draw three different lines through the scatter plots. Likewise, the line we
drew through the sales data in Chart 16-5 might not be the best-fitting line. Because
of the subjective judgment involved, this method should be used only when a quick
approximation of the straight-line equation is needed, or to check the reasonableness
of the least squares line, which is discussed next.

&-s-q.$.$--$Kq&escp*Mc$ks.S
In the discussion of simple linear regression in Chapter 13, we showed how the
least squares'method is used to find the best linear retationship between two vari-
ables. In forecasting methods, time is the independent variable and the value of the
time series is the dependent variable. Furlhermore, we often code the independent
variable time to make the equations easier to interpret. In other words, we let f be
1 for the first year, 2 for the second, and so on. lf a time series includes the sales
of General Electric for five years stafting in 2002 and continuing through 2006, we
would code the vear 2002 as 1, 2003 as 2, and 2006 as 5.

li The sales of Jensen Foods, a small grocery chain located in southwest Texas, since I
2002 are:

6r7

The sales of Jensen Foods, a small grocery chain located in southwest Texas, since I
2002 are: ,. :

:
Sales Sr

' Year ($ million) ffi
f f i H

2003 r0 tr
2oo4 e w
?ee! t1 I ' :ffi

I 2oo9 13 I ,ffi
Determine the regression equation. How much are sales increasing each year? Wfrat ffi
is the sales forecast for 2009? 

tr
To determine the trend..equation we could use formula (13-4) to find the slope, or b !
value, and formula (13-5) to locate the intercept, or a value. We would substitute t, the I
coded values for the year, for X in these equations. Another approach is to use a soft- ffi
ware package, such as MINITAB or Excel. Chart 16-6 is output from MINITAB. The $
values for year, coded year, sales, and fitted sales are shown in the lower right portion S
of the output. The left half is a scatter plot of the data and the fitted regression line. tr

From the output the trend equation is Y: 6.1 + 1.3t. How do we interpret this ffi
equation? The sales are in millions of dollars. So the value 1.3 tells us that sales lj

Sales
($ million)

7
t 0
I

1 1
1 3

Year

2002
2003
2004
2005
2006
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{:${&RY"$S*S Sales and Trend Line, 2002-2006

increased at a rate of '1 .3 million dollars per year. The value 6.1 is the estimated
value of sales in the year 0. That is the estimate for 2001, which is called the base
year. For example, to determine the point on the line for 2005, insert the t value of
4  in  the  equat ion .  Then Y:6 .1  +  1 .3 (4)  :  11 .3 .

lf sales, production, or other data approximate a linear trend, the equation devel-
oped by the least squares technique can be used to estimate future values. lt is
reasonable that the sales for Jensen Foods follow a linear trend. So we can use the
trend eouation to forecast future sales.

See Table 16-4. The year 2002 is coded 1, the year 2004 is coded 3, and 2006
is coded 5. Logically we code 2008 as 7 and 2009 as 8. So we substitute 8 into
the trend eouation and solve for Y.

v :  a :  +  1 .3 r  :  6 .1  +  1 .3 (8)  :  16 .5

Thus, on the basis of past sales, the estimate for 2009 is $.16.5 million.

TASL9:3S*€ Calculations for Determining the Points on the Least Squares Line
Usine the Coded Values

Sales
($ millions),

Year Y t i Foundby

7  1  7 . 4  6 . 1  + 1 . 3 ( 1 )
10 2 8.7 6.1 + 1.3(2)
I  3  10 6.1 + 1"3(3)

1 1  4  r 1 . 3  6 . 1  + 1 . 3 ( 4 )
13  5  12 .6  6 .1  +1 .3 (5 )

2002
2003
2004
2005
2006

In this time series example, there were five years of sales data. Based on those
five sales figures, we estimated sales for 2009. Many researchers suggest that we
do not project sales, production, and other business and economic series more
than n/2 time periods into the future where n is the number of data points. lf, for
example, there are 10 years of data, we would make estimates only up to 5 years
into the fulure (n/2 : 10/2: 5). Others suggest the forecast may be for no longer
than 2 years, especially in rapidly changing economic times.

Statistics in Action

Investors frequently

use regression analy-

sis to study the rela-

tionship between a

particular stock and

the general conrlition

of the rnarket. The

dependent variable is

the monthly percent-

age change in the

value ofthe stock,

and the independent

variable is the

monthly percentage

change in a market

index, such as the

Standard & Poor's

500 Composite Index.

The value ofb in the

regression equation is

the particular stock's

beta coefficient or
just the befa. Ifb is

greater than l, the

implication is that

the stock is sensitive

to.rnarket changes. If

b is between 0 and l,

the implication is

that the stock is not

sensitive to market

changes.
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SeX&Retrtriew'!&*3 Annual production of king-size rockers by Wood Products, Inc., since 1999 follows.

615

Production Production
Year (thousands) Year (thousands)

1999 4 2003 11
2000 B 2004 I
2001 5 2005 11
2002 B 2006 14

(a)
(b)
(c,l

(d)

Plot the production data.
Determine the least squares equation using a software package.
Determine the points on the line for 1999 and 2005. Connect the two points to arrive
at the l ine.
Based on the linear trend equation, what is the estimated production tor 2009?

ffixes-e Xses
3. Listed below are the net sales for Schering-Plough Corporation (a pharmaceutical company)

and its subsidiaries for the six Vears from 1997 Io 2004. The net sales are in mill ions
of dollars.

Year Net Sales Year Net Sales

1997 $ 6,714 2001 $ 9,762
1998 7,991 2002 10,180
1999 9,075 2003 8,334
2000 9,775 2004 8,272

Determine the least squares equation. According to this information, what are the esti-
mated sales 'for 2005?
Listed below is the net sales in $ million for Home Depot, Inc., and its subsidiaries from
1993 to 2004.

Year Net Sales Year Net Sales

1993 9,239 1999 38,434
1994 12,477 2000 45,738
1995 15,470 2001 53,553
1996 19,535 2002 58,247
1997 24,156 2003 64,81 6
1998 30,219 2004 73,094

Determine the least.,squares equation. On ihe basis of this information, what are the esti-
mated sales for 2005 and 2006?
The following table lists the annual amounts of glass cullet produced by Kimble Glass
Works, Inc.

4.

5.

ScraP
Year Code (tons)

2002 1 2.0
2003 2 4.0
2004 3 3.0
2005 4 5.0
2006 5 6.0

6.
Determine the least squares trend equation. Estimate the amount of scrap for the year 2008.
The amounts spent in vending machines in the United States, in billions of dollars, for the
years 1999 through 2005 are given below. Determine the least squares trend equation,
and estimate vending sales for 2007.
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Vending Machine Sales
Year Code ($ billions)

1999 1 17 .5
2000 2 19.0
2001 3 21.0
2002 4 22.7
2003 5 24.5
2004 6 26.7
2005 7 27.3

fu&wrxXSmemrI

Iref?ffi5
The emphasis in the previous discussion was on a time series whose growth or
decline approximated a line. A linear trend equation is used to represent the time
series when it is believed that the data are increasing (or decreasing) by equal
amounts, on the average, from one period to another.

Data that increase (or decrease) by increasing amounts over a period of time
appear curvilinear when plotted on paper having an arithmetic scale. To put it
another way, data that increase (or decrease) by equal percents or proportions over
a period of time appear curvilinear on arithmetic paper. (See Chart '16-2.)

The trend equation for a time series that does approximate a curvilinear trend,
such as the one portrayed in chart 16-7, may be computed by using the logarithms
of the data and the least squares method. The general equation for the logarithmic
trend eouation is:

.-': ::iL-'; ,r: i log Y:  log a + log b( t ) "'.f.:,")
The logarithmic trend equation can be determined for the Gulf Shores lmooders

data in Chaft 16-7 using Excel. The first step is to enter the data, then find the log
base 10 of each year's impofts. Finally, use the regression procedure to find the least
squares equation. To put it another way, we take the log of each year's data, then use
the logs as the dependent variable and the coded year as the independent variable.

t o a k r s e . &

i -:r:-:-]i-:* J
I 1 Year saies Loo-sales
. 2  r g o r  f t q . z  i . o s q n
l-{-l rssz rrs.o. :.zeas:
I i-t losr- .soq.91. 3..4709
I 5 j 1994 324.2: 2.7195a

l_u I rsss' . i11.q:..a.C.9_3.ta,
Lf.j.. 1996 .10S:3]_..3_-O22O_2
I I I 1997 1638.3 3.21439

I n I rse! aa*.i i.gsrso
I i0 I 1999 3358.2 3.52611

lrtl iorjo +rer.a g.6213i
:.1?.: 2001 5388.5: 3.73147
I 13 I 2002 8027.41 3.90457
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The regression equat ion is Y:2.053805 + 0.153357t,  which is ihe log form.
We now have a trend equation in termp of percent of change. That is, the value
0.153357 is the percent of change in Y for each unit increase in t. This value is
similar to the geometric mean described in Chapter 3.

The log of b is 0."153357 and its antilog or inverse is 1.423498. lf we subtract
1 from this value, as we did in Chapter 3, the value 0.423498 indicates the geo-
metric mean annual rate of increase from 1991 to 2005. We conclude that imports
increased at a rate of 42.35 percent annually during the period.

We can also use the logarithmic trend equation to make estimates of future val-
ues. Suppose we want to estimate the imports in the year 2009. The first step is to
determine the code for the year 2009, which is 19. How did we get 19? The year
2005 has a code of 15 and the year 2009 is four years later, so 15 + 4: 19. The
log of imports for the year 2009 is

y: z.osseos + 0.153357t :2.059805 + 0.153357(19) :  4.967588

To find the estimated imports for the year 2009, we need the antilog of 4.967588.
It is 92,809. This is our estimate of the number of imports for 2009. Recall that the
data were in thousands of dollars, so the estimate is $92,809,000.

;Residuar - -- - r:i o.oejrii. o..o.ggrq
lTotat 14t 6 66553

$elf-ffie1liewr 1S*S Sales at Tomlin Manufacturino since 2002 are: )

Sales
Year ($ millions)

2002 213
2003 18.10
2004 39.80
2005 81.40
2006 112.00

(a) Determine the logarithmic trend equation for the sales data.
(b) Sales increased by what percent annually from 2002 to 2006?
t(c) What is the projected sales amount for 2OO7?
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rl

Sales
Year ($ millions;

2002 1.1
2003 1.5
2004 2.0
2005 2.4
2006 3.1

a. Determine the logarithmic trend equation.
b, By what percent did sales increase, on the average,
c. Estimate sales for the year 2009.
It appears that the imports of carbon black have been
annuallv.

during the period?

increasing by about 10 percent

a.
b.
c,

lmports lmports
of Carbon Black of Garbon Black

Year (thousands 0f tons) Year (thousands of tons)

92.0 2003 135.0
101 .0 2004 149"0
112.0 2005 163,0
124.0 2006 180.0

1 999
2000
2001
2002

Determine the logarithmic trend equation.
By what percent did imporls increase, on the average, during the period?
Estimate imports for the year 2009.

SemsmrxmX &fmr8mtimrx
We mentioned that seasonal variation is another of the components of a time series.
Business series, such as automobile sales, shipments of soft-drink bottles, and
residential construction, have periods of above-average and below-average activity
eacn vear.

In the area of production, one of the reasons for analyzing seasonal
fluctuations is to have a sufficient supply of raw materials on hand to
meet the varying seasonal demand. The glass container division of a
large glass company, for example, manufactures nonreturnable beer bot-
tles, iodine bottles, aspirin bottles, bottles for rubber cement, and so on.
The production scheduling department must know how many bottles to
produce and when to produce each kind. A run of too many bottles of
one kind may cause a serious storage problem. Production cannot be
based entirely on orders on hand, because many orders are telephoned
in for immediate shipment. Since the demand for many of the bottles
varies according to the season, a forecast a year or two in advance, by
month, is essential to good scheduling.

An analysis of seasonal fluctuations over a period of years can also
help in evaluating current sales. The typical sales of department stores
in the United States, excluding mail-order sales, are expressed as
indexes in Table 16-5. Each index represents the average sales for a
period of several years. The actual sales for some months were above
average (which is represented by an index over 100.0), and the sales
for other months were below average. The index of 126.8 for Decem-
ber indicates that, typically, sales for December are 26.8 percent above

Kxene 6ses
7. Sally's Software, Inc., is a rapidly growing supplier of computer software to the Sarasota

area. Sales for the last five years are given below.
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an average month; the index of 86.0 for July indicates that department store sales
for July are typically 14 percent below an average month.

TA,&|-E 't6*5 TJpical Seasonal Indexes for U.S. Department Store Sales,
Excluding Mail-Order Sales

January 87.0 July 86.0
February 83.2 August 99.7
March 100.5 September 101 .4
April 106.5 0ctober 105.8
May 101 .6 November 111.9
June 89.6 December 126.8

Suppose an enterprising store manager, in an effort to stimulate sales during
December, introduced a number of unique promotions, including bands of carolers
strollirig through the store singing holiday songs, large mechanical exhibits, and
clerks dressed in Santa Claus costumes. When the index of sales was computed
for that December, it was 150.0. Compared with the typical December sales of
126.8, it was concluded that the promotional program was a huge success.

Determining a Seasonal lndex
A typical set of monthly indexes consists of 12 indexes that are representative of
the data for a l2-month period. Logically, there are four typical seasonal indexes
for data repofted quarterly. Each index is a percent, with the average for the year
equal to 100.0; that is, each monthly index indicates the level of sales, production,
or another variable in relation to the annual average of 100.0. A typical index of 96.0
for January indicates that sales (or whatever the variable is) are usually 4 percent
below the average for the year. An index of 107.2 for October means that the variable
is typically 7.2 percenl above the annual average.

Several methods have been developed to measure the typical seasonal fluctu-
ation in a time series. The method most commonly used to compute the typical
seasonal pattern is called the ratio-to-moving-average method. lt eliminates the
trend, cyclical, and irregular componeqts from the original data (Y). In the following
discussion, f refers to trend, C to cyclical, S to seasonal, and / to irregular varia-
tion. The numbers that result are called the typical seasonal index

We will discuss in detail the steps followed in arriving at typical seasonal indexes
using the ratio-to-moving-average method. The data of interest might be monthly or
quarterly. To illustrate, we have chosen the quarterly sales of Toys lnternational. First,
we will show the steps needed to arrive at a set of typical quarterly indexes. Then
we use MegaStat Excel and MINITAB software to calculate the seasonal indexes.

Table '16-6 shows the quarterly sales for Toys International for the vears 2001
through 2006. The sales are reported in millions of dollars. Determine a quafterly
seasonal index using the ratio-to-moving-average method.

YASL* 1ffi Quarterly Sales of Toys International ($ millions)

Year

2001
2002
2003
2004
2005
2006

Winter Spring Summer Fall
.6.7 4.6 1 0.0 12.7
6.5 4.6 9.8 r 3.6
6.9 5.0 I0.4 14,1
7.0 5.5 10,8 15.0
7 .1 5.7 1 1 .1 14.5
8.0 6.2 11.4 14.9

619

0bjective: To determine
a set of "typical"
seasona[ indexes



620 Ghapter 16

Charl 16-8 depicts the quarterly sales for Toys International over the six-year period.
Notice the seasonal nature of the sales. For each year, the fourth-quarter sales are
the largest and the second-quader sales are the smallest. Also, there is a moderate
increase in the sales from one year to the next. To observe this feature, look only at
the six fourlh-quarler sales values. Over the six-year period, the sales in the fourth
quarter increased. lf you connect these points in your mind, you can visualize fourlh-
ouarler sales increasino for 2007.
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There are six steps to determining the quarterly seasonal indexes.

Step 1: For the following discussion, refer to Table 16-7. The first step is to de-
termine the four-quarler moving total for 2001 . Starling with the winter
quafter of 2001, we add $6.7, $4.6, $10.0, and $12.7. The total is $34.0
(million). The four-quarter total is "moved along" by adding the spring,
summer, and fall sales of 2001 to the winter sales of 20O2. The total is
$33.8 (million), found by 4.6 + 10.0 + 12.7 + 6.5. This procedure is
continued for the quarterly sales for each of the six years. Column 2 of
Table 16-7 shows all of the moving totals. Note that the moving total

TANSI-€ "*6*7 Computations Needed for the Specific Seasonal Indexes

0) e) (3) (4) (5)
Four-Quarter Centered

Sales Four-Quarter Moving Moving Specific
Year Quarter ($ millions) Total Average Average Seasonal

2001 Winter 6.7

Spring 4.6

Summer 10.0

Fall 12.7

2002 Winter 6.5

34.0 8.500

33.8 8.450

33.8 8.450

8.475 1 .180

8.450 1.503

8.425 0.772
(continued)

Clrart l6-B Quarterly Sales of Toys International 2001 to 2006

15,0

-E 10.0

5,0 J!\{il'{



Spring 4.6

Summer 9.8

Fal l  13.6

2003 Winter 6.9

Spring 5.0

Summer 10.4

Fall 14.1

2004 Winter 7.0

Spring 5.5

Summer 10.B

Fall 15.0

2005 Winter 7.1

Spring 5.7

Summer  .  11 .1

Fall 14.5

2006 Winter 8.0

(1) (2) (3) (4) (5)
Four-Ouarter Centered

Sales Four-Ouarter Moving Moving Specific
Year Ouarter ($ millionsl Total Average Average Seasonal

Spring 6.2

Summer 11 .4

Fall 14.9

33.6 8.400

34.5 8.625

34.9 8.725

35.3 8.825

35.9 8.975

36.4 9.100

36.5 9.125

37.0 9.250

37.4 9.350

38.3 9.575

38.4 9.600

38.6 9.650

38.9 9.725

38.4 9.600

39.3 9.825

39.8 9.950

40.1 10.025

40.5 10.1 25

8.513 0.540

8.675 1.130

8.775 1.550

8.900 0.775

9.038 0.553

9 .1  13  1 .141

9.188 1.535

9.300 0.753

9.463 0.581

9.588 1.126

9.625 1.558

9.688 0.733

9.663 0.590

9.713 1.143

9.BBB 1.466

9.888 0.801

10.075 0.615

Time Series and Forecasting 62r

34.0 is positioned between the spring and summer sales of 2001. The l
next moving total, 33.8, is positioned between sales for summer and fall l
2001 , and so on. Check the totals frequently to avoid arithmetic errors.

Step 2: Each quafterly moving total in column 2 is divided by 4 to give the four-
quader moving average. (See column 3.) All the moving averages are stil l I
positioned between the quarters. For example, the first moving average :
(8.500) is positioned between spring and summer 200'1.

Step 3: The moving averages are then centered. The first centered moving aver-
age is found by (8.500 + 8.450)/2 : 8.475 and centered opposite sum-
mer 2001. The second moving average is found by (8.450 + 8.450)/2 : :
8.450. The others are found similarlv. Note in column 4 that each centered l
moving average is positioned on a particular quarter.
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Step 5:

?A{3t!: "{S"&

Step 4: The specific seasonal index for each quarter is then computed by di-
viding the sales in column 1 by the centered moving average in column 4.
The specific seasonal index reports the ratio of the original time series
value to the moving average. To explain further, if the time series is repre-
sented by ISC/ and the moving average by TC, then, algebraically, if we
compute TSCI/TC, the result is the specified seasonal component S/.
The specific seasonal index for the summer quarter of 2001 is 1.180,
found by 10.0/8.475.
The specific seasonal indexes are organized in Table 16-8. This table will
help us locate the specific seasonals for the corresponding quarters. The
values 1 . '180, 1 .130, 1 .141, 1.126, and 1 .143 al l  represent est imates of the
typical seasonal index for the summer quarter. A reasonable method to
find a typical seasonal index is to average these values in order to elimi-
nate the irregular component. So we find the typical index for the summer
quar te r  by  (1 .180 +  1 .130 +  1 .141 +  1 .126 +  1 .143) /5 :1 .144.  We used
the arithmetic mean, but the median or a modified mean can also be useo.

Calculations Needed for Typical Quarterly Indexes

Year

2001
2002
2003
2004
2005
2006

Total
Mean
Adjusted
Index

Winter

0.772
0.775
0.753
0.733
0.801
3"834
0.767
0.765

76.5

Spring

0.540
0.553
0.581
0.590
0.615
2.879
0.576
0.575

57.5

Summer Fall

1  .180 1 .503
1 .130  1 .550
1.141 1.535
1.126 1.558
1 .143 1 .466

5.720 7.612
1.144 1.522
1 .141  1 .519

114.1 1 51 .9

4.009
4.000

Step 6: The four quarterly means (0.767,0.576, 1 .144, and 1.522) should theo-
retically total 4.00 because the average is set at 1.0. The total of the four
quarterly means may not exactly equal 4.00 due to rounding. In this prob-
lem the total of the means is 4.009. A correction factor is therefore ao-
plied to each of the four means to force them to total 4.00.

Correction factor :
4.00

Total of four means 116-3I

In this example,

Correction fu"to, : 
4'00
4369 

:  ' vv ru

The adjusted winter quarterly index is, therefore, .767(.9978) : .765. Each of the
means is adjusted downward so that the total of the four quarterly means is 4.00.
Usually indexes are reported as percentages, so each value in the last row of Table
16-8 has been multiplied by 100. So the index for the winter quarter is 76.5 and
for the fal l  i t  is 151.9. How are these values interoreted? Sales for the fal l  ouar-
ter are 51 .9 percent above the typical quarter, and for winter they are 23.5 below
the typical quarter (100.0 - 76.5). These findings should not surprise you. The period
prior to Christmas (the fall quafter) is when toy sales are brisk. After Christmas (the
winter quarter), sales of the toys decline drastically.
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As noted earlier software will pedorm the calculations and output the results. The
MegaStat Excel output is shown below. Use of software will greatly reduce the com-
putational time and the chance of an error in arithmetic, but you should understand
the steps in the process, as outlined earlier. There can be slight differences in the
answers, due to the number of digits carried in the calculations.

Calcutation of Seasonal Indexes

2001 BC 1.503
0.772 0.54C 30 1.550
0.775 0.553 41 t . c J c

0.753 0.581 26 1.558
0.733 0.590 A E 1.46e
0.801 0.615

mean: 0.767 0.576 1.144 1.522 4.009
adiusted: 0.765 0.575 1.141 1.519 4.000

Now we briefly summarize the reasoning underlying the preceding calculations.
The original data in column 1 of Table 16-7 contain trend (f), cyclical (Q, seasonal (S),
and irregular (/) components. The ultimate objective is to remove seasonal (Q from the
original sales valuation.

Columns 2 and 3 in Table 16-7 are concerned with deriving the centered mov-
ing average given in column 4. Basically, we "average out" the seasonal and irreg-
ular fluctuations from the original data in column 1. Thus, in column 4 we have only
trend and cyclical (IC).

Centered Moving Average and Deseasonalization
Centered
Moving Ratio to Seasonal Sales

t Year 0uarter Sales Averaqe CMA Indexes Deseasonalized
1
2

A

2001
2001
2001
2001

1
a

4

6.70
4.60

10.00
12.70

8.475
8.450

1 .180
r .503

0.765
0.575
1.141
1 .519

8.759
8.004
8.761
8.361

5 2002 I
6 2002 2
7 2002 3
B 2002 4

6.50
4.60
9.80

13.60

8.425
8 ,513
8.675
8.775

0.772
0.540
1 . 1 3 0
1.550

0.765
0.575
1.141
1 . 5 1 9

8.498
8.004
8.586
8.953

q

0
1
z

2003
2003
2003
2003

1

z

+

6.90
5.00

10.40
14 ,10

8.900
9.038
9 .1  13
9.188

0.775
0.553
1.141
1.535

0.765
0.575
1.141
1 .519

9.021
8.700
9.112
9.283

5
n

2004
2004
2004
2004

1

2

A

7.00
5.50

10.80
15.00

9.300
9.463
9.588
9.625

0.753
0.581
t . l z o

1,558

0.765
0.575
1.141
1 .519

Y .  I J I

9.570
9.462
9.875

t7 2005 1
18 2005 2
t9 2005 3
20 2005 4

7 .10
5.70

1 1 . 1 0
14,50

9.688
9.663
9.713
9.888

0,733
0.590
1 .143
t . 4 b b

0.765
0.575
1  .141
1 .519

9,282
9.918
9.725
9.546

21 2006 1
22 2006 2
23 2006 3
24 2006 4

8.00
6.20

11 .40
14.90

9.988
10.075

0.801
0.615

0.765
0.575
1.141
1 .519

10.459
10.788
o oeA
9.809
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Next, we divide the sales data in column 1 (ICS| by the centered four-quafter
moving average in column 4 (TC) Io arrive at the specific seasonals in column 5 (S/).
ln terms of letters, TCSI/TC: S/. We multiply S/ by 100.0 to express the typical
seasonal in index form.

Finally, we take the mean of all the winter typical indexes, all the spring indexes,
and so on. This averaging eliminates most of the irregular fluctuations from the specific
seasonals, and the resulting four indexes indicate the typical seasonal sales pattern.

Teton Village, Wyoming, near Grand Teton Park and Yellowstone Park, contains shops,
restaurants, and motels. The village has two peak seasons-winter, for skiing on the
10,000-foot slopes, and summer, for tourists visiting the parks. The number of visitors (in
thousands) by quader for five years follows.

Quarter

Spring

2002 1 r7"0 80.7 129.6 76.1
2003 118.6 82.5 121.4 77.0
2004 114.0 84.3 1 19.9 75.0
2005 120.7 79.6 130.7 69.6
2006 125.2 80.2 127.6 72.0

Fall

Develop the typical seasonal pattern for Teton Village using the ratio-to-moving-average
method.
Explain the typical index for the winter season.

ffixere $9,*s
9, Victor Anderson, the owner of Anderson Belts, Inc., is studying absenteeism among his

employees. His workforce is small, consisting of only five employees. For the last three
years he recorded the following number of employee absences, in days, for each quarter.

Se$&ffiev!*w '*{$*&

(a)

(b)

Determine a typical seasonal index for each of the four quarters.
Appliance Center sells a variety of electronic equipment and home appliances. For the
last four years the following quarterly sales (in $ millions) were reported.

Quarter
Year I ll lll lV

2 0 0 4 4 1 0 7 3
2 0 0 5 5 1 2 9 4
2006 6 16 12 4

Quarter

Year

2003
2004
2005
2006

I

5.3
4.B
4.3
5.6

4.1 6.8 6.7
3.8 5.6 6.8
3.8 5.7 6.0
4.6 6.4 5.9

Determine a typical seasonal index for each of the four quarters.

KSepq.msrynira.$$q$sxff $}ry€m
A set of typical indexes is very useful in adjusting a sales series, for example, for
seasonal fluctuations. The resulting sales series is called deseasonalized sales or
seasonally adjusted sales. The reason for deseasonalizing the sales series is to
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remove the seasonal fluctuations so that the trend and cycle can be studied. To
illustrate the procedure, the quarterly sales totals of Toys International from Table 16-6
are repeated in column 1 of Table 16-9.

TAffiLf 3$*S Actual and Deseasonalized Sales for Tovs International

Year

2001

2005

Quader

Winter
Spring
Summer
Fall
Winter
Spring
Summer
Fall
Winter
Spring
Summer
Fall
Winter
Spring
Summer
Fall
Winter
Spring
Summer
Fall
Winter
Spring
Summer
FaII

(1)

Sales

6.7
4.6

10 .0
12.7
6.5
4.6
9.8

t J . o

6.9
5.0

10 .4
14.1
7.0
5.5

10 .8
15 .0
7.1
5.7

1 1 . 1
14.5
8.0
6.2

11.4
14 .9

0.765
0.575
1.141
1 .519
0.765
0.575
1.141
1  .519
0.765
0.575
1 .141
1 . 5 1 9
0.765
0.575
1.141
1 .519
0.765
0.575
1.141
1  .519
0.765
0.575
1.141
'i .519

(21
Seasonal

lndex

(3)
Deseasonalized

Sales

8.76
8"00
8.76
8.36
8.50
8.00
8.59
8.95
9.02
8.70
9 .11
9.28
9 .15
9.57
9.47
9.87
9.28
9.91
9.73
9.55

10.46
10.79
9.99
9.81

To remove the effect of seasonal variation, the sales amount for each quarler
(which contains trend, cyclical, irregular, and seasonal effects) is divided by the sea-
sonal index for that quafter, that is, ISCIS. For example, the actual sales for the first
quarler of 2001 were $6.7 million. The seasonal index for the winter ouarter is 76.5
percent, using the MegaStat results on page 623. The index of 76.5 indicates that
sales for the first quarter are typically 23.5 percent below the average for a typical
quarter. By dividing the actual sales of $6.2 mitlion by 76.5 and multiplying the result
by 100, we find the deseasonalized sa/es value-that is, removed the seasonal effect
on sales-for the first quarter of 2001. lt is $8,758,170, found by ($6,ZOO,OO0/76.5)100.
We continue this process for the other quarters in column 3 of Table 16-9, with the
results repofted in millions of dollars. Because the seasonal component has been
removed (divided out) from the quarterly sales, the deseasonalized sales figure con-
tains only the trend (f), cyclical (C), and irregular (/) components. Scanning the desea-
sonalized sales in column 3 of Table 16-9, we see that the sales of toys showed a
moderate increase over the six-year period. Chart 16-9 shows both the actual sales
and the deseasonalized sales. lt is clear that removing the seasonal factor allows us
to focus on the overall long-term trend of sales. We will also be able to determine the
regression equation of the trend data and use it to forecast future sales.

Using Deseasonallzed Data to FCIrecast
The procedure for identifying trend and the seasonal adjustments can be combined
to yield seasonally adjusted forecasts. To identify the trend, we determine the least
squares trend equation on the deseasonalized historical data. Then we project this
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Chart 16- 9 Actual and Deseasonalized gales lor.TiinsrlnteryiAtional

10 13
.C6ded QuartErs

frffi,&3*T 1S*S Actual and Deseasonalized Sales for Toys International from 2001 to 2006

trend into future periods, and finally we adjust these trend values to account for the
seasonal factors. The following example will help to clarify.

626

t---ffi;
l+si le '
l-ts De!*r.

Toys International would like to forecast its sales for each quarter of 2007. Use the S
information in Table '16-9 to determine the forecast f

I
I

The deseasonalized data depicted in Chart 16-9 seems to follow a straight line. f
Hence it is reasonable to develop a linear trend equation based on these data. The I
deseasonalized trend eouation is: ;

i::*

? : a + b t  X
:t:!:::

wnere ;t;
i is tfre estimated trend value for Toys International sales for the period t i:r*
a is the intercept of the trend line at time 0. .
b is the slope of the line. *i,
t is the coded time period. 

,i:ii:
The winter quarler of 2001 is the first quarter, so it is coded 1, the spring quarter of :$
2001 is coded 2, and so on. The last quarter of 2006 is coded 24. These coded values K
are shown in the data section of the MINITAB output associated with Chart'16-9.

We use MINITAB to find the regression equation. The output follows. The out- *1
put includes a scatter diagram of the coded time periods and the deseasonalized ri$1
sales as well as the regression line. _:

The equation for the trend line is: j.
Y: a. tos + .08991f 

lK
The slope of the trend line is .08991. This shows that over the 24 quarters tne ::&

deseasonalized sales increased at a rate of 0.08991 ($ million) per quarter, or *
$89,910 per quarler. The value of 8.109 is the intercept of the trend line on the Y-axis ,lffl
(i.e., for f : 0). K

From 2001 td 2006



Statistics in Action

Forecasts are not al-

ways correct. The re-

ality is that a forecast

may iust be a best

guess as to what will

happen. What are

the reasons forecasts

are not correct? One

expert lists eight

common errors:

(l) Failure to

carefully examine the

assumptions, (2) Lim-

ited expertise,

(3) Lack of imagina-

tion, (4) Neglect of

constraints, (5) Exces-

sive optimism,

(6) Reliance on

mechanical extrapola-

tion, (7) Premature

closure, and

(B) Overspecification.
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The MINITAB system also outputs the coefficient of determination. This value,
called 82, is 78.6 percent. lt is shown in the upper right of the MINITAB output. We
can use this value as an indication of the fit of the data. Because this is nof sam-
ple information, technically we should not use F2 for judging a regression equation.
However, it will serve to quickly evaluate the fit of the deseasonalized sales data.
In this instance, because R2 is rather large, we conclude the deseasonalized sales
of Toys lnternational are effectively explained by a linear trend equation.

lf we assume that the past 24 periods are a good indicator of future sales, we
can use the trend equation to estimate future sales. For example, for the winter
quarter of 2OO7 the value of f is 25. Therefore, the estimated sales of that period is
10.35675, found by

y :  s . tOS +  .08991f  :8 .109 +  .0899 '1 (25)  :  10 .35675

The estimated deseasonalized sales for the winter quaner of 2007 are $10,356,750.
This is the sales forecast before we consider the effects of seasonality.

We use the same orocedure and an Excel soreadsheet to determine a forecast
for each of the four ouarters of 2007. A partial Excel outout follows.

Quarterly Forecast

for Toys lhternatioral 2007

Seasonalrquarter ly

lhdex Foracast

::ul,
:::::il
:::,t::1

:,::1i
rg;::ai

,,:ai:a:
t:!1[

]ri,
lt
i::i:

it::t!!
::lil
:it:::::

:::t
.r:i,:
:ti:titi
:a:a:,,
,:::
:::::1i
ri:::::
aiit
r::a:i:
tix:
t::,::::
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t:x
ta:t:g

]:ix
]1:g
ti::lr:
]i:t::
r:iiiiiii
rr:::a:l

.iit l
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:x,
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]:Xx:::::::::
rgx
,}gl
,!1
::!*
iri*

:::l:,::
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ix:
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Es'tlnnted

Sales

.,. Winter : 25:

:Spf iry l  i .  261
SlmmFl 27..
Fal l  :  2E

10.:5675 0.T65 7.S23
to.qasaa oirs 6.017
io.E:6s?:  i .14i  E.az2
10.62648 r 519 18]'42
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Now that we have the forecasts for the four quarlers of 2007, we can season-
ally adjust them. The index for a winter quarter is 0.765. So we can seasonally adjust r$
the forecast for the winter quarler of 2OO7 by 10.35675(0.765) :7.923. The esti- :X
mates for each of the four quarters of 2007 are in the right-hand column of the :,$
Excel output. Notice how the seasonal adjustments drastically increase the sales :]i3
estimates for the last two quarters of the year. 1*:

Westberg Electric Company sells electric motors to customers in the Jamestown, New
York, area. The monthly trend equation, based on five years of monthly data, is

v:  q .+ + o.s t

The seasonal factor for the month of January is '120, and it is 95 for February. Determine
the seasonally adjusted forecast for January and February of the sixth year.

11. The planning department of Padgei and Kure Shoes, the manufacturer of an exclusive
brand of women's shoes, developed the following trend equation, in mill ions of pairs,
based on five years of quarterly data.

i :  s .gO +  1 .75 t

The following table gives the seasonal factors for each quarter.

Quarter

| i l i l t  t v

Index 110.0 120.0 80.0 90.0

Determine the seasonally adjusted forecast for each of the four quarters of the sixth year.
Team Sports, Inc., sells sporting goods to high schools and colleges via a nationally dis-
tributed catalog. Management at Team Sports estimates it will sell 2,000 Wilson Model
42000 catcher's mitts next year. The deseasonalized sales are projected to be the same
for each of the four quarters next year. The seasonal factor for the second quarler is 145.
Determine the seasonally adjusted sales for the second quafter of next year.
Refer to Exercise 9, regarding the absences at Anderson Belts, Inc. Use the seasonal
indexes you computed to determine the deseasonalized absences. Determine the linear
trend equation based on the quarterly data for the three years. Forecast the seasonally
adjusted absences tor 2007.
Refer to Exercise 10, regarding sales at Appliance Center. Use the seasonal indexes you
computed to determine the deseasonalized sales. Determine the linear trend eouation
based on the quarterly data for the four years. Forecast the seasonally adjusted sales
'for 2007.

Y&xe ffi axrb$m-WWm€sslm Stmlt6s$t$c
Time series data or observations collected successively over a period of time pre-
sent a particular difficulty when you use regression. One of the assumptions tra-
ditionally used in regression is that the successive residuals are independent. This
means there is not a pattern to the residuals, the residuals are not highly corre-
lated, and there are not long runs of positive or negative residuals. In Chart 16-1 0
the residuals are scaled on the vertical axis and the Y values along the horizon-
tal axis. Notice there are "runs" of residuals above and below the 0 line. lf we

Scff-${eagisvls ';iS*$

12.

13.

14.
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&$'lJ{$tT $6*"${3 Correlated Residuals

computed the correlation between successive residuals, it is likely the correlation
would be strong.
This condition is called autocorrelation or serial correlation.

Jk$Y&60${FeXg-&?!$l$ Successive residuals are correlated.

Successive residuals are correlated in time series data because an event in one
time period often influences the event in the next period. To explain, the owner of a
furniture store decides to have a sale this month and spends a large amount of money
advertising the event. We would expect a correlation between sales and advertising
expense, but all the results of the increase in advertising are not experienced this
month. It is likely that some of the effect of the advertising carries over into next
month. Therefore, we expect correlation among the residuals.

The regression relationship in a time series is written

Y t : a + p , X r + e ,

where the subscript f is used in place of i to suggest the data were collected
over time.

lf the residuals are correlated, problems occur when we try to conduct tests of
hypotheses about the regr.ession coefficients. Also, a confidence interval or a pre-
diction interval, where the multiple standard error of estimate is used, may not yield
the correct results.

The autocorrelation, reported as 4 is the strength of the association among suc-
cessive residuals. The r has the same meaning as the coefficient of correlation. That
is, values close to -1.00 or 1.00 indicate a strong association, and values near 0
indicate no association. Instead of directly conducting a hypothesis test on 4 we
use the Durbin-Watson statistic.

The Durbin-Watson statistic, identified by the letter d, is computed by first deter-
mining the residuals for each observation. That is, e, : (Y, - Y). Next, we compute
d using the following relationship.

-" .- .  - ' -  . "  
;

)(e, 
- e,,t) '

n
\ /o.I2

(d=
E /n\'a; \v/
O a

a"' es ^ 0,,
o10

5 e s o
o

A - 116-41
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To determine the numerator of formula (1 6-4), we "lag" each of the residuals one
period and then square the difference between consecutive residuals. This may also
be called finding the differences. This accounts for summing the observations from
2, rather than from 1, up to n. In the denominator we square the residuals and sum
over all n observations.

The value of the Durbin-Watson statistic can range from 0 to 4. The value of d
is 2.00 when there is no autocorrelation among the residuals. When the value of d
gets close to 0, this indicates positive autocorrelation. Values beyond 2 indicate neg-
ative autocorrel'ation. Negative autocorrelation seldom exists in practice. To ocqur,
successive residuals would tend to be large, but would have opposite signs.

To conduct a test for autocorrelation, the null and alternate hypotheses are:

H^: No residual correlation (p : 0)
Hi: Positive residual correlation (p > 0)

Recall from the previous chapter that r refers to the sample correlation and that p is
the correlation coefficient in the population. The critical values for d are repofted in
Appendix B.10. To determine the critical value, we need cr (the significance level), n
(the sample size), and k (the number of independent variables). The decision rule
for the Durbin-Watson test is altered from what we are used to. As usual there is a
range of values where the null hypothesis is rejected and a range where it is not
relected. However, there is also a range of values where the test is inconclusive.' That is, in the inconclusive range the null hypothesis is neither rejected nor not
rejected. To state this more formally:

,, Values less than d, cause the rejection of the null hypothesis.
) Values greater then d, will result in the null hypothesis not being relected.

,,' Values of d between d, and 4 yielO inconclusive results.

The subscript / refers to the lower limit of d and the subscript u the upper limit.
How do we interpret the various decisions for the test for residual correlation?

lf the null hypothesis is not rejected, we conclude that autocorrelation is not present.
The residuals are not correlated, there is no autocorrelation present, and the
regression assumption has been met. There will not be any problem with the esti-
mated value of the standard error of estimate. lf the null hypothesis is relected, then
we conclude that autocorrelation is oresent.

The usual remedy for autocorrelation is to include another predictor variable that
captures time order. For example, we might use the square root of Y instead of Y This
transformation will result in a change in the distribution of the residuals. lf the result
falls in the inconclusive range, more sophisticated tests are needed, or conservatively,
we treat the conclusion as rejecting the null hypothesis.

An example will show the details of the Durbin-Watson test and how the results

. ::: l::"::* - -
Banner Rocker Company manufactures
and markets rocking chairs. The com-
pany developed a special rocker for
senior citizens, which it advertises exten-
sively on TV. Banner's market for the spe-
cial chair is the Carolinas, Florida, and
Arizona where there are many senior cit-
izens and retired people. The president of
Banner Rocker is studying the associa-
tion between his advertising expense (X)
and the number of rockers sold over the
last 20 months (Y). He collected the fol-

lowing data. He would like to create a model to forecast sales, based on the amount
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spent on adveftising, but is concerned that, because he gathered these data over
consecutive months, there might be problems with autocorrelation.

Month

1
Z

3
4
5
6
7
B
q

1 0

Sales (000)
Advertising
($ millions)

$5.5
5.5
5.3
5.5
5.4
5.3
5.5
E A

5.9
6.2

Month

1 l
1 2
1 3
1 4
t c

t o
1 a

l 8
l 9
20

Sales (000)
Advertising
($ millions)

I Jt)

147
159
160
147
147
152
160

1 6 9
t t 6

t / o

179
184
' l81

152
205
215
209

$6.3
5.9
6.1
6.2
6.2
6.5
6.7
6.9
6.5
6.4
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Determine the regression equation. ls advertising a good predictor of sales? lf the
owner were to increase the amount spent on advertising by $'1 ,000,000, how many
additional chairs can he expect to sell? lnvestigate the possibility of autocorrelation.

The first step is to determine the regression equation.

Regression Analysis:  Chairs (000) versus Advert is ing ($mi l r

' r " e  ' eg  ess  o r  equa t i on  i s
C h a i r s  ( 0 0 0 )  :  - 4 3 . 8  +  3 5 . 0  A d v e r t i s i n g r  ( $ m i 1 )

P red i c t o r  Coe f  SE  Coe f  T  P
C o n s t a n t  4 3  .  B 0  3 4 . 4 4  - L . 2 7  0  . 2 2 0
A d v e r t i s i n g  ( $ m i l )  3 5 . 9 5 0  5 . 7 4 6  5 . 2 5  0 . 0 0 0

S  -  L 2 . 3 4 7 4  R  S q  :  5 B . 5 %  R - S q ( a d j )  -  6 5 . 8 2

Ana l ys i s  o f  Va r i ance

Source DF SS MS F P
R e g r e s s i o n  1 -  5 9 6 7  . 7  5 9 5 1  . 7  3 9  . L 4  0 . 0 0 0
R e s i o u a _  E r r o r  . t 8  2 ' i  t  A  . a  1 5 2  .  5

The coefficient of determination is 68.5 percent. So we know there is a strong pos-
itive association between the variables. We conclude that, as we increase the
amount spent on advertising, we can expect to sell more chairs. Of course this is
what we had hoped.

How many more chairs can we expect to sell if we increase advertising by
$1,000,000? We must be careful with the units of the data. Sales are in thousands of
chairs and adveftising expense is in millions of dollars. The regression equation is:

v:  -qs.ao + 35.950x

This equation indicates that an increase of 1 in X will result in an increase of 35.95
in Y So an increase of $1,000,000 in advertising will increase sales by 35,950 chairs.
To put it another way, it will cost $27.82 in additional advertising expense per chair
sold, found by $1,000,000/35,950.

What about the potential problem with autocorrelation? Many software pack-
ages, such as MINITAB, will calculate the value of the Durbin-Watson test and output
the results. To understand the nature of the test and to see the details of formula
(16-4) we use an Excel spreadsheet.
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To investigate the possible autocorrelation we need to determine the residuals for
each observation. We find the fitted values, that is the Y, for each of the 20 months.
This information is shown in the fourth column, column D. Next we find the resid-
ual, which is the difference between the actual value and the fitted values. So for
the first month:

y:  -+e.so + 35.950x: -43.80 + 35.950(5.5) :  153.925

e t :  Y t  -  Y , : 1 5 3  *  1 5 3 . 9 2 5  :  - 0 . 9 2 5

The residual, reported in column E, is slightly different due to rounding in the soft-
ware. Notice in particular the string of five negative residuals in rows 9 through 13.
ln column F we lag the residuals one period. In column G we find the difference
between the current residual and the residual in the orevious and souare this dif-
ference. Using the values from the software:

(e, - e,,)' : (e, - ez_t)' : 12.0763 - (-0.9237\, : (3.0000)2 : 9.0000

The other values in column G are found the same wav. The values in column H are
the souares of those in column E.

(er)' : (-0.9237)2: 0.8531

To find the value of d we need the sums of columns G and H. These sums are
noted in yellow in the spreadsheet.

S / o  - a  \ 2
/ , \ v t  v f - ] ,

t : 2 2,338.5829
z?4426e5: 

u'6czz
\  / o \ 2

Now to answer the question as to whether there is significant autocorrelation. The
null and the alternate hypotheses are stated as follows.

No residual correlation
Positive residual correlation
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k 1

dt du dt

15 1 .08 1 .36 0.95 1 .54
16 1 .10 1 .37 0.98 1 .54
17  1 .13  1 .38  1 .02  1 .54
18  1 .16  1 .39  1 .05  1 .53
19  r . 1B  1 .40  1 .08  1 .53
20 1 .20 1 .41 1 .10 1"54
21 1 .22 1 .42 1 .13 1.54
22 1 .24 1 .43 1 .15 1.54
23  1 .26  1 .44  1 .17  1 .54
24  1 .27  1 .45  1 .19  1 .55
25 1.29 1.45 1.21 1.55
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The critical value of d is found in Appendix B.10, a portion of which is shown below.
There is one independent variable, so k - 1, the level of significance is 0.05, and
the sample size is 20. We move to the .05 table, the columns where k : 1, and the
row of 20. The reported values are d,: 1.20 and d,: 1.41. The null hypothesis is
rejected if d < 1.20 and not rejected if d > 1.41. No conclusion is reached if d is
between 1.20 and 1.41.
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Positive
autocorrelation Undetermined

NO
autocorrelation

d1

I
I
I

1.20

Fneject Ho lnconclusive -+- Accept Ho -

I
0.85 1 .41

Because the computed value of d is 0.8522, which is less than the d,, we reject
the null hypo)thesis and accept the alternate hypothesis. We conclude that the resid-
uals are autocorrelated. We have violated one of the regression assumptions. What
do we do? The presence of autocorrelation usually means that the regression model
has not been correctly specified. It is likely we need to add one or more indepen-
dent variables that have some time-ordered effects on the dependent variable. The
simplest independent variable to add is one that represents the time periods.

15. Recall Exercise 9 from Chapter 14 and the regression equation to predict job performance.
See page 543.
a- Plot the residuals in the order in which the data are oresented.
b, Test for autocorrelation at the .05 significance level.

16. Consider the data in Exercise 10 from Chapter 14 and the regression equation to pre-
dict commissions earned. See page 544.
a, Plot the residuals in the order in which the data are oresented.
b. Test for autocorrelation at the .01 significance level.

fli|:e*p*mn S*mmmny
A time series is a collection of data over a period of time.
A. The trend is the long-run direction of the time series.
B. The cyclical component is the fluctuation above and below the long-term trend line

over a longer period of t ime.
C. The seasonal variation is the pattern in a time series within a year. These patterns

tend to repeat themselves from year to year for most businesses.
D. The irregular variation is divided into two components.

1. The episodic variat ions are unpredictable, but they can usually be identi f ied. A
flood is an examole.

2. The residual variations are random in nalure.
A moving average is used to smooth the trend in a time series.
The linear trend equation is t : a + bt, where a is the Y-intercept, b is the slope of the
l ine, and f is the coded t ime.
A. The trend equation is determined using the least squares principle.

il.
u.
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B. lf the trend is not linear, but rather the increases tend to be a constant percent, the
Y values are conveded to logarithms, and a least squares equation is determined
using the logarithms.

lV. A seasonal factor can be estimated using the ratio-to-moving-average method.
r'. A. The six-step procedure yields a seasonal index for each period.

1. Seasonal factors are usually computed on a monthly or a quarterly basis.
2. The seasonal factor is used to adjust forecasts, taking into account the effects of

the season.
V. The Durbin-Watson statistic [1 6-4] is used to test for autocorrelation.

)(e, 
- e, ,) '

d : ' : "  ;  1 1 6 - 4 1
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17. Refer to the fol lowing diagram.

a. Estimate the linear trend equation for the production series by drawing a straight line
through the data.

b, What is the average annual decrease in production?
c. Based on the trend equation, what is the forecast for the vear 2010?

1986 1991 1996 2001 2006

18. Refer to the following diagram.
a, Estimate the linear trend equation for the personal income series.
b. What is the average annual increase in personal income?

1 990 1 995 2000 2005

19. The asset turnovers, excluding cash and shorl-term investments, for RNC Company from
1996 to 2006 are:

1996 1997 1998

1 . 1 1  1 . 2 8  1 . 1 7

1999 2000 2001

1  ,1  0  1  . 06  1 .14

2002 2003 2004 2005 2006

1 .24  r . 33  1 .38  1 .50  1 .65

a. Plot the data.
b. Determine the least squares trend equation.
c. Calculate the points on the trend line for '1999 and 2004, and plot the line on the graph.
d. Estimate the asset turnover for 201 1.
e. How much did the asset turnover increase per year, on the average, from .1996 to 2006?
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Year Sales Year Sales

2001 7.45 2004 7.94
2002 7.83 2005 7.76
2003 8.07 2006 7.90

a. Plot the data.
b. Determine the least squares trend equation.
c. Use the trend equation to calculate the points for 2003 and 2005. Plot them on the

graph and draw the regression line.
d. Estimate the net sales for 2009.
e. By how much have sales increased (or decreased) per year on the average during the

oeriod?
21. The number of employees, in thousands, of Keller Overhead Door, Inc., for the years 2001

to 2006 are:

Year Employees Year Employees

2001 45.6 2004 39.3
2002 42,2 2005 34.0
2003 41.1 2006 30.0

a. Plot the data.
b. Detbrmine the least squares trend equation.
c. Use the trend equation to calculate the points for 2003 and 2005. Plot them on the

graph and draw the regression line.
d. Estimate the number of employees in 2009.
e. By how much has the number of employees increased (or decreased) per year on the

average during the period?
22. Listed below is the selling price for a share of PepsiCo, Inc., at the close of each year.

Year Price Year Price Year Price
'1990 12.9135 1 995 27 .7538 2000 49.5625
1991 16.8250 1996 29.0581 2001 48.6800
1992 20.6125 1997 36.0155 2002 42.2200
1993 20.3024 1998 40.61 1 1 2003 46.6200
1994 18.3160 1999 35.0230 2004 52.2000

a. Plot the data.
b. Determine the least squares trend equation.
c. Calculate the points for the years 1995 and 2000.
d. Estimate the selling price in 2008. Does this seem like a reasonable estimate based

on the historical data?
e. By how much has the stock price increased or decreased (per year) on average dur-

ing the period?
23. lf plotted, the following sales series would appear curvilinear. This indicates that sales

are increasing at a somewhat constant annual rate (percent). To fit the sales, therefore,
a logarithmic equation should be used.

20. The sales, in billions of dollars, of Keller Overhead Door, Inc." for 2001 to 2006 are:

Sales Sales
Year ($ millions) Year ($ millions)

1996 8.0 2002 39.4
1997 10.4 2003 50.5
1998 13.5 2004 65,0
1999 17.6 2005 84.1
2000 22.8 2006 109.0
2001 29.3
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a. Determine ihe logarithmic equation.
b. Determine the coordinates of the points on the logarithmic straight line for 1995 and

2004.
c, By what percent did sales increase per year, on the average, during the period from

1996 to 2006?
.' d, Based on the equation, what are the estimated sales for 2007?

24. Reported below are the amounts spent on advertising ($ millions) by a large firm from
1996 to 2006.

Year Amount Year Amouni

1996 BB.1 2002 132.6
1997 94.7 2003 1 41 .9
1998 102.1 2004 1 50.9
1999 109.8 2005 157.9
2000 118.1 2006 162.6
2001 125.6

a. Determine the logarithmic trend equation.
b. Estimate the advertising expenses for 2009.
c. By what percent per year did advertising expense increase during the period?

25. Listed below is the selling price for a share of Oracle, lnc., stock at the close of the year.

Year Price Year Price Year Price

1990 0.1944 1995 3.1389 2000 29.0625
1991 0.3580 1996 4.6388 2001 13.8100
1992 0.7006 1997 3.7188 2002 10.8000
1993 1 .4197 1998 7 .1875 2003 13.2300
1994 2j790 1999 28.0156 2004 13.7200

2005 12.2100

a. Plot the data.
b. Determine the least squares trend equation. Use both the actual stock price and the

logarithm of the price. Which seems to yield a more accurate forecast?
c. Calculate the points for the years 1993 and 1998.
d. Estimate the sell ing price in 2007. Does this seem like a reasonable estimate based

on the historical data?
e, By how much has the stock price increased or decreased (per year) on average dur-

ing the period? Use your best answer from parl (b).
26. The production of Reliable Manufacturing Company tor 2002 and part of 2003 follows.

Month

January
February
March
April
May
June

2002
Production
(thousands)

6
7

1 2
6

4
3

2003
Production
(thousands)

7
I

1 4
I
5
4

Month

July
August
Sepiember
0ctober
November
December

2002
Production
(thousands)

3
F

1 4
6
7
6

2003
Production
(thousands)

4

a. Using the ratio-to-moving-average method, determine the specific seasonals for July,
August, and September 2002.

b. Assume ihat the specific seasonal indexes in the following table are correct. Insed
in the table the specific seasonals you computed in part (a) for July, August, and
September 2002, and deiermine the'12 typical seasonal indexes.
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c. Interpret the typical seasonal index.
27. The sales of Andre's Boutique 'for 2002 and pad of 2003 are:

a. Using the ratio-to-moving-average method, determine the specific seasonals for July,
August, September, and October 2002.

b. Assume that the specific seasonals in the following table are correct. Insert in the table
the specific seasonals you computed in part (a) for July, August, September, and
October 2002, and determine the 12 typical seasonal indexes.

Year Jan, Feb. Mar. Apr.

2002

May June July Aug. Sept. Oct. Nov. Dec.

? ? ? ? 123.6 150.9
2003 83.9 77 .6 86.1 118.7 99.7 92.0 87.0 91 .4 97.3 105.4 124.9 140.1
2004 86.7 72.9 86.2 121.3 96.6 92.0 85.5 93.6 98.2 103.2 126.1 141.7
2005 85.6 65.8 89.2 125.6 99.6 94.4 88.9 90.2 100.2 102.7 121.6 139.6
2006 77.3 81.2 85.8 115.7 100.3 89.7

c. Interpret the typical seasonal index.
The quarterly production of pine lumber, in millions of board feet, by Northwest Lumber
since 2002 is:

28.

0uarter

Year Winter Spring Summer Fall

2002 7.8 10.2 14.7 9.3
2003 6.9 11.6 17.5 9.3
2004 8.9 9.7 15.3 10.1
2005 10.7 12.4 16.8 10.7
2006 9.2 13.6 17 .1 10.3

a. Determine the typical seasonal pattern for the production data using the ratio-to-
moving-average method.

b. Interpret the pattern.
c. Deseasonalize the data and determine the linear trend equation.
d. Project the seasonally adjusted production for the four quaders of 2007.

29. Work Gloves Corp. is reviewing its quarterly sales of Toughie, the most durable glove it
produces. The numbers of pairs produced (in thousands) by quarter are:

Year Jan. Feb. Mar. Apr. May June July Aug. Sept. 0ct, Nov. Dec.

2002 ? ? ? 92.1 106.5 92.9
2003 BB.9 102.9 178.9 118.2 60.1 43.1 44.0 74.0 200.9 90.0 101.9 90.9
2004 87.6 103.7 170.2 125.9 59.4 48.6 44.2 77.2'196.5 89.6 113.2 80.6
2005 79.8 105.6 165.8 124.7 62.1 41.7 48.2 72.1 203.6 80.2 103.0 94.2
2006 89.0 112.1 182.9 1 15.1 57.6 56.9

2002 Sales 2003 Sales 2002 Sales 2003 Sates
Month (thousands) (thousands) Month (thousands) (thousands)

January 78 65 July 81 65
February 72 60 August 85 61
March B0 72 September 90 75
April 110 97 0ctober 98
May 92 86 November 1 15
June 86 72 December 130
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a. Using the ratio-to-moving-average method, determine the four typical quarterly indexes.
b. Interpret the typical seasonal pattern.

30. Sales of roof material, by quarter, since 2000 by Carolina Home Construction, Inc., are
shown below fin $000).

Quarter

Year Jan.-Mar. Apr.-June July-Sept. Oct.-Dec,
IV

1999 142 312 488 208
2000 146 318 512 212
2001 160 330 602 187
2002 158 338 572 176
2003 162 380 563 200
2004 162 362 587 205

Quarter

Year I ll lll lV

2000 210 180 60 246
2001 214 216 82 230
2002 246 228 91 280
2003 258 250 113 298
2004 279 267 116 304
2005 302 290 114 310
2006 321 251 120 320

31 .

a, Determine the typical seasonal patterns for sales using the ratio-to-moving-average
method.

b, Deseasonalize the data and determine the trend eouation.
c. Project the sales tor 2007, and then seasonally adjust each quarter.
Blueberry Farms Golf and Fish Club of Hi l ton Head, South Carol ina, wants to f ind
monthly seasonal indexes for package play, nonpackage play, and total play. The pack-
age play refers to golfers who visit the area as part of a golf package. Typically the greens
fees, carl fees, lodging, maid service, and meals are included as part of a golfing pack-
age. The course earns a certain percentage of this total. The nonpackage play includes
play by local residents and visitors to the area who wish to play golf. The following data,
beginning with July 2002, reporl the package and nonpackage play by month, as well
as the total amount, in thousands of dollars.

Year Month Package Local Total

2002 July $ 18.36 $43.44 $ 61.80
August 28.62 56.76 85"38
September 101 .34 34.44 135"78
0ctober 182.70 38.40 221.10
November 54.72 44.88 99.60
December 36,36 12.24 48.60

2003 January 25.20 9.36 34.56
February 67.50 25.80 93.30
March 179.37 34.44 213.81
April 267.66 34.32 301.98
May 179.73 40.80 220.53
June 63.18 40.80 103.98
July 16.20 77 .88 94.08

(continued)
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2004

Year

2005

Package

23.04
102.33
224.37
65.16
22.14
30.60
63.54

t o /  . o /

299.97
I73.61
64.98
25.56
31  .14
81.09

z  I  J . o o

96.30
16.20
26.46
72.27

t J  t . o /

293.40
158.94
79.38

Local

76.20
42.96
51.36
25.56
15.96
9.48

30.96
47.64
59.40
40.56
63.96
67.20
52.20
37.44
62.52
35.04
33.24
t c . vo

35.28
46.44
67.56
59.40
60.60

Total

99.24
145.29
275.73
90.72
38.10
40.08
94.50

215.31
359.37
214.17
128.94
92.76
83.34

1 18.53
276.18
131 .34
49.44
42.42

107.55
178.11
360.96
218.34
139.98

Month

August
September
0ctober
November
December

t, January
February
March
April
May
June
July
August
September
0ctober
November
December
January
February
March
April
May
JUne

Using statistical software:
a. Develop a seasonal index for each month for the package sales. What do you note

about the various months?
b, Develop a seasonal index for each month for the nonpackage sales. What do you

note about the various months?
c. Develoo a seasonal index for each month for the total sales. What do vou note about

the various months?
d, Compare the indexes for package sales, nonpackage sales, and total sales. Are the

busiest months the same?
32. The following is the number of retirees receiving benefits from the State Teachers Retire-

ment System of Ohio from 1991 until 2004.

Year Service Year Service Year Service

1991 58,436 1996 70,448 2001 83,918
1992 59,994 1997 72,601 2002 86,666
1993 61 ,515 1998 75,482 2003 89,257
1994 63,182 1999 78,341 2004 92,574
1 995 67,989 2000 81,1 1 1

a. Plot the data.
b, Determine the least squares trend equation. Use a linear equation.
c. Calculate the points for the years 1993 and 1998.
d. Estimate the number of retirees that will be receiving benefits in 2006. Does this seem

like a reasonable estimate based on the historical data?
e, By how much has the number of retirees increased or decreased (per year) on average

during the period?
33. Ray And-erson, owner of Anderson Ski Lodge in upstate New York, is interested in fore-

casting the number of visitors for the upcoming year. The following data are available, by
quarter, since 2000. Develop a seasonal index for each quarter. How many visitors would
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you expect for each quarter o'f 2007, if Ray projects that there will be a 10 percent increase
from the total number of visitors in 2006? Determine the trend equation, project the number
of visitors for 2007, and seasonally adjust the forecast. Which forecast would you choose?

Year

2000

Quarter

l l
ill
IV
I
l l
ilt
IV

I I
ill
IV

t l
ill
IV

Visitors

B6
62
28
94

106
82
4B

114
140
120
82

154
t o z

140
100
174

Year

2004

Quarter

t l
ill
IV

t l
ill
IV

t l
ill
IV

Visitors

lBB
172
128
198
208
202
154
220
246
240
190
252

2001 2005

2002 2006

2003

34. The enrollment in the College of Business at Midwestern University by quarler since
2001 is:

Quarter

Year Winter Spring Summer Fall

2001 2,033 1,871 714 2,318
2002 2,174 2,069 840 2,413
2003 2,370 2,254 927 2,704
2004 2,625 2,478 1,136 3,001
2005 2,803 2,668

Using the ratio-to-moving-average method:
a. Determine the four quafterly indexes.
b. Interpret the quaderly pattern of enrollment. Does the seasonal variation surprise you?
c. Compute the trend equation, and forecast the 2006 enrollment by quarter.
The Jamie Farr Kroger Classic is an LPGA (women's professional golf) tournament played in
Toledo, Ohio, each year. Listed below are the total purse and the prize for the winner for the
19 years from 1987 through 2005. Develop a trend equation for both variables. Which vari-
able is increasing at a faster rate? Projeci both the amount of the purse and the prize for
the winner in 2007. Find the ratio of the winner's prize to the total purse. What do you find?
Which variable can we estimate more accuratelv. the size of the ourse or the winner's orize?

35.

Year

1 987
1 9BB
1 989
1 990
I 991
1992
1 993
1 994
1 995
1 996

Purse

$225p00
275,000
275,000
325,000
350,000
400,000
450,000
500,000
500,000
575,000

Prize

$33,750
41,250
41,250
48,750
52,500
60,000
67,500
75,000
75,000
86,250

Year

1 997
1 998
1 999
2000
2001
2002
2003
2004
2005

Purse Prize

$ 700,000 $105,000
800,000 120,000
800,000 120,000

1,000,000 150,000
1 ,000,000 150,000
1,000,000 150,000
1 ,000,000 150,000
1 ,200,000 180,000
'1,200,000 180,000
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Go to the Bureau of Labor Statistics website, and click on the Consumer
Price Index option, select Consumer Price Index-All Urban Gonsumers (Current
Series), select U.S. All items, 1982-84 = 100 and click Retrieve data at the bottom.
Ask for the yearly output for the last 10 to 20 years. Develop a regression equation for
the annual Consumer Price Index for the selected period. Use both the linear and the
log approach. Which do you think is best?
Develop a trend line for a large or well-known company, such as GM, General Electric,
or Microsoft, for the last 10 years. You could go to the company website. Most compa-
nies have a section called "Financial Information" or similar. Go to that location and look
for sales over the last '10 years. l f  you do not know the website of the company, go to
the financial section of Yahoo or USA Today, where there is a location for "symbol
lookup." Type in the company name, which should then give you the symbol. Look up
the company via the symbol, and you should f ind the information. The symbol for GM is
just GM, the symbol for General Electric is GE. Comment on the trend line of the com-
pany you selected over the period. ls the trend increasing or decreasing? Does the trend
fol low a l inear or log equation?
Select one of the major economic indicators, such as the Dow Jones Industrial Average,
Nasdaq, or the S&P 500. Develop a trend line for the index over the last 10 years by
using the value of the index at the end of the year, or for the last 30 days by selecting
the closino value of the index for the last 30 davs. You can locate this information in
many places. For example, go to , click on Nasdaq on the left
hand, select Historical Pricesn and a period of time, perhaps the last 30 days, and you
will find the information. You should be able to download it directly to Excel to create
your trend equation. Comment on the trend line you created. ls it increasing or decreas-
ing? Does the trend l ine fol low a l inear or log equation?

37.

38.

Smfnuarmre esfinry?mffi els
1. The MegaStat bommands for creating the seasonal

indexes on page 623 are'.
a. Enter the coded time oeriod and the value of the

time series in two columns. You may also want
to include information on the years and quarters.

b. Select MegaStat, Time Series/Forecastingn and
Deseasonalization, and hit Enter.

c. Input the range of the data, indicate the data are
in the first quarter, and click OK.
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Year Y logY t

2002 213 0.3284 1
2003 18.1 0 1.2577 2
2004 39.80 1.5999 3
2005 81.40 1.9106 4
2006 1 12.00 2.0492 5

12
-
9 9

=
o v

-
3 ?
c=
z.

O L
2000

16-!2

t o

= 1 2

. 9 R

5

L 4
L

n
I 999 2000 2001 2002 2003 2004

1 2 3 4 5 6
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16-1
Three-Year Three-Year

Production Moving Moving
Year (thousands) Total Average

2000
2001
2002
2003
2004
2005

b

E

;
I J

1 2
1 8

4

4
6

10

2001 20022003 20042005

a.

A = l

I= 4.5833

2005 2006 Years
7 8 Codes

b.  y :  a + bt  :3 .3928 + 1.1905f  ( in  thousands)
c. For 1999:

v :3 .3928  +  1 .1905 (1 )  : 4 .5833

for 2005:

v:  s .gsze + 1.1905(7)  :11.726s

d. For 2009, f : 1 1, so

v :  s . ssze  +  1 .1905 (11 ) :16 .4S83

or 16,488 king-size rockers.

16-3 a.

b : 0.40945

a : 0.20081

b. About 156.7 percent. The antilog of 0.40945 is
2.567. Subtracting 1 yields 1.567.

c. About 454.5, found Oy f - O.ZOOA1 +
.40945(6) : 2.65751. The aniilog of 2'65751 is
A E . A  E

164 a. The following values are from a software
package. Due to rounding, your figures might
be slightly different.

Winter Spring Summer Fall

Mean 1 19.35 81 .66 125.31 74.24
Typical
seasonal 1 19.18 B1 .55 125j3 74j3

The correction facior is 0.9986.
b. Total sales at Teton Village for the winter season

are typically 19.18 percent above the annual
average.

1 6-5 The forecast value for January of the sixth vear is
34.9, found by

'? - q.q -r 0.5(61) : 34.e

Seasonally adjusting the forecast, 34.9(120\/100 :
41.88. For February Y : 4.4 + 0.5(62) : 35.4.
Then (35.4)95/00 : 33.63.
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Chapter 15 presents index numbers. An index number describes the relative change in value from one
period, called the base period, to another called the given period. lt is actually a percent, but the
percent sign is usually omitted. Indexes are used to compare the change in unlike series over time.
For example a company might wish to compare the change in sales with the change in the num-
ber of sales representatives employed over the same period of time. A direct comparison is not
meaningful because the units for one set of data are dollars and the other people. Index numbers
also facilitate the comparison of very large values, where the amount of change in the actual val-
ues is very large and therefore difficult to interpret.

There are two types of price indexes. ln an unweighted price index the quantities are not con-
sidered. To form an unweighted index we divide the base period value into the current period (also
called the given period) and report the percent change. So if sales were $12,000,000 in 2000 and
$18,600,000 in 2006 the simple unweighted price index for 2006 is:

,  -  P,  /1  nn\  -  $18,600'000 / .^^ \  iEE  ̂

We conclude there is a 55 percent increase in the sales during the six-year period.
ln a weighted price index quantities are considered. The most widely used weighted index is

the Laspeyres'Price Index. lt uses the base period quantities as weights to compare changes in
prices. lt is computed by multiplying the base period quantities by the base period price for each
product considered and summing the result. This result is the denominator of the fraction. The
numerator of the fraction is the product of the base period quantities and the current price. For
example, an appliance store sold 50 computes at $1 ,000 and 200 DVDs at $150 each in year 2000.
In 2006 the same store sold 60 computers at $1 ,200 and 230 DVDs at $175. The Laspeyres' Price
Index is:

e -  lp 'qo (100) :  1 l '1 :9 '  :9  |  911: ' 'oo (100)  :  $e5 '000 (100)  -  118.75'  
)pogo ' ' " " '  $1.000 x 50 + $150 x 2OO' ' " " '  $80,000'

Notice the samd base period quantities are used as weights in both the numerator and the denom-
inator. The index indicates there has been an .18.75 percent increase in the value of sales during the
six-year period.

The most widely used and reported index is the Consumer Price lndex (CPl). The CPI is a
Laspeyres type index. lt is reported monthly by the U.S. Department of Labor and is often used to
report the rate of inflation in the prices of goods and services in the United States. The curreni base
oeriod is 1982-84.'

ln Chapter 16 we studied time series and forecasting. Atime sen'es is a collection of data over
a period of time. The earnings per share of General Electric common stock over the last ten years
is an example of a time series. There are four components to a time series: the trend, cyclic effects,
seasonal effects, and irregular effects.

Trend is ihe long run direction of the time series. lt can be either increasing or decreasing.
The cyclical component is the fluctuation above and below the trend line over a period of sev-

eral years. Economic cycles are examples of the cyclical component. Most businesses shift between
relative expansion and reduction periods over a cycle of several years.

Seasona/ variation is the recurring pattern of the time series within a year. The consumption of
many products and services is seasonal. Beach homes along the Gulf Coast are seldom rented dur-
ing the winter and ski lodges in Wyoming are not used in the summer months. Hence we say the
rental of beach front properties and ski lodges are seasonal.

The irregular component includes any unpredictable events. In other words, the irregular com-
ponent includes events that cannot be forecast. There are two types of irregular components.
Episodic variaiions are unpredictable, bui can usually be identified. A flood is an example. The resid-
ual variation is random in nature and not predicted or identified.

The linear trend for a time series is given by the equation I : a + bt, where f is the esti-
mated trend value, a is the intercept with the Y axis, b is the slope of the trend line (the rate of
change), and f rdfers to the coded values for the time periods. We use the least squares method
described in Chaoier 13 to determine the trend line. Autocorrelation is often a problem when
using the trend equation. Autocorrelation means that successive values of the time series are
correlated.
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$hapter 15
Gonsumer Price lndex An index reporled monthly by
the U.S. Department of Labor. lt describes the change in a
market basket of goods and services from the base period
of 1982-84 to the present.
Simple index The value in the given period divided by
the value in the base period. The result is usually mult ipl ied
by 100 and reported as a percent.
Weighted index The prices in the base period and the
given period are multiplied by quantities (weights)"

CIhapten 16
Cyclical variation The rise and fall of a time series over
periods longer than one year.

Episodic variation lt is variation that is random in na-
ture, but a cause can be identified.
lrregular variation Variation in a times series that rs ran,
dom in nature and does not regularly repeat itself.
Residual variation lt is variation that is random in narure
and cannot be identified or oredicted.
Seasonal variation Patterns of change in a time series
within a year. These patterns of change repeat themselves
eacn year.
Secular trend The smoothed long-term direction of a
time series.

€xere ises

Fart l-Multiple Shoice
1. An index number is

a. Actually a percent but the percent sign is usually omitted.
b. Useful for comparing data with different units.
c. Useful for evaluating the change in very large numbers.
d. All of the above.

2. The sales at Labate Sporting Goods in 2000 were $400,000. In 2006 the sales increased to
$450,000.
a. The index for 2006 is 112.5.
b. There has been a '12.5 percent increase in sales during the 6-year period.
c. The index is unweighted.
d. All of the above are correct.

3' Which of the following weighted indexes uses current period or given period quantities to form
the denominator of the index?
a. Laspeyres' Price Index
b. Paasche's Price Index
c. Fisher's ldeal lndex
d. None of the above.

4. A malor disadvantage of the Laspeyres' Price index is
a. lt does not reflect changes in buying habits over time.
b. It is too sensitive to small changes during early periods.
c. lt requires the denominator to be recalculated each period.
d. None of the above.

5. Which of the following are correct statements about the Consumer Price Index?
a. lt is reported monthly by the Bureau of Labor Statistics.
b. lt is often used to reporl the rate of inflation in the United Stares.
c. The current base period of the index is 1982-84.
d. All of the above.

6. The smoothed long-term direction of a time series is called the
a. Cyclical variation.
b, Seasonal variation.
c. Trend.
d. lrregular variation.

7. The rise and fall of a time series over periods longer than one year is called the
a. Cyclical variation.
b. Seasonal variation.
c. Trend.
d, lrregular variat ion.

8' Which of the following are correct statements about the seasonal component of a time series?
a. lt refers to changing patterns within a year.
b. One of i ts components is the episodic variat ion.
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c. lt is always greater than 100 percent.
d. All of the above are correct.

9. The linear trend for the number of vehicles sold per year at Trythall Motor Sports, Inc. is given
by the equation y : gO + 125t. The base period, that is year i, is 2000. Which of the foliowing
statements is correct?
a. The estimated sales for 2008 are 1030.
b. Sales are increasing at a rate of 125 per year.
c. The estimated sales for 1999 would be 30.
d, All of the above are correct.

1 0, lf the rate of change from one period to the next is a constant percenf
A linear tend equation is used.
A log transformation is used.
The slope of the trend line will be negative.
The episodic variation wil l always be less than 1.00.

Fart l!*Prohlems
1 1. Listed below is the consolidated revenue (in $ billions) for the General Electric for the oeriod

from 2001 to 2005.

Gonsolidated
Year Revenues ($ billions)

2001 108
2002 114
2003 113
2004 134
2005 150

a. Determine the index for 2005, using 2001 as the base period.
b. Use the period 2001 to 2003 as the base period and find the index for 2005.
c. With 2001 as the base year, use the least squares method to find the trend equation. What is

the estimated consolidated revenue tor 2008? What is ihe rate of increase per year?
The table below shows the unemployment rate and the available workforce for three counties in
northwest Pennsvlvania for the vears 2O02 and 2005.

2002 2005

County

Erie
Warren
McKean

Labor
Force

141 ,500
22,700
22,200

Unemployed
o/o

Labor
Force

I41 ,800
21,300
21,900

Unemployed
%

5.6
5.3
5.7

6.7
5.8
6.0

a. Find the overall unemployment rate for this region of nofthwest Pennsylvania for 2OO2?
b. Use the data for this region of nofthwest Pennsylvania to create an unweighted index of

percent unemployed for the year 2002.
c. Use the data for this region of northwest Pennsylvania to create a weighted unemployment

index using the Laspeyres method. Use the year 2OO2 as the base period.
Based on five years of monthly data (the period from January 2001 to December 2005) the trend
equation for a small company is Y : 3.5 + 0.7t. The seasonal index for January is 120 and for
June it is 90. What is the seasonally adjusted sales forecast for January 2006 and June 2006?
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a.
b.
c.
d .

12.

13.


