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This first chapter is intended to present an overview of the topics covered in the eighth edition of

Understanding Automotive Electronics. The primary goal here is to explain the organization of the

topics covered and to identify the chapter in which each of the subjects, including electronic systems,

subsystems, and individual components, and their associated technically detailed theory are presented.

For certain readers, there are some subjects that are redundant to their backgrounds. Therefore, it is one

of the goals of this chapter to provide the book content in such a way as to permit each reader to select

those chapters of individual interest and to be aware that much of the basic theory is presented in the

appendices.

The first six editions of this book were written at a qualitative level in which automotive electronics

was explained with minimal mathematics. However, beginning with the seventh edition, this book es-

sentially was written from an engineering perspective that requires analytic models for automotive

components and/or subsystems. This edition is an extension of the seventh edition. Topics have been

updated with respect to automotive electronic technology, a field that has been evolving rapidly over

the past few years. Although this is a major shift in perspective, qualitative discussions of the various

topics are included for readers without the requisite mathematical background.
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Copyright # 2017 Elsevier Inc. All rights reserved.
1

http://dx.doi.org/10.1016/B978-0-12-810434-7.00001-6


The seventh edition begins with two chapters that provide a review of the basics of system theory,

with the first chapter devoted to continuous time and the second to discrete-time system theory. The

discrete-time system theory is applicable to digital electronics that is widely used in present-day au-

tomotive electronics. Reader feedback indicated that only a subset of readers find the review of system

theory necessary to follow the detailed analysis of modern automotive electronic subsystems/compo-

nents. Therefore, the review of system theory found in Chapter 1 and Chapter 2 in the seventh edition

have been moved to Appendices A and B in this edition, where they are available to any reader for

whom this material is helpful. Whenever a topic involves modeling or analysis based on system theory,

reference is made to the appropriate section of the relevant appendix. In addition to some reorganiza-

tion of the material from the seventh edition, new material has been added to technically update the

eighth edition.

CHAPTER 2
Chapter 2 deals with semiconductor-based electronic components. It begins with a discussion of the

fundamentals of current flow in these materials and is followed by an explanation of the fundamental

active components (e.g., diodes, bipolar transistors, and field-effect transistors (FETs)). The chapter

includes a qualitative description of the operation of all active devices and the presentation of an

analytic model for each device. Specific examples of circuit applications also are presented, including

an exemplary circuit diagram and an analysis of circuit operation. A qualitative discussion of active

element operation in each circuit example also is presented. This is followed by a discussion of circuits

formed from numerous active electronic components (e.g., transistors) that function together to achieve

a specific circuit operation. These groupings of components not only are commercially available as

integrated circuits, but also form subsections of larger integrated circuits that include microprocessors

and other important building blocks in modern automotive electronics.

It is assumed that engineering readers are familiar with the three ordinary circuit components that

frequently are part of a larger circuit employing electronic (primarily solid-state) devices. These com-

ponents include resistors, capacitors, and inductors. Readers who are familiar with these components

can skip the next section, which develops simple models for these components.

RESISTOR
A resistor is a two-terminal circuit component having a linearly proportional relationship between

the voltage v between the terminals and the current i passing through the resistor. Fig. 1.1 gives the

circuit symbol for an idealized resistor.

For an ordinary resistor, the voltage/current model is given by

v¼ Ri

where R¼ resistance of the resistor

The two parameters that are key in selecting a resistor for a circuit application are its resistance R
and its maximum power rating.
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CAPACITOR
A capacitor is a two-terminal circuit component that consists of a pair of conducting electrodes (each

one connected to one of the two terminal wire leads) that are separated by an electrically insulating

material. Fig. 1.2 depicts a simple representative configuration of a capacitor and its circuit symbol.

Whenever a capacitor is incorporated in a circuit, any current i(t) flowing through it accumulates an

electric charge Q on the electrodes positive on one and negative on the other as depicted in

Q tð Þ¼ 1

C

ðt
o
i τð Þdτ

The voltage between the two terminals v is related to the charge Q for a linear capacitor by the

following

Q¼Cv

where C¼capacitance of the capacitor.

A related circuit model for the voltage and current can be found by differentiating the voltage

charge equation with respect to time:

i¼C
dv

dt

This model will be used throughout the book for any linear capacitor that is part of an electronic circuit.

v

Circuit symbol

Ri

FIG. 1.1 Resister circuit symbol and model.

Conducting
electrodes

Insulator

i

v
v

i

C

Circuit symbolSimplified
configuration
illustration

−Q

+Q

FIG. 1.2 Simplified capacitor configuration and circuit symbol.
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INDUCTOR
An inductor is a two-terminal circuit component that is normally formed by a coil of wire wrapped

around a magnetic material the nature of which is explained in Chapter 5 in association with the par-

ticular inductor being discussed. An example physical configuration of one type of inductor and its

circuit symbol are depicted in Fig. 1.3.

In this example, the magnetic material is in the form of a closed-loop type structure that provides a

path for a magnetic field �H that is proportional to the current i. The motivation for having a closed-loop

path is explained in Chapter 5 with respect to magnetic field theory in the discussion of certain vehic-

ular electric components. The influence of magnetic field on the circuit properties is explained for

many of the inductors described in the book. The circuit model for a linear inductor is given by

v¼ L
di

dt

where L¼ inductance of the inductor. This model is used in this book multiple times in modeling elec-

tronic circuits that incorporate an inductor.

It is important to point out that the example circuits presented in the book are not those found in any

production vehicle. The specific circuits employed in automotive electronic systems are very often

proprietary to the OEM. To avoid any violation of OEM intellectual property, the exemplary circuits

are taken from the public domain or are created to explain the operation of an automotive electronic

system from design experience and other knowledge sources. Moreover, the detailed circuits employed

in automotive electronic systems vary among the multiple automotive OEMs. Typically, the example

circuits are a highly simplified version of a circuit that could potentially be found in an existing

Magnetic
material

Coil

Example configuration

Circuit symbol

v

L

i

v

i

H

FIG. 1.3 Inductor configuration and circuit symbol.

4 CHAPTER 1 OVERVIEW



vehicular system. The level of complexity of the example circuits is consistent with the level of com-

plexity of systems being discussed in this book.

On the other hand, the exemplary circuits presented in association with the implementation of an

automotive electronic system would perform the electronic task required by the circuit for the partic-

ular system to perform the intended task. The same issue of avoiding intellectual property rights for

circuits applies to the systems or subsystems themselves. The examples of various automotive

electronic systems are synthesized from design/analysis experience and provide support for explaining

how a given system operates without taking the examples from an actual system used by any OEM.

The integrated circuits discussed in Chapter 2 include both analog and digital devices. Although the

majority of automotive electronics are digital in nature, there are still a few analog circuits applied in

relatively limited cases. The digital circuits discussed in Chapter 2 represent some fundamental

building-block-type components that form the majority of the very large scale of integrated circuits

such as discussed in Chapter 3.

CHAPTER 3
The electronic devices discussed in Chapter 3 are called by the traditional term “microprocessors.” This

chapter explains the configuration of the fundamental architecture of the early microprocessors. How-

ever, this architecture also applies broadly to devices that are more properly termed microcontrollers.

The complexity of microprocessor/microcontroller integrated circuits has increased by many orders of

magnitude over the earliest such devices that were available at the time of writing the first edition of

this book. In addition to the discussion of the hardware aspects of these digital devices, there is an

explanation given of the instructions/program or software that controls their operation.

The earliest microprocessors used in automotive electronics were programmed in the languages that

were available at the time. Although various high-level computer languages were available, many of

the early automotive microprocessor/microcontroller (MPC)-based systems were programmed in a

language that was specific to each microprocessor and that was called an “assembly language.” At

the time of the writing of this eighth edition of the book, assembly language programming is no longer

used. When microprocessors were introduced into automotive electronic systems, the high-level

compiler-type languages typically resulted in far less computationally efficient programs for automo-

tive control systems than assembly language programs.

Programming today is done with very efficient and powerful high-level languages and development

systems (e.g., Autosar). However, for the purposes of explaining the operation of individual micropro-

cessor components/subsystems in relationship to software, exemplary assembly language program-

ming is presented in Chapter 3. This is done since each assembly language command controls the

operation of the most basic microprocessor components. In addition, many assembly language com-

mands can be represented in Boolean algebra statements. However, the high-level programming lan-

guages used to program contemporary automotive electronic systems also are discussed in Chapter 3

(primarily Autosar).

The development of a new vehicular electronics system involves several steps including system

hardware architecture. The MPC incorporated must have the necessary computational capacity and

speed for the maximum system performance requirements. All system input and output components

must be either selected from existing devices or designed to function at the required performance
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for the system. In addition, the interface electronics from the system controller to input/output also must

be chosen from existing circuits or designed to meet system performance requirements.

Once the system architecture or hardware configuration is developed, the software to control it must

be developed. Chapter 3 illustrates some of the basicMPC operations and presents assembly level com-

mands for a simplified understanding of the advanced contemporary software development. However,

before the actual software is written, the algorithms for controlling the system operation must be de-

veloped. Examples of such algorithm development are presented in Chapter 3 and other chapters that

explain the design theory and performance evaluation for the associated electronic system. The fun-

damental analytic procedures for algorithm development are presented in Appendices A and B.

One such approach to algorithm development involves analytic modeling of the vehicular system being

controlled by the MPC-based electronics. The performance of the system then can be evaluated via

computer simulation using advanced computational programs (e.g., MATLAB/SIMULINK).

The programs that are written to perform the algorithms are normally evaluated in a prototype sys-

tem. One of the traditional procedures for testing the performance of the system is to build a prototype

system using a portable computer that can emulate the intendedMPC in a prototype. Software revisions

are readily evaluated during the system development via experimental testing, typically on an automo-

tive test track. Once the necessary software has been developed, it can be placed in a “read-only mem-

ory” (ROM) that is part of the MPC-based electronics.

The packaging of the electronic system to be used in production vehicles can take one of several

forms. One such packaging form involves mounting individual integrated circuits and associated elec-

tronic components (e.g., resistors) on a printed circuit board. In an extreme case of packaging, the entire

system can be fabricated in a single integrated circuit owing to the capability of modern-day integrated

circuit fabrication with very high density of circuit elements.

The chapters from four to the end of the book discuss the application of electronics to the major

physical/mechanical vehicular components. Essentially, all vehicles consist of basic components in-

cluding body, suspension, steering, powertrain, braking, and lighting. In contemporary vehicles,

electronics are incorporated in all of these major components. Typically, the first of the components

to incorporate electronic controls was the engine portion of the powertrain. The powertrain itself

consists of the engine, transmission, and wheel drive mechanism (e.g., differential).

In addition to explanation of the MPC devices, Chapter 3 explains a complete vehicular computer

for performing the various control and measurement applications. In essence, a digital system used for

control applications is a form of a special-purpose computer as distinguished from a general-purpose

computer (e.g., a laptop) with primarily human inputs and providing human user-type outputs. The

special-purpose computer discussed in Chapter 3 has inputs from electronic measuring devices

(sensors) and/or switches that are activated by the vehicle itself. It also has output signals that operate

electromechanical devices (actuators) or control applications or display devices for measurements that

are to be read by the vehicle driver.

An MPC-based vehicular electronic control or instrumentation system is itself controlled by a

stored program. The complete assembly of programs for control of the system is stored in a ROM.

(Chapter 2 presents some exemplary traditional circuits and explained their operation for implemen-

tation of digital memory, e.g., ROM.) Chapter 3 presents exemplary block diagrams for MPC-based

electronic systems. These block diagrams are simplified versions that are actually representative of

earlier configurations such that the basic steps involved in applications of vehicular computers can

more readily be explained than with reference to present-day systems.
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Algorithms are presented for some of the operations to be performed by a vehicular computer.

These include digital filters and representative digital control algorithms for closed-loop feedback

control with proportional (P), proportional-integral (PI), and proportional-integral-differential

(PID) control laws. Reference is made in Chapter 3 to the theory of operation of such control systems

in either Appendix A or B. Another important control law discussed in Chapter 3 that has a vehicular

application is a so-called limit-cycle control. As explained in Chapter 3, this control is a switched

(on-off) control in which the actuator is switched on or off depending on the relationship between

an input variable and switching level values. Other functions that are used in vehicular systems such

as table-lookup interpolation of stored data from measurements of vehicular variables also are

explained in this chapter.

The actual programming of the complete set of algorithms and all logic operations required to op-

erate the electronic system is done in present-day development with advanced software development

such as Autosar. Chapter 3 describes Autosar at the level appropriate for vehicular applications. A full

description of such a computer language is a broad topic that is covered in other publications at the

detailed level required by a programmer who is learning to use this programming capability.

CHAPTER 4
Chapter 4 presents the first vehicular system controlled by electronics—that of engine control.

Although the engine is only a part of the vehicle powertrain, it is the prime mover. It is consistent with

previous editions of this book to discuss this subject separately. This application of electronic control

was the beginning of the adoption of electronic systems for controlling various vehicular systems. The

motivation for the introduction of electronics for engine control was the governmental regulations of

exhaust emissions of three exhaust gas constituents and the long-term requirement to meet the emission

standards as explained in this chapter.

Qualitative explanations are given of the fundamentals of electronic engine control and analytic

models and performance evaluation. However, this chapter is not intended to present the practical

aspects of modern powertrain control; that is presented in Chapter 6.

This chapter also explains the influence of engine control variables and environmental and

vehicular parameters on emissions of the regulated gases. The combination of catalytic converter in

conjunction with electronic controls in meeting the regulation standards is explained in this chapter.

Chapter 4 is devoted solely to explaining the basic concepts involved in controlling emissions for

various operating conditions. It presents a simplified version of an electronic engine control system

with specific examples. It presents models of the engine performance and exhaust emissions and uses

them to construct exemplary control laws. The engine analytic models presented in this chapter are

dynamic models that can lead to an understanding of the exemplary control laws. For example, a

hypothetical idle speed control (ISC) system is developed using the system theory concepts reviewed

in Appendices A and B. In addition, however, a qualitative description of all topics covered is presented

for readers who do not have the mathematical background.

The explanation of analytic modeling and analysis of an entire practical powertrain control system is

given inChapter 6 following the necessary discussion of the sensors and actuators that are involved in the

electronic control of all vehicular systems. Reference is made to the electronic-engine-control-related
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sensors and actuators. This organization of subject matter, in which the basics of electronic engine

control are separate from the modeling and analysis of contemporary powertrain control, simplifies

the explanation of the latter.

CHAPTER 5
Chapter 5 discusses sensors and actuators and provides a single location in the book for presenting

the explanation modeling and performance analysis of these critically important components. Every

electronic control system employed in vehicles fundamentally requires one or more sensor(s) and

actuator(s). The subsequent chapters in this book that discuss electronic control systems for such

systems (powertrain, braking, steering, and suspension) all make reference to the appropriate set of

sensor(s) and actuator(s) presented here. This chapter is divided arbitrarily into two major sections:

(1) sensors and (2) actuators.

SENSORS
The section on sensors begins with a discussion of engine-control-related sensors. A subset of these

sensors has application only in engine control (e.g., exhaust gas oxygen and knock sensors). Other

sensors that are presented with respect to the engine control application have applications in controlling

other vehicular systems. These include, for example, sensors for measuring angular position and

sensors for measuring pressure. It is simple to explain and model such sensors with respect to a single

application. In Chapter 5, this application is engine-control-related.

The application in measuring the relevant variable in a system other than the exemplary system

associated with sensor models and analysis given in Chapter 5 typically involves changing the

materials used, the component parameters, the physical shape/geometry and the fabrication methods

from the Chapter 5 examples. However, when such sensors are used in nonengine systems, the model-

ing and explanation of operation are sufficiently covered by the Chapter 5 descriptions. The detailed

theory of the operation of the sensor in these nonengine-control-related applications is described in the

associated chapter. The analytic model of the sensor also is presented in the relevant chapter based on

its discussion in Chapter 5.

In developing an analytic model for a given sensor, the basic physics involved in its operation is

discussed. In certain cases, the physics can only be modeled by reviewing the theory involved. For

example, the modeling of a sensor that uses a magnetic field is explained by reviewing a few basic

concepts and models from electromagnetic field theory. Many of the sensor applications are used

in measuring time-varying variables at rates that require dynamic models. In some sensor models,

the important output model involves an equivalent circuit including, for example, inductance or capac-

itance models. It is assumed that such devices are familiar for readers with an engineering background,

and an equivalent circuit analysis is readily understandable. For nonengineering readers, the qualitative

explanation should (hopefully) be sufficient for an understanding of the sensor operation.

Also included are a number of sensors that do not have engine-control-related applications. For

example, there is discussion of a solid-state angular-rate sensor and an acceleration sensor, both of

which have applications in vehicle motion control (e.g., enhanced vehicle stability, EVS). Another

example is a vehicle-heading sensor (relative to true or magnetic north).
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In addition, Chapter 5 presents sensors that actually are electronic subsystems. These include radar

and lidar systems and optical image sensors (e.g., electronic camera). These subsystems have applica-

tion in vehicle safety (e.g., blind spot detection and automatic braking systems that are part of advanced

vehicle safety systems). The radar sensor has the capability of measuring range from an antenna to an

object and the relative speed between the antenna and the object. An electronic camera consists of a

lens system and an array of light sensors that can provide the data from which an image of an object

within the field of view can be sensed and identified via image processing software. A detailed

explanation and model for electronic cameras is given in this chapter.

ACTUATORS
The actuator section of Chapter 5 also begins with devices based on engine control applications. For

example, the solenoid is an electromagnetic device having many engine control applications (e.g., sup-

plying precise amounts of fuel to the engine in the form of a fuel injector). However, a solenoid can

provide the basis for operating a valve that regulates fluid flow and/or pressure. Such a solenoid-

operated valve has many applications in vehicle motion control (e.g., brakes). The models and

explanations of solenoids presented in Chapter 5 pertain to all applications discussed in this book.

Another electromagnetic actuator with engine control applications is the ignition coil. The ignition

coil generates the relatively high voltage required to create a spark at the electrodes of a spark plug for

gasoline-fueled engines. As explained in Chapter 4, the spark ignites the fuel/air mixture in the engine

combustion chamber at the optimum time in the engine cycle.

Another important electromagnetic actuator is an electric motor. Electric motors have a wide range

of applications from side view mirror adjustment or seat position adjustment to providing the drive

torque and power necessary to propel a hybrid/electric vehicle. This important application of motors

is discussed in the chapter on powertrain control. Chapter 5 explains electric motor operation qualita-

tively, but the major discussion is on the theory of operation. Analytic models are developed for

different motor types and are used for performance analysis of these motors. In order to develop these

analytic models, there is a brief review of appropriate portions of electromagnetic field theory.

The analytic models for the motors include calculation of the motor torque and power for a given

electric source. In addition, circuit models are presented that relate performance to the excitation that is

created in the drive circuit, which in turn is operated by the motor controller. The latter subjects are

explained in the chapter on powertrain control.

The motors discussed in Chapter 5 include single and polyphase induction motors, with models of

the torque produced vs. speed for specific excitation currents. The means of controlling these motors

are explained, and the model for the relationship between the motor rotational speed vs. applied current

and torque load is developed.

The “brushless DC motor” also is examined. The rotor in this type of motor rotates synchronously

with the frequency of excitation. Control of such a motor via generation of an excitation at a frequency

corresponding to the desired motor rotation speed is accomplished by the digital motor control system

in combination with power electronic circuit components. Both the qualitative explanation of brushless

DC motors and analytic models and performance analysis are presented.

The type of motor known as a stepper motor also is presented. These motors advance angularly

in single steps for pulses of excitation current, one angular step per excitation pulse. Their theory

of operation and applications are examined.
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CHAPTER 6
Chapter 6 is devoted to the entire vehicular powertrain including the traditional engine transmission

drive axle coupling for a conventional vehicle. This chapter also presents a discussion of hybrid/electric

vehicles. The chapter begins with a description of digital control electronics both qualitatively and

quantitatively. This portion of the chapter is an extension of the basic concepts of electronic engine

control introduced in Chapter 4. The discussion here concerns practical digital engine control electron-

ics. In addition to the qualitative explanation, analytic models are developed for the control systemwith

references to the basic discrete-time system theory of Appendix B.

Various control laws are presented for control of exhaust emissions and fuel economy. The goals of

the engine control are to meet or exceed government regulations for emissions of the gases explained in

Chapter 4 while optimizing important performance of the engine including fuel economy.

One of the benefits of digital control is its ability to compensate for various engine-operating modes

including start-up, warm-up, acceleration, deceleration, and cruise as well as environmental parameters

(e.g., ambient air pressure and temperature). The practical digital electronic engine control is capable of

being adaptive to changes in vehicle parameters that can occur, for example, with vehicle age. As

explained in Chapter 4, the vehicle must meet or exceed emission requirements for a specified number

of miles driven. The digital engine control can assure engine emission performance for the specific

period by being an adaptive control system and is explained here.

One of the design features of contemporary engines is variable valve timing (VVT) which also is

called variable value phasing (VVP) and which can optimize a parameter called volumetric efficiency

(see Chapter 4). The improvement in engine performance (while meeting emission requirements)

through use of VVT/VVP is explained here, though the mechanism for implementing VVP is explained

in Chapter 5 along with the associated actuator. The control subsystem for VVP is explained, and

relevant analytic models are developed. The dynamic response characteristics of a VVP system are

important for relatively rapid changes in RPM. The VVP models in this chapter are dynamic and

are used in an analysis of the system dynamic performance.

Another subsystem of electronic engine control is idle speed control (ISC). There are vehicle-

operating conditions under which ISC can maintain engine operation with minimum fuel consumption

at idle (i.e., lowest operating) RPM. For example, if the vehicle is stopped by operator choice or traffic

control, to avoid having to restart the engine, it is operated under control of the digital engine control

system at a predetermined idle speed. In addition, a vehicle traveling downhill might require no engine

power to maintain desired speed. In this case, the digital engine control maintains idle speed. The

theory of operation of the ISC subsystem of the digital engine control is explained, and analytic models

are developed for the described configuration. In addition, performance analysis of the ISC subsystem

shows that the ISC is an adaptive control.

It is important to note that as of the time of this writing, there are vehicles for which the ISC is not

alone in reducing fuel consumption for a stopped vehicle. Improvements in engine starting systems

have permitted the engine to be shut off if the vehicle is stopped for a sufficiently long time. Reappli-

cation of the throttle by the driver causes essentially an instantaneous engine start such that acceleration

can occur relatively quickly. However, the ISC can maintain idle RPM for the short interval until the

engine is shut off automatically. Vehicles with this feature can have significant reductions in overall

fuel consumption, particularly those operated in heavy traffic urban environments. This automatic

engine start/stop feature is commonly used in hybrid vehicles.
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This chapter also explains electronic control of ignition that involves controlling the so-called ig-

nition timing. Ignition timing refers to the angular position of the crankshaft relative to top dead center

(TDC) that is the crankshaft angular position at which the piston is at the exact top of the compression

stroke (also discussed in Chapter 4). Chapter 6 also gives a qualitative explanation and a partial analytic

model for a closed-loop automatic ignition control system.

Explanation of the electronic control of the transmission (automatic) portion of the powertrain and

the mechanical coupling from the transmission to the drive wheel axles (e.g., differential) are included

in this chapter. There is a brief review of the mechanical components with illustrations. A qualitative

explanation and analytic models of these components (including the torque converter) are presented.

The gear ratio selection method, including the actuators involved for electronic control, is explained,

as are the torque converter lockup methods mechanisms and actuators in the context of electronically

controlled automatic transmissions.

Amajor portion of Chapter 6 is devoted to hybrid electric vehicles (HEVs). This section begins with

a description of the physical configurations of two major categories of HEV that are known, respec-

tively, as series or parallel HEVs. This explanation includes block diagrams of the two types of HEV

and an explanation of their operation. Analytic models are developed for the electric portion of the

HEV powertrain based on the discussion of electric motors in Chapter 5.

Performance analysis is derived from these analytic models. The performance analysis leads to an

explanation of the control of an HEV. This control has many functions including the selection of the

mechanical power source of the IC engine or the electric motor. The process by which energy is con-

served during deceleration or braking involves converting the electric motor to a generator and storing

the output electric power produced by the generator in a vehicle battery. In this section of Chapter 6,

there is an explanation of the mechanisms by which the HEV achieves superior fuel economy compared

to an IC engine only powered vehicle of comparable size and weight.

The performance analytic models relate the electric motor torque and power to this excitation.

A representative HEV powered by an induction motor is explained via the analytic models and the elec-

tric excitation voltage. During electric motor propulsion operation of an HEV (with the engine off), the

electric power comes from the vehicular storage batteries. The voltage level of these batteries is

approximately constant and not compatible with the a-c voltages required to operate the drive electric

motor. Chapter 6 explains the mechanism for generating the motor excitation voltages required for

operating the motor at the power and speed required for any given vehicle-operating condition. Exem-

plary circuit diagrams and/or block diagrams for the voltage conversion in an HEV are presented here.

Chapter 6 concludes with a discussion of a purely electric vehicle (EV). Such a vehicle has some

components found in an HEV, but it has no IC engine. Reference is made to the similar components

found in an HEV.

CHAPTER 7
Chapter 7 discusses vehicle dynamic motion and the electronic control of this motion in terms of

various subsystems. The chapter begins with a description of vehicle dynamic motion relative to a

coordinate system that is fixed with respect to the earth. The subsystems involved in motion control

include advanced cruise control, antilock braking systems, electronic suspension, electronic steering

control, and traction control.
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Some of the components of the subsystems discussed in Chapter 7 are used in subsystems described

and explained in other chapters. For example, automatic braking control of individual wheels that is

part of the antilock brake system is used in an enhanced stability system that is explained in Chapter 10

concerning vehicle/occupant safety. Although antilock braking is also vehicle safety-related and could

potentially have been explained in Chapter 10, it is placed in Chapter 7 because it is primarily used for

optimal braking.

The initial cruise control system discussed here is a traditional system that is designed to maintain a

constant speed set for the vehicle by the driver. In cruise control, the engine throttle setting (for

gasoline-fueled vehicles) is regulated by the cruise control system rather than by driver-controlled

accelerator pedal.

Discussion of this subject begins with an analytic model of the vehicle forces that must be matched

by the drive wheel torque/road force to maintain vehicle speed. These forces include tire rolling resis-

tance, aerodynamic drag, and gravitational forces applied to the vehicle when it is traveling over a road

that is not purely horizontal. The forces applied at the drive wheel are modeled in a simplified linear

model for the purpose of presenting exemplary performance of a cruise control system. The basic con-

cept of such a system is presented first in an analog (continuous-time) set of models. The performance

of this simplified cruise control in terms of vehicle speed response to road slope discontinuities is de-

termined from the models with various control laws.

Next, Chapter 7 explains the operation of a contemporary (essentially practical) representative dig-

ital control system. Discrete-time analytic models for the vehicle are developed from the continuous-

time models using methods explained in Appendix B. Similarly, discrete-time models are developed

for the closed-loop control system that, in practice, is implemented in a vehicle digital control system.

References are made to discrete-time control theory in Appendix B. The performance analysis of the

exemplary digital cruise control in response to a change in set point speed is given in this section.

One of the drawbacks of cruise control in which vehicle speed is regulated by throttle position

occurs when the vehicle is traveling along a downward sloping road (e.g., on mountain roads). The

minimum power from the engine is produced when the throttle is closed. In some instances of travel

along a downward sloping road, the various vehicle friction forces are inadequate to maintain vehicle

speed in the presence of an accelerating gravitational force.

This limitation is overcome in an advanced cruise control system that is explained in this chapter.

An advanced cruise control system incorporates automatic braking for those operating conditions in

which the vehicle would accelerate with the throttle closed. The configuration for such an advanced

cruise control, an explanation of its operation, and analytic models all are presented in this chapter.

Chapter 7 also discusses components in the form of sensors and actuators used in cruise control.

Analytic models are developed for these components that are included in the system models. Potential

performance limitations of the system imposed by sensors and actuators are reviewed with methods of

overcoming them. In addition, block diagrams are presented for representative cruise control systems

that support the relevant system models.

Significant advances have been made in modern vehicle speed control systems that include auto-

matic braking for collision avoidance. These advances are presented in Chapter 10, which is devoted

to vehicle safety issues. It is possible to incorporate safety-motivated automatic braking as part of a

vehicle motion control system that performs the cruise control function as one of its capabilities.

The choice to discuss this level of speed control (or advanced cruise control) in Chapter 10 was based

on the overall safety motivation for incorporating such systems in contemporary vehicles.
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Another major vehicle subsystem discussed in this chapter is antilock braking (ABS). Significant

improvement in vehicle braking in low tire/road friction (e.g., on ice) is achieved through the use of

ABS. The discussion of ABS begins with a brief review of brake systems and their operation. The issues

involved in reduced braking effectiveness (due to low road/tire friction) and how ABS can greatly im-

prove braking with normal driver input while maintaining steering control are explained. The operation

of ABS is explained in terms of automatic control of brake pressure for hydraulic brakes.

Analytic models are developed for the relationship between tire/road friction and variables related

to vehicle motion. These models show the influence of road surface condition (i.e., dry vs. wet or ice

covered) and the friction force component associated with vehicle deceleration. In addition, the friction

model for lateral forces involved in steering and lateral stability of the vehicle also is explained in this

chapter. This chapter explains the function of ABS in optimized braking and directional control for

relatively low-friction conditions.

Various portions of the ABS are used in other vehicle applications. These include traction control

and EVS. Traction control is discussed qualitatively in this chapter, but the EVS application fits better

into Chapter 10 because the analytic models involved are more related to those of Chapter 10, which is

concerned with safety-related vehicular electronics.

Chapter 7 also describes and explains the operation of an electronically controlled suspension

system in technical detail with respect to the motion of the vehicle along a road (or off-road) surface.

The suspension system has two major components: the sprung (car body) and the unsprung portion.

The two major performance issues for any suspension system are the so-called ride and vehicle

handling characteristics. Dynamic analytic models are developed for the vehicle motion with respect

to an earth-based inertial coordinate system as the vehicle moves over the earth surface. The models are

continuous-time second-order differential equations that are linearized to simplify the quantitative

suspension performance analyses. These equations are converted to transfer functions as explained

in Appendix A.

The road surface induces motions of the relevant variables that are random processes. The suspen-

sion system response to these random processes is readily obtained from the statistical representation of

the variables as inputs to the vehicle dynamic motion transfer functions. Using these models, the

performance analyses of the suspension system yields a relationship between important properties

and quantitative representation of both ride and handling and the parameters of the suspension system.

The suspension system analysis leads to a table of optimum values for suspension parameters.

However, improved ride performance often reduces vehicle handling characteristics and vice versa.

Included in this section is the presentation of an electronically controlled suspension in which the

control system can vary suspension parameters. Actuators for varying these parameters and the con-

figuration of a representative suspension control system are explained as are control strategies that can

optimize the ride/handling qualities in driving circumstances in which handling is the dominant issue

(e.g., cornering on rough roads). For such driving conditions, the representative control system changes

suspension parameters in the sense of safe handling. In general, safety dominates over smooth ride. The

control laws for such a suspension control system optimization choice are given. For example, when

handling is not an issue (e.g., traveling over a straight smooth road), the ride can be optimized. This type

of adaptive control law occurs in other electronically controlled vehicular subsystems.

Power steering also is presented in this chapter. Control for traditional power steering systems

occurred via a control valve connected to the steering shaft. In contemporary vehicles, control is

electronic. One of the earliest production vehicles to control steering electronically was a vehicle with
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four-wheel steering (4WS). For this type of vehicle, the front steering wheels are under driver control

(with some power steering boost). It is the rear wheels that also are steerable that are controlled

electronically.

Relatively, simple linear analytic models for a 4WS vehicle are in the form of state variable equa-

tions. Two different levels of vehicle dynamic motion are presented: the first is a relatively simple one

with minimal lateral dynamics that has a two-dimensional state vector; the second includes lateral dy-

namics and has a four-dimensional state vector. Analysis of vehicle motion with 4WS input is per-

formed for both levels of complexity. An example of the dynamic response of a given vehicle to a

lane change maneuver for 4WS in relation to conventional two-wheel steering is presented. This ex-

ample is based on the physical parameters of a representative passenger car.

The components of the 4WS example vehicle can be used in automatic steering that is electronically

controlled. Rather than introducing this topic in this chapter, it is presented in Chapter 12, which covers

autonomous vehicles. The subject of automatic steering is introduced in the discussion of automatic

parallel parking and lane tracking, which are commercially available at the time of this writing.

CHAPTER 8
Chapter 8 examines vehicular instrumentation. For many decades prior to the introduction of electron-

ics in vehicles, instrumentation was devoted solely to provide drivers with measurements of important

vehicular variables. These variables included vehicle speed, fuel quantity, engine oil pressure, and sta-

tus of vehicle electric systems and, for some vehicles, engine RPM. The traditional, preelectronic in-

strumentation involved components that were purely mechanical, hydraulic, and incorporated simple

electrical circuits. The variables were displayed on the instrument panel directly in front of the driver.

The fundamental components of an electronic instrumentation system/subsystem and the theory of

their operation are explained in Appendices A and B. These appendices give quantitative explanations

of instrumentation systems including algorithms (Appendix B) for accomplishing signal processing

operations in a digital electronic instrumentation system. These components include a sensor that gen-

erates on electrical output signal that has a precisely known relationship to the variable being measured

(ideally linear). Instrumentation of any form normally includes a display device capable of presenting

the measured value of the variable to the driver. However, in contemporary vehicles, many display

devices only provide a visual (and often audio) warning to the driver when the variable is out of limits,

and the vehicle requires either repair or possible addition of a fluid (e.g., engine oil). Another compo-

nent involved in electronic instrumentation is signal processing. The issues involved in signal proces-

sing and some implementation methods/devices for general electronic instrumentation also are

explained in Appendix A. In contemporary vehicles, signal processing is implemented digitally as

explained for discrete-time systems in Appendix B.

Chapter 8 deals with the specific signal processing for each example measurement discussed in

vehicle instrumentation. The explanation of vehicular instrumentation begins with single-variable

measurement systems. Later, the implementation of measurements of multiple variables via a single

digital system (e.g., special-purpose computer) is presented. In contemporary vehicles, data for instru-

mentation along with other systems are passed along a dedicated vehicle network called “in-vehicle

network” (IVN). The subject of an IVN is sufficiently important for various electronic systems that

it is discussed in the chapter on vehicular communications (Chapter 9) rather than in Chapter 8. For
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the purpose of explaining an instrumentation (IVN) network, references are made in Chapters 8 and to

the relevant portion of Chapter 9.

The use of a common instrumentation computer for signal processing of the signals from multiple

sensors to corresponding multiple displays is explained with respect to a block diagram. An example

list of sensors and switches for vehicle monitoring status is presented. It can be seen from this list that

many automotive instrumentation sensors are analog. The use of digital signal processing requires A/D

conversion (explained in Chapter 3). The instrumentation computer processes each signal sequentially.

The electronic mechanism for selecting one of N signals for processing (e.g., via multiplexing) also is

explained in this chapter. In addition, exemplary signal processing algorithms for a number of typical

signal processing operations are given quantitatively.

A major section of Chapter 8 is devoted to explaining vehicular display technology. It begins with

an explanation and analytic model for a traditional electromechanical display in the form of a galva-

nometer. Contemporary vehicles sometimes incorporate this type of display as a part of the

instrument panel.

Next, Chapter 8 discusses various electro-optic display devices based on a variety of materials and

device configurations and explains the fabrication of arrays of electro-optic elements such that displays

capable of depicting information in alphanumeric formats that can be fabricated. However, contempo-

rary vehicles use arrays that also are capable of presenting pictorial formats much like the display of

laptop computer or smartphone.

This modern picture capable display technology, however, follows a discussion of the various

electro-optic basic principles. The physical principles and theory of operation are explained for each

electro-optic technology. In addition, the analytic model relating the optical output for the electrical

input is developed for each type of display technology discussion. These technologies include light-

emitting diode (LED), liquid-crystal display (LCD), and vacuum fluorescent display (VFD). The elec-

trical mechanism for varying the display optical intensity as a function of ambient light levels is

explained in addition to the basic principles of the theory of the creation of display light levels.

The relative advantages/disadvantages of each of the electro-optic technologies also are discussed.

As mentioned above, electro-optic display technology has the capability of displaying pictorial in-

formation in what often is referred to as a “flat panel display” (FPD). Chapter 8 explains that the con-

figuration of an FPD is a two-dimensional array of individual electro-optic display elements (called

pixels). Each pixel is sufficiently small that an image created on the FPD has a relatively high reso-

lution. The creation of an image/picture superposed with alphanumeric data is accomplished by con-

trolling the excitation of light from each electro-optic pixel. The method of controlling the display is

explained in Chapter 8, along with a detailed explanation of its configuration. In addition, some ana-

lytic models are developed that yield a quantitative explanation of FPD technology. One important use

of the FPD is the display of electronic maps that change under control of an instrumentation computer

as the vehicle moves along its route. It is common place in contemporary vehicles to include a nav-

igation system based on “global position satellites” (GPS). The FPD is capable of displaying the

GPS calculated vehicle position on the associated displayed map.

In addition, it is possible with present-day technology to have more than a single FPD type of dis-

play. However, the format for any additional FPD type display should always be designed to minimize

driver distraction. In aircraft applications, multiple FPD displays are termed “glass cockpits.”

Another major vehicular technology introduced relatively recently is touch screen (TS) capability

of an FPD which provides a user input to devices such as smartphones. Chapter 8 has a section that
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explains TS technology and its use in vehicular applications. Analytic models are developed for the

touch sensing technology and the way in which a user touching an FPD with TS capability provides

an input to the instrumentation system. It is further explained that a TS capable FPD is functionally

equivalent to a relatively large array of switches that would have to be built into the instrument panel

to give the driver the ability to control various systems on the vehicle.

The user input to the TS comes from the location on the screen where it is touched (e.g., by one or

more fingers). Chapter 8 explains the sensing mechanisms for detecting the contact point with the

screen. This explanation includes analytic models for the sensing circuitry and gives exemplary circuit

diagrams. The TS works in conjunction with the FPD that has symbols displayed that yield a specific

input when the location on the screen where the symbol appears is touched. The details of the TS

operation as instrumentation input are given here.

CHAPTER 9
Chapter 9 is concerned with vehicle communication systems both within the vehicle and with an ex-

ternal infrastructure (or potentially other vehicles). Communication systems in contemporary vehicles

perform critically important functions for the operation of the vehicle, for navigation, and for informa-

tion in addition to its more traditional role of entertainment (e.g., AM/FM radio). Communication

within the vehicle exists in the form of a digital network that is termed “in-vehicle network” (IVN).

There are several IVN systems available having different data rates, protocols, and costs. Chapter 9

presents four of the most commonly used IVNs incorporated (or in late stages of development) in con-

temporary vehicles. The communication media for these IVNs include wires, coaxial cable, and optical

fibers. These IVNs are discussed in detail including a description of the physical layer and the protocol

for the communication format. It is further explained how data are sent between the various electronic

subsystems on board the vehicle. In-vehicle communication also is done using wireless medium.

Both the theory and the applications are discussed in this chapter. The IVNs discussed include the

“controller area network” (CAN), “flex ray,” “local interconnect,” (LIN) and “media-oriented systems

transport” (MOST).

There are several issues in any IVN including data exchange rate, capacity for a given message, and

system cost. Another issue is control of the network to assure access by any connected module, which

includes assigning priority to a module whenever more than one is attempting access simultaneous

(called “arbitration”). This chapter deals with this issue for each IVN and its protocol. Each IVN pro-

tocol in this chapter has a specific message format that is discussed.

The ability of IVNs to enhance the performance of a given vehicular system by incorporating data

from other subsystems is another issue. The ability of any subsystem to obtain data from another system

can expand the analytic model for the system, which often expands its operating envelope and can im-

prove precision and accuracy of the variable(s) being controlled.

Each of the IVNs discussed in Chapter 9 requires circuitry to transmit and receive data along the

network. Such circuitry is commonly referred to as a “transceiver.” The representative circuitry for

each IVN is presented and explained. Analytic models are developed for the operation of these circuits

along with corresponding qualitative explanations. Wave forms are presented showing the individual

signal models.
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Chapter 9 also discusses communication between the vehicle and an external infrastructure. An

example of this vehicle-to-infrastructure (V2I) communication is the global position system (GPS),

which already has been mentioned with respect to navigation such as involved with the FPD. GPS

operational theory is explained and detailed analytic models developed to assist this explanation.

The operation and computation involved with GPS are illustrated with a somewhat simplified geometry

for vehicle and satellites. However, the simplified geometry employed in this explanation of GPS

allows for an analytic model that presents all of the important theoretical and practical aspects of GPS.

Communications V2I also includes cell phones with both voice and text capability that are the same

as for normal cell phone use. The technology exists that provides a wireless connection from a cell

phone to the vehicle electronic system that provides the capability of hands free cell phone use.

The incoming vocal signal is sent to the vehicle loudspeaker such that the driver can listen to an in-

coming call without the necessity to hold the phone by hand. Depending on the system configuration,

the outgoing audio can be picked up either by the cell phone microphone or by one installed in the

vehicle audio electronics. Equally important to driving safety is the capability of the system to make

a phone connection (i.e., to dial a number) verbally.

The capability of a driver to verbally dial another telephone comes from advanced voice recognition

software. Again, depending on the system configuration, the voice recognition can be part either of the

cell phone or the vehicle digital electronics. The software for voice recognition has advanced to the

point that the driver can verbally compose and send a text message. The hardware for an in-vehicle

wireless link between cell phone (as well as other digital devices) and the vehicle is explained in this

chapter. However, the details of the software are beyond the scope of this book.

Chapter 9 does explain the theory of the operation of cell phone communication including its coding

schemes (e.g., CDMA and TDMA). In this chapter, the code division multiple access (CDMA) is

explained in detail with relevant analytic models. Detailed specific examples of coding are presented

to illustrate this sometimes complex process. This chapter also explains the modulation techniques used

in the cell phone radio link from the phone to the communication infrastructure. This explanation

includes example circuitry for modulation and demodulation with accompanying analytic models.

The modulation technique for cell phones minimizes the influence of variations in carrier signal

strength due to multipath propagation and cell phone motion.

Another multiple user scheme available for cell phones is the so-called “time domain multiple

access” (TDMA) technique. This technique involves assigning specific time slots within each cycle

of cell phone operation to a specific pair of users. This chapter explains and models TDMA.

In addition, the cell phone infrastructure is described and explained.This infrastructure,which provides

the link between each pair of users that are communicating, involves multiple fixed transceiver/antenna

stations (cell towers). It also has controlling systems that maintain the connection when one or both users

are moving. This is particularly important for users in vehicles that change from one cell tower to another.

A somewhat complex control is required to maintain a given connection and is described here.

Chapter 9 also discusses a short-range wireless link for connection of a subsystem/device to the

vehicle electronic systems. This wireless connection is called “Bluetooth” and involves a unique

method of maintaining connection that is called “frequency hopping” (FH). In this FH technique, there

are 79 possible carrier frequencies in the microwave portion of the electromagnetic spectrum. The

carrier frequency linking a pair of devices changes in a pseudorandom fashion from one of these 79

to another, the details of which are discussed here. Once paired in Bluetooth, the pair of devices

switches carrier frequencies synchronously to maintain the wireless connection.

17CHAPTER 9



Also presented are other short-range wireless vehicle communication applications for the Bluetooth

system or equivalent. For example, it is possible to send vehicle maintenance stored data to a nearby

vehicle diagnostic system. There are several other potential applications for this wireless communica-

tion system mentioned in this chapter.

Still another V2I communication system is the so-called digital audio broadcasting (DAB). In one

DAB application, the broadcast is initialed at a satellite and is used primarily for entertainment. It is

used both for fixed and mobile receivers.

DAB incorporates a relatively complex multiple carrier link to receivers. This system is called “or-

thogonal frequency-division multiplexing” (OFDM). Chapter 9 presents a detailed explanation of

OFDM along with detailed analytic models. Also included in the explanation of OFDM are block di-

agrams and a few representative circuit diagrams. The OFDM uses discrete Fourier transforms and the

corresponding inverse discrete Fourier transforms based on the theory presented in Appendix B to

achieve the desired multiplexing of various channels being broadcast. Chapter 9 presents examples

of the OFDM use to aid in the understanding of this relatively complex process.

CHAPTER 10
Chapter 10 is devoted to vehicular electronic safety-related systems. These systems include means for

preventing or minimizing injuries to occupants in the event of a potentially damaging accident. In ad-

dition, this chapter discusses some relatively recent systems for preventing accidents.

Occupant protection systems include airbags that are an important supplement to seatbelts. This

chapter brings the discussion of airbags up to date. It explains the theory of operation of an airbag sys-

tem including a discussion of distinguishing an accident scenario requiring airbag deployment vs. other

abrupt motion inputs to the vehicle (e.g., driving over a large pothole).

Representative physical configurations are described qualitatively with illustrative figures. Block

diagrams for the associated electronic systems are presented along with analytic models for the various

components. These models are combined to result in a performance analysis for exemplary airbag sys-

tems. The importance of sensors and signal processing for detailing a crash scenario such that airbag

deployment is required is explained. Improper deployment of an airbag due to a noninjury-producing

incident can actually lead to an accident, since a deployed airbag can block temporarily the driver’s

forward view.

Chapter 10 begins with a brief review of the earliest airbag configurations to provide a reference for

the significant improvements in occupant safety that have occurred. Circuit diagrams and relatively

straightforward analytic models are presented for these early configurations. This chapter then pro-

gresses through the technological advances in both sensing and signal processing for proper crash de-

tection. Numerous exemplary algorithms are presented as well in this chapter.

The next safety-related topic covered in Chapter 10 is referred to as “blind spot detection” (BSD).

This section explains the problems faced by a driver with observations of the space around the vehicle

for all driving conditions. There are multiple technologies that assist the driver in detecting other ve-

hicles or objects that are not within the field of view. These technologies include radar, lidar, and elec-

tronic cameras. In addition, signal processing is explained for detecting objects that could potentially

cause an accident. Analytic models are derived for some of the calculations involved in BSD systems,

including image recognition. Some of the prominent BSD algorithms also are discussed in this chapter.
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Another safety-related topic discussed in Chapter 10 is “automatic collision avoidance systems”

(ACAS). ACAS is an extension of the sensing systems employed in BSD. Electronic monitoring of

the traffic/obstacle environment surrounding a CAS-equipped vehicle has signal processing that can

predict potential collisions as explained in this section of the chapter. This signal processing has

the capability to detect when a collision is imminent. If there is no driver action that can avoid the

collision, automatic collision avoidance takes action. One action taken by ACAS (when a frontal or

near-frontal collision is determined to be likely to occur by the signal processing) is automatic braking.

This system uses components of ABS to operate vehicle brakes. For some ACAS equipped vehicles,

seatbelt pretensioning is also automatically applied.

Chapter 10 develops analytic models to explain the mechanism by which the ACAS can determine

that a collision is imminent. These models include representative calculations that are made on the

sensor data. Additional models are given in this chapter for vehicle motion with automatic braking

in action.

In addition to automatic braking, there are collision avoidance systems that employ automatic steer-

ing. However, this applies to certain levels of autonomous vehicles, and this mechanism of collision

avoidance is discussed in Chapter 12. Only a brief reference to this topic is made in this chapter.

CHAPTER 11
Chapter 11 is devoted to the diagnosis of problems in vehicles via electronic systems or subsystems that

assist technicians in repairing vehicles. Electronic diagnostic capability exists in the vehicle electronic

systems themselves and in service-bay systems (e.g., at auto dealerships). From the earliest days of

digital control systems, the controlling computer has had some self-diagnostic capability. For such con-

trol systems, the corresponding fault code is stored in memory once a failure or malfunction is detected

by the system. The fault codes can be downloaded to a service-bay system for the purpose of diagnosing

vehicle system problems. Some representative fault codes are presented in this chapter to give exam-

ples of the nature of the type of component malfunctions that can be detected. These codes are part of an

SAE recommended practice that can standardize fault codes.

Chapter 11 illustrates representative diagnostic procedures that are followed by a service technician

using a service-bay diagnostic tool. This tool, that has a display similar to a computer, presents a se-

quence of steps to be followed by the technician in the form of flow charts, several examples of which

are presented in this chapter to illustrate the procedures for diagnosing a selected few component

malfunctions.

In addition to assisting the servicing of vehicles, there are governmental regulations requiring

vehicles to have certain self-diagnostic capabilities (called “on-board diagnostics” or OBD). OBD

requirements pertain to malfunctions that affect vehicle exhaust emissions. One such requirement dis-

cussed in this chapter is called misfire detection. Misfire refers to improper combustion that can result,

for example, from incorrect air/fuel (see Chapter 4) or possibly a failed spark plug. The EPA requires

that misfires be detected and that a warning message be displayed to the driver to have the powertrain

repaired when misfires exceed a specified threshold.

Chapter 11 presents a representative misfire detection method based on sensing and processing

crankshaft instantaneous angular speed fluctuation that results from a misfire. An analytic model

for crankshaft rotational dynamics upon which signal processing of the output of a sensor that measures
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crankshaft angular speed yields an indication of misfire. An explanation of this model-based misfire

detection includes, in addition to the model, the system block diagram, the signal processing algo-

rithms, and a criterion for setting the misfire diagnostic code. In addition, actual experimental results

of the performance of this system are presented to demonstrate its ability to meet the misfire detection

regulatory requirements.

Chapter 11 also presents a brief discussion of the use of certain aspects of artificial intelligence in

diagnosing vehicle system problems/malfunctions. One such aspect of artificial intelligence is the use

of a so-called expert system. This chapter explains how diagnostic procedures followed by a service

technician are based on the knowledge of recognized experts in the corresponding vehicle technology.

Finally, the chapter explains the procedures followed in developing an expert system for diagnosing

problems/malfunctions in vehicles. Once it is developed, the inputs to the system can consist of symp-

toms entered by a technician in addition to the set of fault codes. Representative examples of the use of

a vehicular expert system are presented illustrating how such a system would be used by technicians.

CHAPTER 12
Chapter 12 is devoted to autonomous vehicles that at the time of this writing are in a research and de-

velopment phase. The end goal of this development will be to have a vehicle that does not need a driver.

The autonomous vehicle will be controlled by a computer and various automatic subsystems. The chap-

ter begins with a summary of the actions taken by a driver that the computer must be capable of

undertaking.

Autonomous vehicles are classified in multiple levels depending on the amount of driver action

required. At the lowest level, a driver is required to observe the environment and make normal driving

decisions. At the highest level, no action is required by a driver, and the vehicle becomes entirely

driverless.

All of the vehicle automatic systems required for an autonomous vehicle are already developed.

Nearly all such systems are covered in previous chapters. An important automatic subsystem required

for an autonomous vehicle that is not covered in previous chapters is automatic steering.

Automatic steering is available in very limited form in some production vehicles. This existing au-

tomatic steering is of the form of automatic parallel parking and automatic lane tracking. Analytic

models for automatic steering (with parallel parking as an example) are developed, and hardware com-

ponents are described, including physical configurations and models that are explained in detail. In

addition, an example of the steering deflection is developed. A computer simulation of an exemplary

automatic parallel parking also is developed with the performance presented graphically.

Given the explanation of automatic steering, Chapter 12 presents a representative block diagram of

an autonomous vehicle. This block diagram depicts the automatic systems as blocks and presents a set

of sensors required. In addition to the sensors required to successfully control each automatic system, a

set of sensors is depicted that provide the data and information required for the complete system to

evaluate the environment surrounding the vehicle with a full 360 degrees field of view. These sensors

include the vehicular radar, lidar, and camera systems (with image identification software) that are dis-

cussed with respect to blind spot detection in Chapter 10. Any fully autonomous vehicle must have

detailed information on its surrounding environment that includes lane tracking and other vehicle
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and obstacle detection. Performance requirements of this sensor system for safe operation of an auton-

omous vehicle are presented.

In addition to sensing the environment, however, an autonomous vehicle must have software ca-

pable of evaluating this environment and making decisions similar to these performed by a human

driver. The software must be capable of making relatively short-term predictions about changes in

the environment that require action by the control system. This very important software is the primary

area of research and development for the highest levels of autonomous vehicles. Essentially, the

hardware elements already exist that provide the capabilities required for an autonomous vehicle.

The development of the necessary software will require testing for any possible scenario that could

require a decision or prediction to be made. This aspect of the development is challenging. It is gen-

erally agreed among the vehicle manufacturers and governmental regulatory agencies that successful

and safe autonomous vehicle operation will require a communication infrastructure for V2I and V2V

communications. Chapter 12 describes some of the features and technology associated with this

communication infrastructure.

An element of autonomous vehicles that is necessary for safe operation is hardware redundancy.

The failure or severe degradation in performance of a component involved in the automatic driving

of a vehicle is potentially hazardous and requires some form of redundancy (e.g., a backup replacement

component for the failed component). Chapter 12 explains the importance of reliably detecting and

isolating the failed component. A specific example of an automatic steering actuator failure with an

associated hardware redundancy is also given.

Following the completion of the necessary software and hardware redundancy and the completion

of the required communication infrastructure, the routing operation of autonomous vehicles should be

possible. This chapter discusses an example of the operation of an autonomous vehicle on a trip assum-

ing these final components of the overall system are complete. This chapter explains the necessary

navigation on any such trip, including the use of digital maps that are explained in Chapter 9. One

method of navigation involves having the autonomous vehicle user select a destination. The navigation

component of the autonomous vehicle will have the vehicle starting location from GPS. An optimal

route between the starting point and intended destination is already a routine part of GPS/electronic

map technology.

Chapter 12 explains that navigation along this route involves a tracking-type control. A detailed

model of tracking of a given contour along a curve to illustrate this type of tracking control problem

and its solution is presented. A block diagram of the tracking control portion of a hypothetical auto-

nomous vehicle configuration is included. Analytic models are developed for the tracking control

problem and a closed form solution is derived and presented to demonstrate an example of some of

the detailed operation of autonomous vehicle navigation.

Given the demonstrated automatic navigation capability and the existence of all required vehicular

automatic systems, Chapter 12 concludes that the only missing elements of routine autonomous vehicle

operation at the time of this writing are the software, hardware redundancy, communication infra-

structure, and governmental regulation.
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This chapter is for the reader who has limited knowledge of electronics. It is intended to provide

an overview of the subject so that discussions in later chapters about the operation and use of automo-

tive electronics control systems will be easier to understand. The chapter discusses electronic

devices and circuits having applications in electronic automotive instrumentation and control systems.

Topics include semiconductor devices analog circuits, digital circuits, and fundamentals of integrated

circuits.

SEMICONDUCTOR DEVICES
All of the active circuit devices (e.g., diodes and transistors) from which electronic circuits are built are

fabricated from so-called semiconductor materials. A semiconductor material in pure form is neither a

good conductor nor a good insulator. The ability of a material to conduct electric current is character-

ized by a property called conductivity. A model for current flow in semiconductor materials and an

explanation for electric conductivity are developed later in this chapter. A metal such as copper, which

is a good conductor, has a relatively high conductivity such that current flows in response to relatively

low applied voltage. An insulator such as mica has a relatively low conductivity such that essentially

zero current flows in response to an applied voltage. A semiconductor material has conductivity some-

where between that of a good conductor and that of a good insulator. Therefore, this material (also

called semiconductor material) and devices made from it are semiconductor devices (also called

solid-state devices).

There are many types of semiconductor devices, but transistors and diodes are two of the most im-

portant automotive electronics. Furthermore, these devices are the fundamental elements used to con-

struct nearly all modern integrated circuits. Therefore, the discussion of semiconductor devices will be

centered on these two. Semiconductor devices are made primarily from silicon or germanium (although

other materials, e.g., gallium arsenide, are also in use) that is purposely infused with impurities that

change the conductivity of the material.

The conductivity of a pure semiconductor can be varied in a predictablemanner by diffusing precisely

controlled amounts of very specific impurities into it. The process of adding impurities to silicon is called

“doping.” Boron and phosphorus are often used as impurity source materials to alter the conductivity of
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silicon. When boron is used, the semiconductor material becomes a so-called p-type semiconductor.

When phosphorus is used, the semiconductor material becomes an n-type semiconductor.

In order to understand the operation of these transistors and diodes, it is helpful to understand the

basic physical mechanism of electric conductivity in both n-type and p-type semiconductor materials.

The flow of an electric current through any material is due to the motion of electrons in the material in

response to an applied electric field. This electric field results from the application of a voltage at the

external terminals of the corresponding structure. The variable called an electric field in this chapter is a

component of the general theory that is known as “electromagnetic field theory.” This theory forms the

basis of modeling all electric phenomena. This electric field is represented by a vector that is known as

electric field intensity and denoted as �E in this book. Although the advanced details of electromagnetic

field theory are beyond the scope of this book, somewhat simplified theoretical models are presented in

later chapters (e.g., Chapter 5). For the purpose of explaining electric properties of semiconductor ma-

terials, we present the simplest model of electric field intensity in which the magnitude varies in pro-

portion to applied voltage and inversely with the distance between the electrodes to which the voltage is

applied. The electrons that move in response to this electric field originate from the individual atoms

that make up the material.

For a basic understanding of conductivity, it is helpful to refer to Fig. 2.1 that depicts a relatively

long, thin slab of semiconductor material across which a voltage is applied.

In this figure, the electric field intensity is a vector denoted as �E that is x-directed. In this book,

vectors are indicated by a bar over the symbol for the vector as exemplified by the electric field inten-

sity �E. A voltage v is applied to a pair of conducting (e.g., Cu) electrodes. For this relatively long, thin

semiconductor material, the magnitude of the electric field intensity E is approximately constant over

the semiconductor and is given approximately by

E¼V

L

The vector �E is given by

�E¼Ex̂

where x̂¼unit vector in the x direction.

Electrode

i

Electrode
x

v

O L

E

J

FIG. 2.1 Illustration of current conduction in semiconductor.
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Also shown in Fig. 2.1 is the current density vector �J, which is also an x-directed vector. The current
density vector is proportional to the electric field intensity:

�J¼ σ �E

¼ σEx̂
(2.1)

where σ is the conductivity of the material. The magnitude of the current density J is the current per unit
cross-sectional area (which by the assumption of essentially constant E is constant) and is given by

J¼ i

Ac
(2.2)

where Ac is the cross-sectional area of the slab in the y, z plane. The reciprocal of conductivity is known
as the resistivity ρ of the material:

ρ¼ 1

σ
(2.3)

The explanation of electron flow in any material is based upon the “band theory of electrons.” This

theory is a major component in modern atomic physics. According to this theory, the energy of the

electrons associated with the atoms making up a material is constrained to certain ranges called bands.

Any given electron will have an energy within one of these bands, and no electron can have energy

outside these bands. Within each band, the electrons can have only discrete energy levels, and only

one electron can “occupy” a given energy level. Consequently, the number of electrons within each

band for any atom is constrained to the number of “allowed” energy levels. An electron can only move

in response to an applied electric field and contribute to current flow if there is an unoccupied energy

level to which it can move as its energy changes due to the electric field intensity force acting on it.

All of the energy levels of the lower energy bands of an atom are filled such that there is no energy

level to which an electron can move in response to an applied electric field. Thus, these lower band

electrons cannot contribute to current flow in response to an applied voltage. The electrons in the out-

ermost band, known as the conduction band, are the least tightly bound, and for a material such as Si,

they are few in number relative to the number of energy levels in that band. These outer band electrons

can move to an adjacent energy level and effectively move freely in response to an applied electric

field. These electrons are called “free electrons.” Doping Si with phosphorus impurity results in an

excess of free electrons relative to pure Si. The doped material is said to be an “n-type” semiconductor

and has a conductivity that is greater than the undoped Si.

The next lowest energy band from the outermost is called the “valence band” since it is associated

with the chemical valence of the material (in this case Si). The energy levels of this band are nearly (but

not completely) filled. However, doping a semiconductor with a p-type impurity (e.g., doping Si with

boron) yields a relative excess of energy levels in this valence band. The resulting doped material is

called a p-type semiconductor. Electrons in this band canmove to the available energy levels created by

doping in response to an electric field, thereby contributing to current flow. However, functionally, this

p-type material behaves as though it had excess of positively charged particles called “holes.” The

model for current flow in a semiconductor and the explanation of semiconductor devices use the fic-

titious holes and their response to an applied field as a basis for the contribution they make to current

flow. The terminology used to describe these charge carriers is as follows: in n-type material electrons

are called “majority carriers” and holes called “minority carriers”; the reverse is true in p-type material.
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Doping a semiconductor material changes the relative densities of holes and electrons. However,

there is a basic relationship between these densities, which is preserved regardless of the doping con-

centrations. If one starts with an intrinsic semiconductor such as Si that has an equal concentration of

“free” electrons and holes (since each free electron leaves a “hole” in the valence band for an intrinsic

semiconductor), we denote this concentration ni¼1.5�1010/cm3.

Doping Si with either a p-type or an n-type impurity changes the concentrations. Denoting electron

density n, and hole density p, the following equation expresses the relationship between these concen-
trations under thermal equilibrium:

np¼ n2i (2.4)

There is another basic aspect of semiconductor physics that plays a role in the electric characteristics of

semiconductor electronic components. Whenever a voltage V is applied to a slab of semiconductor

material, it creates an electric field that is represented by the electric field intensity vector �E as de-

scribed above (in this text, the over bar for a variable is the notation indicating that the variable is

a vector).

In a semiconductor material, any electric field due to an external potential causes the electrons and

holes to move with mean velocity vectors �ve and �vh, respectively. These velocities are given by

�ve ¼ μe �E

�vh ¼ μh �E

where μe is the electron drift mobility and μh is the hole drift mobility.

These mean velocities yield electron and hole current densities �Je and �Jh, respectively:

�Je ¼ nq�ve
�Jh ¼ pq�vh

where q is the charge on an electron (1.6�10�19 coulomb). These relationships will appear in models

for various components in this text.

Throughout this book, current flow is taken to be conventional current in which the direction of flow

is from positive to negative, whereas in reality, current consists of electron motion from negative to

positive. This choice of current is merely convenient for notational purposes and has no effect on

the validity of any circuit analysis or design.

DIODES
The first electronic component to be considered is a device called a “diode.” A diode is a two-terminal

electric device having one electrode that is called the anode (a p-type semiconductor) and another that

is called the cathode (an n-type semiconductor). A solid-state diode is formed by the junction between

the anode and the cathode. In practice, a p-n junction is formed by diffusing p-type impurities on one

side of the intended junction and n-type impurities on the other side of a region of an intrinsic semi-

conductor (e.g., Si).

The region in which the diode material changes from p-type to n-type material is called the p-n

junction (or simply junction). The junction region is relatively short but plays a critical role in the diode

operation. When the junction is formed, electrons in the vicinity of the junction migrate from the n-type

to the p-type. Similarly, holes in the region migrate from p-type to n-type. This migration leaves behind
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a positively charged dopant ion on the n-side and a negatively charged dopant ion on the p-side over a

region known as the depletion region that creates a charge distribution that in turn creates a potential

difference between the two regions. In equilibrium conditions, this potential inhibits further current

flow. This potential is known as the junction barrier potential since it acts more or less like a barrier

to the current flow. A detailed model for the relationship between the charge distribution in the deple-

tion region and the potential (or equivalent voltage) is presented in the section of Chapter 5 on capacitor

modeling. However, for the present discussion, it is only the existence of the barrier potential that is

required for the operation of semiconductor device.

The current, which flows through the diode in response to an applied voltage, depends upon the

polarity of the voltage and its magnitude. Fig. 2.2 illustrates the schematic symbol for a p-n diode show-

ing the p-type (anode) and n-type (cathode) sides of the junction. If a voltage is applied with positive on

the anode and negative on the cathode, it is said to be “forward biased.” For the opposite polarity, the

diode is said to be “reverse biased.” Forward bias reduces the junction barrier potential, thereby in-

creasing current flow. Reverse bias increases that potential, thereby inhibiting current flow.

The current through a forward-biased diode increases exponentially with applied voltage V,
whereas the reverse-biased flow reaches a very low saturation current Is. A model for this current

flow is

I¼ Is exp V=nVTð Þ�1ð Þ (2.5)

where Is and n are parameters that are specific to a particular diode. The parameter VT is called the

thermal voltage and is given by

VT ¼ kT=q

where k is the Boltzmann’s constant, T is the junction absolute temperature, and q is the electron charge.
At room temperature, VT ffi 26 mv. The parameter n is normally between 1 and 2, and Is is a few μ amp.

Fig. 2.3 depicts this current flow vs. diode junction applied voltage V. The reverse-bias current is too
small to be shown.

Conventional
current
flow Anode

Cathode

V

+

−

P

N

FIG. 2.2 Schematic symbol for p-n diode.
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Although the model given above for diode voltage current characteristics is a very good represen-

tation for a practical diode (provided that the reverse-bias voltage is below its breakdown voltage), it is

generally not necessary to represent the diode with this degree of accuracy for most circuit analysis or

design purposes. Normally, it is sufficient for the voltage levels involved in automotive electronics to

represent a p-n diode as a polarity-dependent switch as characteristic in associated figures. The switch

can be modeled as being open for reverse bias and closed for forward bias. With this model, the diode

current in the forward bias is limited by the external circuit components to which it is connected. The

reverse-bias current is taken to be zero.

ZENER DIODE
A special p-n junction diode having a unique reverse-bias characteristic called a zener diode has many

applications in electronic circuits. The transfer characteristics for a zener diode are depicted in Fig. 2.4A.

The circuit symbol for a zener diode is depicted in Fig. 2.4B in which the cathode has a unique shape.

The forward-bias characteristics are similar to any p-n junction diode. The reverse-bias current is

extremely low for voltages�Vz<VD�0. However, when the reverse voltage reaches�Vz, the current

increases abruptly, while the voltage remains nearly constant at VD¼�Vz. The voltage Vz is called the

zener voltage.

The operation of any p-n junction diode at specific reverse-bias voltages (called avalanche voltages

for an ordinary diode) abruptly increases. At this voltage level, the energy of charge carriers is suffi-

cient to cause further ionization due to collisions that create more carriers and increase the reverse

current by a large amount. For an ordinary diode, the avalanche conduction causes sufficient heating

to destroy the diode.

However, a zener diode is createdwith a special doping profile particularly in the vicinity of the elec-

trodes. The zener diode can sustain relatively large reverse bias currents while maintaining VD ffi�VZ.

There are many applications in electronic circuits that require a fixed voltage level over a wide range

of currents. These applications are discussed at various places in example circuits in later chapters.
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FIG. 2.3 Transfer characteristic. Diode transfer characteristics.
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ELECTRO OPTICS
Another important aspect of semiconductor materials and p-n diode junctions is the interaction between

the material and optical power (light). Light is the propagation of energy in the form of quantum units

called photons. Any given photon has a specific frequency of oscillation (f). The speed of propagation
of light depends upon the medium in which propagation occurs and the frequency of oscillation. In a

vacuum, this speed (denoted as co) is essentially 3�108 m/s. In any other medium, c¼co/n where

n¼ index of refraction for the material (n�1). Light from an incandescent (high temperature) source

contains a broad spectral distribution of frequencies that is characterized statistically by its power spec-

tral density. Since light propagates as an electromagnetic wave, the power spectral density can also be

expressed as a function of wave length λ

λ¼ c

f

where c¼ co=n.
Thermally generated light has a spectrum that is spread over a relatively broad range of wave-

lengths. On the other hand, light generated by a laser occupies a relatively narrow spectrum (ideally

but not practically) at a single wavelength. Laser generated light is commonly used in vehicle

electronics.

Light that is incident on the surface of a semiconductor material is partially reflected and partially

absorbed by the material. The relationship between incident, reflected, and absorbed light is a function

of the type of material and the spectral distribution of the incident light. Any incident photon crossing

0

i

i

VD

VD

−VZ

(A) (B)

FIG. 2.4 Zener diode transfer characteristics (A) and circuit symbol for zener diodes (B).
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the semiconductor material boundary can interact with various atoms that make up the material struc-

ture. For a photon to be absorbed by the semiconductor, the photon energy Ep must match the valence/

conduction band-gap energy such that the photon energy ionizes the atom, thereby creating a hole-

electron pair. This ionization process (called photoionization) causes the electric conductivity of the

semiconductor material to increase in proportion to the absorbed light.

PHOTO CONDUCTOR
A specially designed semiconductor structure that absorbs incident light as represented by the so-called

light intensity (which is the optical power per unit of cross-sectional area) is termed a photoconductor.

A simplified model for a photoconductor is based on the relatively simple configuration that is depicted

in Fig. 2.5.

The simplified configuration of the illustrative photoconductor consists of a slab of semiconductor

material having a rectangular cross section of area Ac and of uniform thickness ‘ with a pair of

conducting electrodes e1 and e2 attached at the ends as shown. The incident light is represented by

optical intensity I. The electric conductivity σ of the semiconductor is assumed to be uniform over

the semiconductor and is given by

σ Ið Þ¼KpI

A voltage V is applied to the electrodes creating an electric field �Ewithin the material. In this simplified

model, this electric field is assumed to be uniform over the material and given by

�E¼�v

‘
ẑ

where ẑ ¼ unit vector in + z direction.

I

i

V

e1

e2

z

J E

n

FIG. 2.5 Photoconductor configuration.
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The current density vector �J is given by

�J¼ σ Ið Þ �E

¼�VkpI

‘
ẑ

The total current flowing through the photoconductor i is given by

i¼
ð
S

�J � n̂ds

where

S¼cross section of the material

n̂¼ unit vector normal to S

¼�ẑ

Since the vector �E is assumed to be uniform over S, the current is given by

i¼VAc

‘
σ Ið Þ

¼ kpVAc

‘
I

where Ac¼cross-sectional area of photo conductor.

The conductance of the photo conductor G that is the reciprocal of its resistance is given by

G¼ i

v

G¼ kp
Ac

‘
I

That is, the conductance varies linearly (for the illustrative simplified example) with incident light in-

tensity. In effect, the photoconductor is a sensor for incident light intensity.

PHOTO DIODE
In addition to photoconductive optical sensors, it is possible to fabricate a p-n junction optical sensor

called a photodiode. As in the case of the photoconductor, the simplified physical configuration of a

photodiode is somewhat similar to Fig. 2.5 except that the region near e1 is doped such that it is an n

region and the region near e2 is doped to be p. In such a structure, the depletion region interacts with

incident light in the same way as a photoconductor material such that photoionization creates hole-

electron pairs. The photodiode must be fabricated such that the depletion region is exposed to the in-

cident light by having a transparent cover.

In light detecting applications, the photodiode is reverse biased such as is depicted for the circuit of

Fig. 2.5 in which e1 is the cathode and e2 is the anode of the doped semiconductor slab. In the absence of

illumination of the p-n photodiode, the reverse-bias current is extremely small (ideally zero). Assuming

that the incident light spectrum corresponds to the interband energy of the atoms in the depletion region

and that a substantial portion of the incident light crosses the boundary of the semiconductor material,
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the hole-electron pairs are created in sufficient numbers to substantially increase the reverse-biased

current. In this case, the diode reverse-bias current i(I) is proportional to the incident light intensity

I and essentially independent of voltage and is given by

i¼KpdI

where Kpd ¼ constant for the diode structure.

An idealized representative set of characteristic curves for an ideal photodiode is presented in

Fig. 2.6. In Fig. 2.6A, the intensity increases with the index (i.e., In+1> In).
Fig. 2.6B depicts an idealized photodiode optical sensor circuit. In this circuit, the voltage across the

load resistor RL is given by

VL ¼RLi

¼KpdRLI VL <Vsup

i

(A)

(B)

I

ac

vd

I1

vd
RL vLVsup

I2
I3

I4
I5
I6

In

FIG. 2.6 (A) Photodiode characteristic curves. (B) Photodiode optical sensor circuit.
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The supply voltage vsup should be chosen such that the diode remains reverse biased for the maximum

intended light intensity Imax.

For any practical photodiode, the actual characteristic curves have small curved sections near

vd¼0. Furthermore, the slope of i(vd) for constant intensity (I¼const) is small but nonzero. However,

in the normal use of a photodiode as an optical sensor, these nonideal characteristics have a negligible

effect compared with the idealized model for photodiode operator as a light sensor.

LIGHT GENERATING DIODE
In addition to the light-sensing properties of p-n diodes, they can also be fabricated in such a way as to

generate light. Such diodes are known as light-emitting diodes LEDs and are extremely important in

vehicular electronic applications. However, since LEDs are used as display components, the theory of

the operation is deferred to Chapter 8, which covers vehicular instrumentation. It is explained in that

chapter that LEDs are sometimes used in the display portion of vehicle instrumentation, although they

have many other applications as well that are covered elsewhere.

LASER DIODE
There is another semiconductor diode that can generate light, which is called a laser diode. The term

laser is an acronym for “light amplification by stimulated electromagnetic radiation.” A solid-state la-

ser consists of a material with atoms that have conduction-band electrons in an unstable or metastable

state. An incident photon having a frequency ν corresponding to the band-gap energy (Eg) interacts

with this electron and triggers a transition to the valence band creating another photon at the same fre-

quency, in phase with and propagating in the same direction as the incident photon. The emission of this

second photon is termed “stimulated emission.” The process continues as the light traverses the ma-

terial effectively amplifying the light at frequency ν. The energy/frequency relationship is given by

Eg ¼ hν

where h¼planks constant, ν ¼ optical frequency, and Eg¼band-gap energy.

In order for the stimulated emission and resulting amplification to continue the optical path must

consist of an optically resonant cavity having a resonant frequency at the frequency of the electron

energy change ν. Such a cavity typically consists of a pair of parallel partially reflecting mirror surfaces

at the boundary of the laser material.

A somewhat simplified illustrative structure for a laser diode is depicted in Fig. 2.7.

The laser diode is fabricated as a PIN diode in which the p and n regions are separated by an intrinsic

depletion region. The semiconductor material from which the PIN diode is fabricated is of a type

known as “direct-band-gap” material (e.g., GaAs). The electrons in one atom are adjacent to the holes

in the next atom that occurs in such materials as GaAs. The parallel mirror surfaces also act as elec-

trodes for connecting the PIN structure to the electric circuit as represented by voltage source v. The

current id, which flows with this forward-biased diode, injects holes from the p region and electrons

from the n region into the depletion (i) region, thereby maintaining a supply of metastable charge car-

riers. The mirror surfaces reflect some of the light incident on them from within the material, thereby

creating standing waves within the structure. The mirror surface on the side fromwhich the laser light is

emitted is only partially reflecting such that a portion of the internal wave traveling toward that mirror

leaves the structure.
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Laser light is unique in that it is both temporally and spatially coherent at essentially a single fre-

quency. It propagates in a relatively narrow beam when leaving the laser diode. The significance of

laser light temporal coherence is the ability to measure the phase difference between a pair of wave

components. In the correct environment, this means that a laser can be phase modulated and that

the Doppler shift in frequency of a reflected wave from a moving object can be used to measure

the relative velocity between the reflecting object and the laser source.

There are many applications in vehicular safety-related systems that incorporate laser diodes. For

example, single or multiple laser diodes can provide measurements in the region surrounding a vehicle

that can detect its environment. Such systems are explained in Chapter 5, which covers vehicle sensors

and actuators. The applications of laser diode-based sensors are described in Chapter 10, which dis-

cusses vehicular safety-related systems and in Chapter 12, which discusses various levels of autono-

mous vehicles. In addition, owing to the temporal coherence, lasers are incorporated in optical carrier

frequency communication systems.

With the preceding background on p-n junction diodes, we consider next some common circuit ap-

plications. We begin with a so-called rectifier circuit.

RECTIFIER CIRCUIT
The circuit in Fig. 2.8, a very common diode circuit, is called a half-wave rectifier circuit because it

effectively cuts the AC (alternating current) waveform in half in the sense that the diode passes the

positive portion of the cycle and blocks the negative portion of the cycle.

Consider the circuit first without the dotted-in capacitor. The alternating current voltage source is

assumed to be a sine wave with a peak-to-peak amplitude of 100 V (50 V positive swing and 50 V

negative swing). Waveforms of the input voltage and output voltage plotted against time are shown

as the solid lines in Fig. 2.9. Notice that the output never drops below 0 V. The diode is reverse biased

Emitted light

Mirror
surfaces

id

V

p i n

FIG. 2.7 Laser diode structure.
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and blocks current flow when the input voltage is negative, but when the input voltage is positive, the

diode is forward biased and permits current flow. If the diode direction is reversed in the circuit, current

flow will be permitted when the input voltage is negative and blocked when the input voltage is pos-

itive. Rectifier circuits are commonly used to convert the AC voltage into a DC voltage (e.g., for use

with automotive alternators to provide DC current battery charging and to supply electric power to the

vehicle). Using a capacitor to store charge and resist voltage changes smoothes the rippling or pulsating

output of a half-wave rectifier.

The input voltage Vin of Fig. 2.8 is AC; the output voltage Vout has a DC component and a time-

varying component, as shown in Fig. 2.9.

The output voltage of the half-wave rectifier can be smoothed by adding a capacitor, which is repre-

sented by the dashed lines in Fig. 2.9. The combination of the load resistance (R) and the capacitor (C)
forms a low-pass filter (LPF), which acts to smooth the fluctuating output of the half-wave rectifier

diode. Since the capacitor stores a charge and opposes voltage changes, it discharges (supplies current)

to the load resistance R when Vin is going negative from its peak voltage. The capacitor is recharged

when Vin comes back to its positive peak and current is supplied to the load by the Vin. The result is Vout

that is more nearly a smooth, steady dc voltage, as shown by the dashed lines between the peaks of

Fig. 2.9. The amplitude of the ripples in the output voltage can be made insignificant by choosing a

capacitor having sufficiently large capacitance, which lowers the LPF corner frequency and attenuates

the ripple components (see Appendix A).

Vout 0

− 50
Time

Time

0

+ 50

Vin

FIG. 2.9 Rectifier waveform.

D
+

−

R C VoutVin

FIG. 2.8 Rectifier circuit.
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COMMUNICATIONS APPLICATIONS OF DIODES
There are many diode applications including some in communication systems. Often, it is desirable to

change the carrier frequency of an information-carrying signal. The highly nonlinear transfer charac-

teristics of a diode make it an excellent component for a process known as “frequency mixing.” When-

ever two or more signals are passed through a diode, a signal is generated that includes components

whose frequencies are the sum and the difference of the two original signal frequencies. Fig. 2.10 de-

picts a simplified embodiment of the frequency-mixing concept.

Let the two voltage sources have terminal voltages v1 and v2, where

v1 tð Þ¼V1 sin ω1tð Þ
v2 tð Þ¼V2 sin ω2tð Þ

It can be shown that the voltage across Rm is given by

vm ¼
X∞
n¼�∞

X∞
m¼�∞

Cm,n V1, V2ð Þsin mω1 + nω2ð Þt½ � (2.6)

where the coefficients Cm,n are functions of V1,V2 and Rm andm, n are integers. The amplitudes of these

coefficients are largest for relatively small n and m and asymptotically approach 0 as n!	∞ and

m!	∞. In most communications, application frequency-mixing circuits are used to select the desired

frequency components. The filter pass band encloses the desired frequency component, and its stop

bands reject the unwanted frequency components (see Appendix A).

TRANSISTORS
Diodes are static circuit elements; that is, they do not have gain or store energy. Transistors are active

elements because they can amplify or transform a signal level. Transistors are three-terminal circuit

elements that act like voltage- or current-controlled current amplifiers. Transistors come in two major

categories that are termed “bipolar” or “field effect” depending upon whether they are current or volt-

age controlled, respectively. There are two common bipolar (i.e., consisting of n-type and p-type semi-

conductors) types denoted as (1) NPN and (2) PNP.

Physically, an NPN transistor structure consists of a thin p-type material (called Base) sandwiched
between two n-type pieces, which are called the Collector and the Emitter. A PNP transistor has a thin

n-type material as the Base between a p-type Emitter and p-type Collector.

V1

Vm
Rm RI

Filter
H( jw)

V2

FIG.2.10 Frequecy “mixing” circuit.
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Bipolar transistors can be made to amplify or switch in three different circuit configurations:

(1) grounded emitter, (2) grounded base, and (3) grounded collector. For the present discussion, we

will use Fig. 2.11A and B to depict the schematic symbols for both bipolar types. The direction of con-

ventional current flow for each of the terminals for collector (Ic), emitter (Ie), and base (Ib) is shown in
these schematic symbol drawings. Fig. 2.12 depicts a circuit configuration for a grounded-emitter NPN

amplifier whose theory of operation is explained later in this chapter.

The signal being amplified is represented by source voltage vs and source resistance Rs. The load

resistance R‘ connects the collector to the positive DC power supply voltage Vcc. The output, amplified

Collector

(A)

(B)

Base

Base

Emitter

Collector

Emitter

N

N

P

Ic

Ib

Ib

Ie

Ic

Ie

FIG. 2.11 Transistor schematic symbols. (A) NPN transistor schematic symbol, (B) PNP transistor schematic

symbol.

Rb

Rs

Vcc

ic

Vs

v0ib
ie

R

FIG. 2.12 NPN transistor amplifier circuit.
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signal is taken at the collector-R‘ junction and is denoted as vo. For linear amplification, a bias resis-

tance Rb supplies a DC current to the base. The purpose of the bias current is explained later with re-

spect to the operation of a transistor as an amplifier.

Transistors are useful as amplifying devices. During normal operation, current flows from the base

to the emitter in an NPN transistor. The collector-base junction is reverse biased, so that only a very

small amount of current flows between the collector and the base when there is no base current flow.

The base-emitter junction of a transistor acts like a diode. Under normal operation for an NPN tran-

sistor, current flows forward into the base and out the emitter, but does not flow in the reverse direction

from emitter to base. The arrow on the emitter of the transistor schematic symbol indicates the forward

direction of current flow. The collector-base junction also acts as a diode, but supply voltage is always

applied to it in the reverse direction. This junction does have some reverse current flow, but it is so

small (10�6–10�12 amp) that it is ignored except when operated under extreme conditions, particularly

temperature extremes. In some automotive applications, the extreme temperatures may significantly

affect transistor operation. For such applications, the circuit may include components that automati-

cally compensate for changes in transistor operation.

The operation of an NPN bipolar junction transistor (BJT) in grounded-emitter configuration can

be understood with reference to Fig. 2.13. In this configuration, the individual component regions—

collector, base, and emitter—are depicted along with the very important depletion regions in each at

both junctions.

Voltages Vce and Vbe are the voltages of the collector (+) and the base (+) relative to emitter

(ground), where Vce>Vbe. These voltages reverse bias the collector-base junction and forward bias

the base-emitter junction. The electrically neutral portions of the collector and emitter are denoted

as n, and the neutral portion of the base is denoted as p. The reverse-bias collector-base voltage is

denoted as Vcb and is given by

Vcb ¼Vce�Vbe

Collector

n-Type depletion region

Base/collector
depletion region

Base/emitter depletion region

Emitter depletion region

Emittern

Ic

Vcb

Vbe

Vce

n

p Base

FIG. 2.13 NPN grounded-emitter configuration and voltages.
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An increase in Vce (without changing Vbe) increases the reverse bias that increases the depletion region

in both the collector and base. There is no change in the depletion region of the emitter-base junction

(for fixed Vbc). Consequently, the neutral base region is decreased in size along the active path between

collector and emitter.

The narrowing of the base reduces the probability of any recombination of a charge carrier with an

impurity ion. In addition, the gradient of the charge density across the base is increased such that the

current, due to minority carriers injected across the base-emitter junction, increases. The result of these

effects is to increase the collector (i.e., output) current as Vce is increased.

The operating characteristics for a bipolar transistor are given as a set of curves of Ic(Vce and Vbe)

known as characteristic curves. The characteristic curves for a typical small-signal NPN transistor (i.e.,

2N4401) in the grounded-emitter configuration are given in Fig. 2.14.

These curves are parameterized in terms of base current (in μ amp). Note that each curve for a fixed

Vbe increases from Ic¼0 at Vce¼0, reaching a saturation value and beyond this point increases roughly

linearly, with Vce. A large signal model for the grounded-emitter bipolar transistor is given by the so-

called Early model:

Ic ¼ Is exp
Vbe

VT

� �
1 +

Vce

VA

� �
(2.7)

βF ¼
@Ic
@Ib

����
Vce

βF ¼ βF0
1 +
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� �
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FIG. 2.14 Grounded emitter output characteristics.
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where Is is the saturation current for the reverse-biased collector-base junction, VT is the thermal

voltage¼kT/q, VA is the so-called Early voltage (in the approximate range 15–150 V), and βF0
is

the forward common-emitter current gain at zero bias:

βF0
¼ @Ic
@Ib

����
Ib¼0

A small-signal linear model for the transistor is given in Fig. 2.15. This model is the most useful for

performance analysis/design of linear modes of operation. In this model, the collector current is mod-

eled by a current-controlled current source (hfeIb) shunted by a resistance R (source impedance). The

base current Ib is determined by the source being amplified along with external circuit impedances.

The base-emitter diode does not conduct (there is no transistor base current) until the voltage across

it exceeds Vd volts in the forward direction. If the transistor is a silicon transistor, Vd equals 0.7 V just as

with the silicon diode. The collector current Ic is zero until the base-emitter voltage Vbe exceeds 0.7 V.

This is called the cutoff condition or the off condition, when the transistor is used as a switch.

When Vbe rises above 0.7 V, the diode conducts and allows some base current Ib to flow. Fig. 2.14
shows that the transistor voltage/current characteristics, though basically nonlinear, have a linear

region of operation. A variation in base current about a point such as Io¼300 μA at Vce¼5 V produces

a variation in collector current that is highly linear. The so-called common-emitter forward current

gain, denoted as hfe, is given by

hfe ¼ @Ic
@Ib

����
Vbe

(2.8)

Base-collector
diode

Base-emitter
diode

Vbe

Ib

Vd

hfe

R

Ib

Vce

Ic RL

Vcc

Emitter

Collector

Base

+ +

−−

FIG. 2.15 Current and voltages for NPN transistor.
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It is common practice in linear transistor circuit analysis/design to denote d-c components of voltage/

current with uppercase letters and variations about these d-c values with lowercase letters. For example,

collector current can be modeled as

Ic tð Þ¼ Ico + δIc
¼ Ico + ic tð Þ (2.9)

Similarly, the base current Ib can be modeled as given below:

Ib tð Þ¼ Io + δIb

¼ Io + ib tð Þ (2.10)

At any d-c base current (that is called the base bias current) and is denoted as Io. In Fig. 2.15, the col-

lector a-c current ic is given by

ic tð Þ¼ hfe ib tð Þ (2.11)

The current gain (hfe) can range from 10 to 200 depending on the transistor type but is nearly constant

over a large range of Vce, Ib, and Ic. The collector current is represented by a current generator in the

collector circuit of the model in Fig. 2.15. This condition is called the active region because the tran-

sistor is conducting current and amplifying. It is also called the linear region because collector current is

(approximately) linearly proportional to base current. The dotted resistance in parallel with the

collector-base diode represents the leakage of the reverse-biased junction, which is normally neglected,

as discussed previously.

A third condition, known as the saturation condition, exists under certain conditions of collector-

emitter voltage and collector current. In the saturation condition, large increases in the transistor base

current produce little increase in collector current. When saturated, the voltage drop across the

collector-emitter is very small, usually less than 0.5 V. This is the “on” condition for a transistor switch-

ing circuit. This condition occurs in a switching circuit when the collector of the transistor is tied

through a resistor RL to a supply voltage Vcc as shown in Fig. 2.15. In this mode of operation, the source

voltage is large enough that the base current drives the transistor into the saturated condition, in which

the output voltage (voltage drop from collector to emitter) is very small and the collector-base diode

may become forward biased.

Having briefly described the behavior of transistors, it is now possible to discuss circuit applications

for them. As an example of the use of this small-signal model, consider the analysis of the simple am-

plifier circuit of Fig. 2.16A. In this figure, a signal is represented by the a-c voltage vs and source re-

sistance Rs, and capacitorC is amplified to an output signal vo. The purpose of adding the capacitor is to

block the d-c base current Io through the bias resistor Rb from flowing through the source. This output

voltage is produced by collector variation (due to source voltage variations) acting through load resis-

tance RL.

In a transistor amplifier, a small change in base current results in a corresponding larger change

in collector current. In order to achieve linear amplification, the transistor is biased with a d-c current

Io via bias resistor Rb. The characteristic curves for this transistor are shown in Fig. 2.16B. The straight

line (called the load line) connecting Vce¼Vcc (10 V) with Ic¼ Ics represents the variation in voltage

Vo and collector current Ic with variation in base current due to signal voltage Vs. The slope of the load

line SLL is given by
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SLL ¼� dIc
dVce

¼ Isc
Vcc

¼ 1

RL

(2.12)

With vs¼0, the bias current is given by

I0 ¼Vcc�Vd

Rb
ffiVcc

Rb
(2.13)

where Vd is the forward-bias voltage drop across the base-emitter junction, which is typically negligible

in comparison with Vcc. The analysis of this circuit is done using the small-signal model of Fig. 2.16C in
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FIG. 2.16 Grounded emitter NPN transistor amplifier.
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which the load resistance at terminal Vcc is at a-c ground potential. The output voltage vo of circuit in

Fig. 2.16A is the a-c component of Vce.

This model, which is often termed the “small-signal linear incremental transistor model,” is actually

an idealized (fictional) equivalent circuit that is only valid for linear amplification and represents only

the time-varying (i.e., a-c) components of voltages and currents. In this model, the collector current ic is
represented by a current-controlled ideal current source shunted by a source resistance Rc. An ideal

current source is an artificial circuit component that produces a current that is independent of any load

impedance. The current generated is proportional to base current ib and is given by

ic ¼ hfeib (2.14)

Assuming Rc≫RL (which is the usual case), the output voltage vo is given by

vo tð Þ¼�RLic tð Þ (2.15)

vo ¼�hfeRLib tð Þ (2.16)

Note that the collector voltage and base current are 180 degrees out of phase. This phase change occurs

because load resistance end that is physically connected to the power supply (i.e., Vcc) is at a-c ground

potential and the a-c collector current flows in the direction shown in Fig. 2.16C. The base circuit anal-

ysis is conducted by summing the voltage components around the base circuit loop:

vs ¼ ibRs + vc (2.17)

The capacitor voltage vc is given by

vc tð Þ¼ 1

C

ðt
o

ib τð Þdt (2.18)

Eq. (2.17) can be solved for base current ib by using the Laplace transform method of Appendix A

yielding the following Equation for ib(s):

ib sð Þ¼ vs sð Þ
Rs +

1

sC

¼ sCvs sð Þ
1 +RsCs

(2.19)

Substituting ib(s) from Eq. (2.19) into Eq. (2.16) yields the transistor circuit voltage gain G:

G sð Þ¼ vo sð Þ
vs sð Þ (2.20)

¼� hfesCRL

1 + sCRsð Þ

¼�hfe
RL

Rs

s=ωo

1 + s=ωo

� �
(2.21)

where ωo ¼ 1

RsC
.

The dimension of the product RsC is time such that ωo has the dimension of frequency (in rad/s).
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The variation of gain with input frequency can be determined from the steady-state sinusoidal fre-

quency response for the gain (G(jω)). In Appendix A, it was shown that the sinusoidal frequency

response of any system is found by replacing s with jω in the operational transfer function. Thus,

the frequency dependence of amplifier gain is given by

G jωð Þ¼�hfe
RL

Rs

jω=ωo

1 + jω=ωo

� �
(2.22)

For frequencies ω≫ωo, the amplifier gain approaches a constant value:

G jωð Þ���!
ω!∞

�hfe
RL

Rs
(2.23)

That is, the circuit of Fig. 2.16A is a “high-pass” amplifier. The d-c blocking capacitor C is chosen

during circuit design such that ωo is smaller than the lowest component in vs.

In practice, transistor amplifiers frequently consist of multiple stages of the form of Fig. 2.16A

connected in cascade, each with a capacitor coupling its output to the input of the next stage. Of course,

the time domain output can be found by taking the inverse Laplace transform of vo(s) as shown in

Appendix A.

In addition to the linear region of operation, a transistor can be made to operate nonlinearly as a

switch as explained above with respect to saturation and cutoff regions. For this application, the bias

resistor is omitted. Circuit parameters and input voltages are chosen such that the transistor switches

abruptly from cutoff in which Ic ffi 0 and saturation in which Ic¼ Icsat. This type of operation is used in
digital circuits, which are discussed later in this chapter. As will be shown later, both input and output

voltages are binary-valued.

FIELD-EFFECT TRANSISTORS
The types of transistors discussed above are known as bipolar transistors because they operate by con-

duction via both electrons and holes. As explained earlier, they amplify relatively weak base currents

yielding relatively large collector-emitter output currents. They are in effect current-controlled current

amplifiers. Another type of transistor operates as a voltage-controlled amplifier and is called a field-

effect transistor (FET). There are many variations of FETs, as explained below.

Unlike the bipolar transistor, which is fabricated with two p-n junctions, the FET consists of a slab

of either n-type or p-type semiconductor to which electrodes are bonded as depicted (in an introductory

manner) in Fig. 2.17. An FET is known as either a p-channel or an n-channel FET depending upon

whether the semiconductor substrate is n-type or p-type material, respectively, as explained later in

this chapter.

An FET is a three-terminal active circuit element having a pair of electrodes connected at opposite

ends of the slab of semiconductor and called source (denoted as S) and drain (denoted as D). A third

electrode, called the gate (denoted as G), consists of a thin layer of conductor that is electrically insu-

lated from the semiconductor slab.

There are many types of FETs characterized by fabrication technology, material doping

(i.e., n-channel or p-channel), and whether the gate voltage tends to increase the number of charge car-

riers (called enhancement mode) or decrease the number of charge carriers (depletion mode). The FET
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circuit schematic symbols for n-channel and p-channel enhancement modes are shown in Fig. 2.18B

and for depletion mode in Fig. 2.18A.

The circuit symbols are drawn with a solid line from source to drain for a depletion mode FET and

with three segments in a line from source to drain as depicted in Fig. 2.18 for an enhancement mode

FET. The arrow is directed away from the middle SD line segment for p-channel FET and toward the

line segment for n-channel FET. It is left as an exercise for the interested reader to draw the circuit

symbols for an n-channel depletion FET and a p-channel enhancement FET.

The fabrication of the FET is accomplished by doping the substrate material near the S and D elec-

trodes with charge carrier distributions as explained in the next section of this chapter on FET theory.

The electrodes are formed such that the S and D electrodes are in ohmic contact, and the gate is insu-

lated from the substrate.

Perhaps the most common gate fabrication involves a metal with an oxide layer placed against

the semiconductor in the sequence metal-oxide semiconductor (MOS). The oxide layer insulates the

metal electrode from the semiconductor so that no current flows through the gate electrode. Rather,

the voltage applied to the gate creates an electric field that controls current flow from source to drain.

D

S(A) (B)

G

D

S

G

FIG. 2.18 Circuit symbol for FET transistors. (A) P-channel depletion and (B) N-channel enhancement.

n-Channel FET

Metal
gate

electrode

G

D

p

S

p-Channel FET

Metal gate
electrode

G

D

n

S

FIG. 2.17 Field-effect transistor configuration.
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The terminology for an FET having this type of gate structure is NMOSor PMOS, depending onwhether

the FET is n-channel or p-channel. Often, circuits are fabricated using both in a complementary manner,

and the fabrication technology is known as complementary-metal-oxide semiconductor (CMOS)

FET THEORY
The theory of operation of an FET depends on its physical construction and impurity doping config-

urations. The conduction occurs within the so-called channel that, for an n-channel, is via negative

charge carriers (electrons), and for a p-channel, conduction is via holes. For an enhancement-type

FET, the size of the channel and thus the current flow is determined by the strength of an electric field

intensity created by the voltage on the gate (hence the name field-effect transition). For the purposes of

the present discussion, we take a very simplified explanation of electric field intensity that is a vector

quantity and is denoted as �Ewith the over bar used to denote a vector in field theory discussions. Amore

detailed and exact discussion of general electromagnetic field theory is presented in Chapter 5.

For the present explanation of FET theory, a relatively simple configuration of a structure in which
�E exists is depicted in Fig. 2.19.

This structure consists of a pair of parallel plate electrodes separated by an insulator to which a

voltage V is applied. The electric properties of the insulator are characterized by a material properly

known as the dielectric constant and denoted as 2. For a vacuum, the dielectric constant is denoted as

2o, and for any homogeneous isotropic material, 2 is given by

2¼2r2o

where 2r¼dimensionless relative dielectric constant.

For the structure of Fig. 2.19, we assume that 2r≫1. In this case, the electric field intensity is nearly

uniform in the space between the electrodes (i.e., 0� y�w) and is given by

�E¼�v

d
x̂

x

Electrodes

Insulator

W

V

d
E

∈

y

FIG. 2.19 Structure in which �E exists.
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where x̂¼unit vector in the x direction.

The equation for �E indicates that the direction of �E is from the positive toward the negative elec-

trode and has magnitude proportional toV and inversely proportional to the interelectrode spacing. This

somewhat simplified model for �E is sufficiently valid for our discussion of FETs.

Any electric charges exposed to �E experience a force �F, which is given by

�F¼ q �E

where q¼charge magnitude.

In a semiconductor, the force on electrons is toward the positive electrode, and on a hole, it is away

from the + electrode.

The modeling of the electric conduction characteristics of an FET depends upon its configuration.

For an n-channel enhancement mode FET, a somewhat simplified configuration is depicted in

Fig. 2.20.

This type of FET is fabricated on a block of p-type semiconductor (called substrate) with of rela-

tively heavily doped n-type (denoted n+) sections near the S and D electrodes. The gate electrode

is electrically insulated from the semiconductor (e.g., with an oxide layer). The n-doped region and

p substrate form p-n junctions.

The voltage between the gate and source creates the electric field intensity �Eg depicted in Fig. 20,

which has a magnitude (k �Egk) proportional to VGS. For VGS¼0, there is no n-channel. For VGS greater

than a specific value called the threshold voltage that is denoted Vth, there is an n-channel created be-

tween S and D. This n-channel exists because �Eg moves the p charge carriers away from the gate area.

The width of the channel is proportional to �Eg and thus to VGS. The drain current iD for an applied

DS voltage denoted VDS results from current flow through n-channel and is related to VGS and is repre-

sented by the FET transistor characteristic curves (analogous to bipolar transistors). For the purposes

n-Channel

G

D

iD

VDS

Eg

Gate electrode

S

n+

n+

p

Source electrode

Drain
electrode

Substrate

FIG. 2.20 N-channel enhancement FET.
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of deriving a relatively straightforward model for the FET in a circuit, these characteristic curves are

approximated by straight line segments as depicted in Fig. 2.21.

In this figure, each of the solid lines represents an essentially constant current. That is, for each line,

@iD
@VDS

����¼ 1

RDS
’ 0

The dashed line represents iD(VDS) for very small VDS that is a portion of the FET operating domain

that is only used for switch-mode operation (as explained later in this chapter). The actual characteristic

of iD(VDS) for a given VGS in this region is a small curve connecting the dashed line with the constant

current line for that specific VGS. The parameter RDS (which essentially is∞) will appear in the equiv-

alent circuit model for the FET in a way that normally makes it unnecessary in circuit modeling.

Essentially, these characteristic curves show that the FET functions as a voltage-controlled current

source for linear circuit models. As will be shown later in switching type circuits, the S to D path func-

tions essentially as a voltage-controlled (i.e., by VGS) resistance. The solid line drawn between the VDS

and iD axes in Fig. 2.21 is a so-called load line that is associated with the amplifier circuit and is

discussed in association with that circuit.

A p-channel enhancement FET has a structure similar to that shown in Fig. 2.20 except that all

p regions become n regions and n regions become p. In addition, the voltage polarities of the p-channel

enhancement mode are reversed from those of the n-channel. Although the characteristic curves for the

p-channel enhancement FET are similar in shape to those of the n-channel, the actual drain current

iD(VGS) is generally lower for a given magnitude of VDS than for n-channel, because the charge carriers

are holes that have less mobility than the electrons in an n-channel FET.

Depletion mode FETs are fabricated differently than enhancement types in that there is an existing

channel between S and D in the absences of �Eg.This channel is created during fabrication by doping the

substrate material near the gate surface. For this reason, the depletion FETs are conducting and have a

nonzero iD for VGS¼0. The characteristic curves for depletion type FETs are similar to those depicted

in Fig. 2.21, except that the constant current line for VGS¼0 is well above that for VGS¼Vth in an

Load line Essentially
constant current
lines

Increasing VGS

VGth

iD

VDS

B

FIG. 2.21 Approximate (idealized) characteristic curves for n-channel enhancement FET.
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enhancement-type FET. In fact, the threshold voltage for a depletion-type FET is negative. An ampli-

fier stage with a depletion-type FET can linearly amplify a-c voltages without requiring a bias voltage

that, as will be shown next, is required for an enhancement-made FET linear amplifier.

The analysis procedure for all FET-type transistors is essentially the same as for a bipolar transistor. An

example-amplifying circuit, shown in Fig. 2.22, depicts the current path from power supply VCC through a

load resistor RL and through the transistor from D to S and then to ground using an n-channel enhancement

mode FET. This example circuit configuration is termed a “grounded source amplifier.” A signal voltage vs
applied at the gate electrode controls the current flow through the FET and thereby through the load resis-

tance RL. Functionally, the FET operates like a voltage-controlled current source. A relatively weak signal

applied to the gate can yield a relatively large voltage vo across the load resistance.

FET AMPLIFIER
The circuit of Fig. 2.22 operates along the solid line (called load line) connecting the VDS and iD axes in

Fig. 2.21. The slope of this line SL is given by

SL ¼ @iD
@VDS

����
loadline

¼� 1

RL

VS

VO

VGB

D

S

G

RA

VCC

iD

RL

RB

C

FIG. 2.22 Simple FET amplifier.
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For a linear amplifier, the VGS voltage must remain between the threshold voltages that is denoted VGth

in Fig. 2.21 and the point of intersection with the dashed line. If the voltage being amplified is a-c

(i.e., its average voltage is 0), a bias voltage must be applied at the gate at a point (denoted B in

Fig. 2.21) that will keep the VGS within the linear range. The gate bias voltage (corresponding to point

B of Fig. 2.21) is denoted VGB. This bias voltage is accomplished with the voltage divider circuit con-

sisting of resistors RA and RB. The capacitor that is denotedC in Fig. 2.22 provides an open circuit to the

bias circuit. In addition, the resistance to ground from the gate (G) terminal is sufficiently large that its

affect on VGB is negligible. This voltage is given by

VGB ¼ VCCRB

RA +RB

The parameters RA, RB, and C can be chosen in relationship to the source impedance of the a-c signal

being amplified that the bias circuit impedance has a negligible effect on the circuit amplification. For

example, the series reactance XC of the capacitor is given by

XC ¼ 1

ωminC
≪Rs

where ωmin is the lowest frequency component in VS and Rs¼ source resistance.

In addition, the combined load resistance presented to the source due to the bias resistors that

is denoted RP can be large compared with RS. This combined load resistance on the source is given by

RP ¼ RARB

RA +RB

By choosing RA and RB to be sufficiently large, the following inequality can readily be achieved:

RP≫RS

It is assumed that the bias circuit satisfies these above inequalities such that the bias circuit has essen-

tially no effect on the performance of the amplifier of Fig. 2.22.

The characteristic curves of Fig. 2.21 ideally should have zero slope. In other words, the drain cur-

rent should be independent of VGS and depend only on VG. However, in practice, there is a small but

nonzero slope SDS to each constant VG curve that is given by

SDS ¼ @iD
@VDS

����
VG

The influence of this slope has an FET amplifier that can be represented in an equivalent circuit for the

FET output circuit is by a resistance RDS, where RDS is given by

RDS ¼ 1

SDS

We illustrate such analysis with an example based upon Fig. 2.22. The small-signal (a-c) equivalent

circuit model for this circuit is shown in Fig. 2.23.

The input impedance for an FET is sufficiently large, and the bias circuit (RA, RB, andC) is designed
to be negligible such that the gate voltage is approximately the source voltage vG ffi vS. The equivalent
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circuit of Fig. 2.23 includes a voltage-controlled current source whose output current is controlled by

gate voltage VG. This current source is shunted by source resistance RDS. In this case, the voltage-

controlled current source with current is given by

iD ¼ gmvG

ffi gmvS

where gm ¼ @iD
@vG

����
vGB

.

The parameter gm is called the “transconductance” for the FET. The output voltage vo is given by

vo ¼�RDSRLiD
RDS +RL

¼�RDSRLgmvs
RDS +RL

(2.24)

In a typical amplifier application, RL≪RDS so that vo is given approximately by

VO ffi�RLgmVs

The amplifier gain G is given by

G¼ vo

vs

¼�RLgm

Note that this exemplary grounded source FET amplifier produces a 180 degrees phase shift from vs to

vo similar to the bipolar grounded-emitter amplifier.

The above example illustrates the analysis procedures for any FET for the assumptions made for the

bias circuit. Of course, any given FET amplifier circuit may incorporate frequency-dependent compo-

nents (e.g., inductors and capacitors), which requires analysis via transform techniques as explained in

Appendix A and similar to that used in the bipolar transistor analysis.

INTEGRATED CIRCUITS
In modern automotive electronic systems/subsystems, transistors only seldom appear as individual

components (except for relatively high-power applications as drivers for fuel injection or spark gen-

eration). Rather, multiple transistors (numbering in the tens of thousands) are created on a single

VG
RL VagmvG RDSvS

RS C

Rp

FIG. 2.23 Small-signal circuit model for FET amplifier.
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semiconductor (e.g., Si) chip. This is particularly true of digital circuits that are discussed later in this

chapter. These combined circuits are termed integrated circuits and are packaged with dozens or hun-

dreds of leads configured such that they can be attached via soldered connections to a so-called printed

circuit board. A printed circuit consists of a thin insulating board onto which conductors are formed that

provides the interconnection between multiple integrated circuits to form an electronic system/

subsystem.

Analog filtering or other signal processing has largely disappeared from contemporary automo-

biles. However, some older vehicles may still be on the road in which there is some analog signal

processing. Moreover, analog signal processing is sometimes combined with an analog sensor. For

the sake of completeness, a brief discussion of analog signal processing is included here. Analog

filtering/signal processing is, perhaps, best illustrated with integrated circuits called “operational

amplifiers.”

OPERATIONAL AMPLIFIERS
An operational amplifier (op-amp) is an example of a standard building block of integrated circuits and

has many applications in analog electronic systems. It is normally connected in a circuit with external

circuit elements (e.g., resistors and capacitors) that determine its operation. An op-amp is a differential

amplifier that typically has a very high-voltage gain of 10,000 or more and has two inputs and one

output (with respect to ground), as shown in Fig. 2.24A. A signal applied to the inverting input (–)
is amplified and inverted (i.e., has polarity reversal) at the output. A signal applied to the noninverting

input (+) is amplified, but it is not inverted at the output.

Noninverting

(A)

(C)

(B)

Inverting

Output

Av

vin

vin

iin

if

iin

vout

vout

Ri + Rf

Ri
=

Ground
(Zero volts)

Ground
(Zero volts)

= 1 +
Rf Ri

Ri

Rf

Rf

Ri

Av =

+

−

+

−

−
+

−Rf

Ri

FIG. 2.24 Op-amp circuits. (A) Schematic symbol, (B) inverting amplifier, (C) noninverting amplifier.
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USE OF FEEDBACK IN OP-AMPS
The op-amp is normally not operated open loop at maximum gain, but feedback techniques can be used

to adjust the closed-loop gain and dynamic response to the value desired, as shown in Fig. 2.24B. The

output is connected to the inverting input through circuit elements (resistors, capacitors, etc.) that de-

termine the closed-loop gain.

The output voltage vout for an op-amp having no feedback path (i.e., open loop) is given by

vout ¼A v1�v2ð Þ (2.25)

where v1 is the noninverting input voltage and v2 is the inverting input voltage.

Alternatively, this equation can be rewritten in a form from which the relationships between the

inverting and noninverting inputs can be found for an ideal op-amp (having open-loop gain A!∞):

v1�v2 ¼ vout

A
����!
A!∞

0

Thus, the two input voltages will approach identity for a high-quality (i.e., high A) op-amp as repre-

sented by the following condition:

v1 ffi v2

The internal resistance between the inverting and noninverting inputs is denoted Rin and is relatively

large compared with external resistances used in normal up-amp applications. In the example of

Fig. 2.24B, the feedback path consists of resistor Rf. The gain is adjusted by the ratio of the two resistors

and is calculated by the following analysis. For this circuit configuration, which is inverting mode with

noninverting input at ground, the following relationship is valid:

v1 ¼ v2 ¼ 0

In order that v1¼0, the currents at the inverting input must sum to zero:

iin ¼ vin�v1

Ri

iin ¼ vin

Ri

if ¼ vout�v1

Rf

if ¼ vout

Rf

iin + if ¼ 0

vout

Rf
¼�vin

Ri

The closed-loop gain Ac‘ is defined as

Ac‘ ¼ vout

vin

¼�Rf

Ri

(2.26)
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The phase change of 180 degrees between vin and vout is indicated by the negative Ac‘.

The op-amp can readily be configured to implement a LPF using the circuit depicted in Fig. 2.25.

The components in the feedback path include the parallel combination of resistor Rf and capacitorC.
In this circuit, as in any other invertingmode circuitwith the noninvertingmode grounded (through a low

resistance R), the currents into the inverting input sum essentially to zero. Using the Laplace transform

methods of Appendix A and the model for capacitor voltage/current relationships (i.e., iC ¼C
dvc
dt

), the

model for the inverting mode currents is given below:

vs sð Þ
Ri

+ vo sð Þ sC +
1

Rf

� �
¼ 0 (2.27)

Solving for vo/vs gives the closed-loop gain Ac‘ (as a transfer function):

Ac‘ sð Þ¼ vo sð Þ
vs sð Þ

¼� Rf =Ri

1 + sRf C

(2.28)

With reference to the discussion in Appendix A on continuous time systems, it can be seen that steady-

state sinusoidal frequency response Ac‘(jω) is a LPF having corner frequency ωc¼1/RfC:

Ac‘ jωð Þ¼� Rf =Ri

1 + jω=ωC
(2.29)

The minus sign in the equation means signal phase inversion from input to output. Moreover,

the closed-loop gain is independent of the open-loop gain (as long as A is large). Furthermore, since

both the inverting and noninverting inputs are held at ground potential, the input impedance of the

op-amp circuit of Fig. 2.24B (as well as in Fig. 2.25) presented to input voltage vin is the resistance

of Ri.

vs

Ri

R

+

−

Rf

vout

C

FIG. 2.25 Low-pass filter op-amp circuit.
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A noninverting amplifier is also possible, as shown in Fig. 2.24C. The input signal is connected to

the noninverting (+) terminal, and the output is connected through a series connection of resistors to the

inverting (–) input terminal. The voltage gain, Av, in this case is

Av ¼ vout

vin
¼ 1 +

Rf

Ri
(2.30)

Note that this noninverting circuit has no phase inversion from input to output voltage. The minimum

closed-loop gain for this noninverting amplifier configuration (with Rf¼0) is unity. Besides adjusting

gain (via the choice of Rf and Ri), negative feedback also can help to correct for the amplifier’s non-

linear operation and distortion. The input impedance presented to the input voltage vin by the nonin-

verting op-amp configuration of Fig. 2.24C is very large (ideally infinite). This high input impedance is

one of the primary features of the noninverting op-amp configuration.

SUMMING MODE AMPLIFIER
One of the important op-amp applications is summing of voltages. Fig. 2.26 is a schematic drawing of a

summing mode op-amp circuit.

In this circuit, a pair of voltages va and vb (relative to ground) is connected through identical re-

sistances R to the inverting input. Using the property of inverting mode op-amps that the currents into

the inverting input sum to 0, it can be shown that the output voltage vo is proportional to the sum of the

input voltages:

vo ¼�Rf va + vbð Þ
R

(2.31)

R
va

vb

R

R1

+

−

Rf

vo

FIG. 2.26 Schematic drawing of a summing mode op-amp circuit.
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COMPARATOR
One of the important circuits involving op-amps is the so-called analog comparator. The basic oper-

ation of an analog comparator is the generation of binary-valued voltages that switch between the two

binary levels when an analog input crosses a threshold voltage (Vth). Fig. 2.27C depicts a comparator

circuit that is implemented with an op-amp and a zener diode.

The open-loop output voltage without the zener diode is given by

Vo ¼A Vin�VThð Þ

where Vin is the analog signal that is being compared with the threshold voltage Vth. The circuit is only

linear over the very small range of voltage differences:

Vγ

A
� vin�vth <

vz

A

where Vz ¼ zener voltage of the diode and Vγ ¼ forward diode voltage.

The open-loop gain A is sufficiently large that this linear range extends over a negligible voltage

span in terms of its operation. A practical approximate model for the comparator is given below:

VO ¼Vz Vin >Vth

’ 0 Vin <Vth

In fact, there is a small hysteresis in the transition from one output voltage to the other. The majority of

applications of an analog comparator are the generation of binary voltages that are input to a digital

system and correspond to logic 1 (Vz) and logic 0.

Internally, the output circuit of the op-amp has a source resistance Ro that limits the output current to

the zener diode and any additional load impedance. For a typical commercially available operational

amplifier, it is of the order of 50–100 Ω. Whenever the comparator switches states, the open circuit

output voltage is	Vsat where Vsat is the saturation voltage of the amplifier. The zener diode must

be capable of handling a current izmax given by

izmaxj j ¼Vsat�Vz

Ro
vin >Vth

¼Vsat

Ro
vin <Vth

If the zener diode chosen for a given comparator circuit cannot safely pass currents of jizmaxj, it is pos-
sible to add some additional resistance between the op-amp output and the zener diode to safely limit

the diode forward and reverse polarity currents.
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ZERO-CROSSING DETECTOR
The circuit of Fig. 2.27 can be a so-called zero-crossing detector (ZCD) by setting Vt¼0 (i.e., at ground

potential). The transition from high-to-low voltage levels in vo correspond to the crossing of zero volts

by Vin. This transition can readily be detailed by a digital control system. Chapter 5 makes reference to

a ZCD in a crankshaft angular position sensor application. There are other applications of a ZCD in

vehicular electronics.

PHASE-LOCKED LOOP
Another example of analog integrated circuit signal processing having automotive application is a de-

vice known as a “phase-locked loop” (PLL). This circuit can be used with certain analog (continuous

time) sensors to provide an analog signal that can be further processed by a digital electronic system

after it is sampled. The PLL finds application in the demodulation of phase- or frequency-modulated

signals. At least one automotive application is the measurement of instantaneous crankshaft angular

speed as explained later in this book.

A block diagram for the PLL circuit is shown in Fig. 2.28.

Vin R2

Vth

+

−
vo

R1

FIG. 2.27 Example analog comparator circuit.

Phase
detector

VCO

LPF
vs

vv

vd vo

FIG. 2.28 Block diagram for PLL.
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In this figure, the input signal vs(t) is assumed to be phase (ϕ) modulated and is given by

vs tð Þ¼V cos ωst+ϕ tð Þð Þ (2.32)

where ϕ(t) is the instantaneous phase modulation.

A corresponding frequency-modulated signal has instantaneous frequency given by

ωs tð Þ¼Ωs + δωs tð Þ

where Ωs is the time average frequency and δωs is the frequency deviation from mean (i.e., modula-

tion). With respect to the model of Eq. (2.32), δωs is given by

δωs ¼ _ϕ

In any practical application of the PLL for automotive systems, the modulation deviation is a small

fraction of the carrier frequency (i.e., δωsj j≪Ωs).

The other components in Fig. 2.28 include a phase detector, a low pass filter (LPF), and a voltage-

controlled oscillator (VCO). The phase detector is functionally an electronic multiplier that generates

an output voltage vd given by

vd ¼Kdvsvv (2.33)

where Kd is the constant for the device.

The VCO is an oscillator having an output voltage vv(t) whose instantaneous frequency (ωv(t)) is
controlled by voltage vo (from the LPF) such that

vv tð Þ¼Vv cos ϕv tð Þð Þ (2.34)

where

ϕv tð Þ¼
ðt
o

ωv τð Þdτ (2.35)

ωv tð Þ¼ω vo 0ð Þ½ � +Kvvo tð Þ (2.36)

where Kv is the constant for the VCO circuit.

The PLL circuit is an electronic closed-loop control system (see Appendix A). After a brief transient

period during which the VCO frequency is controlled, its frequency is “locked” toωs (i.e.,ωv(t)¼ωs(t))
provided Ωs is within the so-called capture range for the VCO. That is, PLL lock occurs provided that

Ωs�ωv 0ð Þj j �Ωc (2.37)

where

Ωc ¼ PLL capture range (2.38)

For frequency modulation cases, under lock conditions, the VCO voltage is given by

vv tð Þ¼Vv cos ωvt+ δϕ½ � (2.39)

where ωv¼ωs.
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The instantaneous phase difference δϕ(t) is linearity proportional to the frequency deviation δωs

from the mean frequency Ωs:

δϕ tð Þ¼Kϕδωs (2.40)

where Kϕ is a constant for the VCO.

The phase detector output voltage is given by

vd ¼KdVsVv cos ωstð Þcos ωst+ δϕð Þ (2.41)

¼KdVsVv

2
sin 2ωst+ δϕð Þ+ sin δϕð Þ½ � (2.42)

The LPF suppresses the term at frequency 2ωs and for small modulation sinϕ
ϕ such that the output

voltage is given by

vo tð Þ¼KdVsVvKϕ

2
δωs tð Þ (2.43)

That is, the LPF output signal is proportional to the frequency modulation. Thus, this circuit is

an FM demodulator. The filter pass band must be sufficiently large to accommodate the spectrum

of δωs.

SAMPLE AND ZERO-ORDER HOLD CIRCUITS
Chapter 3 and Appendix B illustrate the use of practical sample and zero-order hold circuits, which are

used in discrete time digital systems. In order to understand the implementation of digital electronics in

automotive systems, it is, perhaps, worthwhile to discuss, briefly, some actual circuit configurations for

practical realizations of these important system components. The input (xk) to a digital system is es-

sentially a numerical representation in binary or binary-coded format of a sample of a continuous time

voltage variable V(t) at sample time tk:

xk ¼V tk,NBð Þ (2.44)

where tk ¼ kT k¼ 0,1,2… and T¼ sample period.

Where NB signifies an N-bit binary representation of V(tk) (i.e., see Chapter 3). This sampling pro-

cess involves two steps: (1) obtaining a voltage sample at tk and (2) converting this sample to the N-bit
numerical format. The first step can be accomplished, in theory, via a switch that connects the contin-

uous time voltage to a low-loss capacitor for a sufficient duration to charge the capacitor to the voltage

value V(tk).
Fig. 2.29 depicts a sampler for a digital system that works in conjunction with an A/D converter as

described above.

The A/D converter is explained in detail with example circuits in Chapter 3. This figure depicts the

equivalent circuit of the source being sampled including its source impedance (assumed to be resistive)

Rs and a very low-leakage capacitorC. The capacitor maintains voltage V(tk) sufficiently long to permit

the A/D to complete its conversion. In Fig. 2.29A, the switch S model is given by

closed switch! S¼ 1 tk � tk < + τs

open switch! S¼ 0 tk + τs � t< tk + 1
(2.45)
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The duration of the switch closure τs must be long enough for the A/D conversion to be completed at

which time an output EOC¼1 (logical) indicating “end of conversion” to the digital system. It is as-

sumed for convenience that the input impedance of the A/D converter is sufficiently large that its input

current is negligible.

During the period inwhich the switch is closed (at sample time tk), the source voltage supplies current
to the capacitor to change its voltage from vc¼v(tk�1) to vc¼v(tk). Themodel for this circuit is given by

Rsi+ vc ¼ v tkð Þ tk � t< tk + τs

i¼ 0 tk + τs < t� tk + 1
(2.46)

where i¼ dq

dt
; q is the charge on capacitor; vc ¼ q

C
; and C is the capacitance of capacitor.

The voltage that is held from the end of sample interval until the beginning of the next sample is

denoted vck for the kth sample. For example, the held voltage at the end of the k�1 sample is given by

vc k�1ð Þ ¼ vc tk�1 + τsð Þ
Eq. (2.46) can readily be rewritten in terms of vc:

RsC _vc + vc ¼ v tkð Þ tk � t< tk + τs (2.47)

vc tð Þ¼ vc tk + τsð Þ tk + τs < t� tk + 1

¼ vck

where vck is ideally held constant by the capacitor until time tk+1. Because the output voltage of the

above circuit “holds” the sample of source voltage vck for the indicated period, it is usually called a

“sample-and-hold” circuit. The solution to the first-order differential Eq. (2.47) is readily obtained

using the Laplace transform method given in Appendix A:

vc tð Þ¼ v tkð Þ�vc k�1ð Þ
� 	

1� e� t�tkð Þ=τ

 �

+ vc k�1ð Þ tk � t< tk + τs
¼ vck tk + τs < t+ tk + 1

(2.48)

where τ¼RsC.

v(t)

v(t)

C

C

A/D

A/D

EOC

EOC

N bit

FET

vc

vc
vg

xk

xk

Rs

FETRs

(A)

(B)

i

i

D S

S

FIG. 2.29 Sample circuit. (A) Sampler with ideal switch S. (B) Sample with FET switch.
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Ideally, the capacitor voltage vck should equal the sampled value of the source voltage v at t¼ tk.
This ideal voltage is approximated by the actual voltage vck provided τ≪ τs. Furthermore, τs should be
small compared with the time that the source changes such that

v tk + τsð Þ’ v tkð Þ

In order for this latter condition to be achieved, the sample duration period τs and the system sample

period T must both be small. It is shown in Chapter 3 and Appendix B that the sample frequency

Fs¼1/T must be greater than twice the highest frequency in v(t) to avoid aliasing errors (i.e., Nyquist

sample rate). Furthermore, the sample duration must be larger than τ (i.e., τs≫τ) in order for the sam-

pler to approximate the ideal sampler performance. This latter objective requires that the capacitance C
satisfies the following inequality:

C≪
τs
Rs

In the practical sample circuit of Fig. 2.29B, the switch function is implemented via an FET whose

source to drain resistance (RSD) is a function of a control voltage vg applied to the gate of the transistor.

The switching operation can be achieved a control voltage by a periodic pulse train form as given by

vg tð Þ¼VH tk � t< tk + τs

¼VL tk � τs � t< tk + 1
(2.49)

It is assumed that VH is sufficiently large to drive the FET into saturation and that VL is sufficiently low

(ideally 0) such that the FET is in cutoff. With vg(t) above applied to the FET gate, the source/drain

resistance is denoted RSD(vg) and is given by

RSD VHð Þ¼Ron transistor in saturationð Þ
RSD VLð Þ¼Roff transistor in cutoffð Þ

Ideally, these resistances should be

Ron ¼ 0

Roff!∞

However, in practice, Roff is finite but large and Ron is small but nonzero. An equivalent circuit for the

FET in switch mode is given in Fig. 2.30.

Provided Roff is sufficiently large, the model for the circuit of Fig. 2.29 is given by

RS +Ronð ÞC _vc + vc ¼ v tkð Þ tk � t< tk + τs

ffi v tkð Þ tk + τs < t< tk + 1
(2.50)

The circuit in which the switch is implemented by the FET has the same dynamic response as that of the

ideal switch model except that the time constant τ is given by

τ¼ Rs +Ronð ÞC

The performance of the practical sample circuit can approach that of the ideal sample by proper choice

of circuit and system parameters.
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ZERO-ORDER HOLD CIRCUIT
In addition to the ideal sampler component introduced above, in Chapter 3 and Appendix B, a circuit

called a “zero-order hold.” ZOH is shown to be required whenever a digital system output must be

converted to an analog electric signal (e.g., to operate an analog actuator). The ZOH circuit is similar

in certain respects to the “sample-and-hold” circuit introduced above; in that often, it is synchronous

with the sampler at the system input and that it must hold a voltage between successive sample times. In

addition, it incorporates a low-leakage capacitor to “hold” the voltage.

Fig. 2.31 depicts a ZOH circuit in which the system input yk is the kth digital system output. In the

figure, the digital system (not shown) generates an output sequence {yk} in the form of an N-bit binary
“word” on a set of N-leads that are connected to the D/A converter.

The D/A converter is explained in detail (along with the schematic diagrams) in Chapter 3. The

digital control system also generates a signal that controls the D/A operation such that, at the end

of the conversion (EOC), the D/A output analog voltage �uk corresponds to the numerical value

of yk. The EOC output triggers a pulse generator having output voltage vg(t) given by

yk

uk

u(t)

FET

C

+

+

–

–

D/A
Pulse
gen

vc R1EOC

S

C
R

vc

(A)

(B)

u(t)
uk

vg

FIG. 2.31 ZOH circuit. (A) ZOH circuit configuration. (B) ZOH equivalent circuit.

S
Ron

Roff

Roff  >> Ron

FIG. 2.30 Equivalent circuit for FET in switch mode.
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vg ¼VH tk � t� tk + τs

¼VL tk + τs < t< tk + 1
(2.51)

The pulse duration τs must be sufficiently long that the capacitor voltage is approximately (ideally) �uk.
Voltage vg is applied to the FET gate, which functions as a voltage-controlled switch (as explained

above with respect to the sample circuit). The source-drain resistance is given by RSD(Vg):

RSD Vg

� 
¼Ron

RSD VLð Þ¼Roff

The model for the capacitor voltage vc(t) is similar to that given for the sample circuit:

Ron +Rsð ÞC _vc + vc ¼ �uk

¼ �uck tk + τs < t< tk + 1
(2.52)

It is left as an exercise for the reader to find the capacitor voltage vc(t) and show that it is a piecewise

continuous function of time that approximates the output of the ideal ZOH of Appendix B. The pri-

mary differences between vc(t) and �ut for an ideal ZOH are the (ideally) short intervals from t¼ tk to
t¼ tk+τs, during which periods the capacitor voltage is changing. Except for the short intervals in

which the capacitor voltage is changing, �ut is a stepwise continuous function of time t as depicted
in Appendix B.

The circuit of Fig. 2.31 also incorporates an operational amplifier connected as a noninverting volt-

age follower having output voltage �ut where

�ut ¼ vc tð Þ (2.53)

This op-amp provides isolation of the capacitor such that any circuit, which is connected to the ZOH

output, will not place a load on vc that would otherwise cause “loading” (with a drop in vc from its

desired value).

BIDIRECTIONAL SWITCH
Another practical circuit incorporated in digital systems that have analog signals at certain inputs or

outputs is an electronically controlled switch that can function with input at either end of the switch.

This circuit can be implemented with MOS fabrication involving both n-channel and p-channel FETs,

also known as CMOS technology. A CMOS circuit that is termed a bidirectional gate and the circuit

symbol for it are depicted in Fig. 2.32.

This circuit can function as a voltage (Vc)-controlled switch that can pass signals in direction either

to/from� in/out or to/from� in/out b. The control voltage and its logical inverse are applied to the gates

of the switching FETs. The input voltage range is limited to

o� vin <VDD

Typically, these voltage-controlled bidirectional switches are implemented as part of an IC for a spe-

cific function as will be described elsewhere in this book but will be represented by the circuit symbol

of Fig. 2.32. In this symbol, the control is represented by the logical variable Cc. The circuit control

voltage vc is binary-valued in which the high level (i.e., vc¼VH) corresponds to Cc¼1, and the low

voltage level (i.e., v¼VL) corresponds to Cc¼0. In the circuit, the voltage denoted VEE is a voltage that
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must be less than or equal to the source voltage (VSS) for the other FETs in the larger portion of the IC.

The control voltage is relative to VSS, and the analog voltages are referenced to VEE.

One of the important circuits that incorporate bidirectional gates is the so-called analog multiplexer

(MUX) or demultiplexer (DEMUX). These devices have multiple potential applications in vehicular

digital electronics. An analog MUX is used to selectively pass one of N analog signals to a digital com-

puter that performs various computations on the multiple analog signals one at a time. Often, the analog

signals are sent to the computer sequentially in time via a process known as time domain multiplexing

(TDM). For example, in Chapter 8, which is devoted to vehicular instrumentation, it is explained that a

single computer performs analytic transformations on several analog signals coming from devices

known as sensors (many of which are explained in Chapter 5).

A simplified exemplary diagram of a four-analog signal TDM is presented in Fig. 2.33.

For illustrative purposes, this figure assumes that only four-analog input signals (v1, v2, v3, and v4)

must be sent sequentially to a single output vout. It is further assumed that the computer that is perform-

ing signal processing operations generates an output clock signal (Ck) that is fed to a 4-bit binary coun-

ter (BC). The BC output are the logical variables A and B, which selectively activate one of the four

bidirectional gates (i.e., BD1, BD2, BD3, and BD4).

For the purposes of this example, it is assumed that a bidirectional gate (BDn) is closed (i.e., Ron)

whenever the corresponding control (Ccn) is logical 1 (for n¼1, 2, 3, 4). The output voltage vout is

given by

Vout ¼ vn if Ccn ¼ 1 n¼ 1,2,3,4

In/Out a b

In/Out

Out/In

Out/In

VDD

VC

CC

Circuit symbol

Control

VDD

VDD VDD

VEE

VEE

VEE

FIG. 2.32 Bidirectional gate schematic and circuit symbol.
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By comparing the truth table for the AND, NAND gates of this figure, it can be shown that the output swit-

ches sequentially to one of the four inputs depending on the state of A and B. For each Ck pulse, the BC

increments by 1 and its outputs sequentially from 00 to 11 and then repeats continuously to countmodulo 4.

In a practical application, the MUX output voltage would be sent to a sampling ZOH and A/D con-

verter that are also controlled by the given computer. In this way, the computer sequentially receives

appropriate digital inputs for processing. This application of analog MUX is explained in Chapter 8.

The bidirectional nature of the BD switches makes it possible to supply multiple analog outputs

from a computer. In this DEMUX application of the block diagram/circuit of Fig. 2.33, the computer

sequentially applies a digital output to a D/A converter that would then be connected to the terminal

labeled vout. In this case, it would be the input to the DEMUX and the analog voltages v1, v2, v3, and v4
are the analog outputs. In one application of DEMUX, the computer could be supplying inputs to an-

alog type displays as explained in Chapter 8.

It should be noted that although Fig. 2.33 is in a block diagram format, example circuits for each

component except the BC have been presented. The components and operation of a BC are explained

later in this chapter. Thus, Fig. 2.33 is effectively an example circuit for a MUX/DEMUX IC.

DIGITAL CIRCUITS
Digital circuits, including digital computers, are formed from binary circuits. Binary digital circuits

are electronic circuits whose output can be only one of the two different states. Each state is indi-

cated by a particular voltage or current level. Binary circuits can operate in only one of the two

states (on or off) corresponding to logic 1 or 0, respectively. Digital circuits also can use transistors.

Period

Analog
signals

1
2
3
4

0
0
1
1

0
1
0
1

A

Truth table

4-Bit BC
B A

vout
Ck

Cc1

BD1

BD2

BD3

BD4

Cc2

Cc3

Cc4

v1
v2
v3

v4

v1
vout

v2

v3

v4

B

FIG. 2.33 Example four-input analog multiplexer.
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In a digital circuit, a transistor is in either one of the two modes of operation: on, conducting (at satu-

ration), or off (in the cutoff state).

The corresponding binary voltage levels in digital circuits have two states: a high-voltage state

denoted VH corresponding to logical 1 and a low voltage state denoted VL corresponding to

logical 0.

In electronic digital systems, a transistor is used as a switch. As explained above, a transistor (either

bipolar or FET) has three operating regions: cutoff, active, and saturation. If only the saturation or cut-

off regions are used, the transistor acts like a switch. When in saturation, the transistor is on and has

very low resistance; when in cutoff, it is off and has very high resistance. In digital circuits, the input

voltage to the transistor switch must be capable of either saturating the transistor or putting it into a

cutoff condition without allowing operation in the active region. The on condition is indicated by a

very low output voltage, and the off condition is by an output voltage equal to or slightly below power

supply voltage.

Fig. 2.34 depicts an NPN transistor circuit configuration for use in a digital circuit.

In this figure, it can be seen that no bias resistor is present since this transistor is not operated

in the linear (active) mode. Rather, the source voltage is binary-valued having only two voltage

levels:

vs ¼VH high voltageð Þ
¼VL low voltageð Þ

The operation of this type of transistor circuit can be illustrated assuming that it is a 2N4401 transistor

having characteristic curves as depicted in Fig. 2.16B.

In the present example, it is assumed that the low voltage VL<Vd where Vd is the base-emitter volt-

age threshold (discussed above) above which base current flows. Whenever vs¼VL, the base current

and collector current are essentially zero. The output voltage vo is given by

vo ¼Vcc� icRL ’Vcc (2.54)

Rb

RL

Vcc

vovs

FIG. 2.34 NPN transistor digital circuit.
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It is assumed that the high voltage for this example is sufficient that the base current ib is given by

ib ¼ vH

Rs
> 600μ amp

In this case, the output voltage is <0.5 Volts.

The above example is presented simply as an illustration of a transistor operating in a binary state.

Actual binary voltage levels for transistor digital circuits depend upon the type of transistor used and

the voltage conventions for representing logical 1 or 0.

BINARY NUMBER SYSTEM
Digital circuits function by representing various quantities numerically using a binary number system

or some other coded form of binary such as octal or hexadecimal numbers. In a binary number system,

all numbers are represented using only the symbols 1 (one) and 0 (zero) arranged in the form of a place

position number system. Electronically, these symbols can be represented by transistors in either sat-

uration or cutoff or circuits having voltage level VH or VL. Before proceeding with a discussion of dig-

ital circuits, it is instructive to review the binary number system briefly.

AnM-bit binary number (which we denote here as N2) is represented by a set of binary digits called

bits {An¼0,1} arranged in a place position number system as shown below (with AM the most

significant):

N2 ¼AMAM�1…Am…A1 (2.55)

Each bit in thisM-bit binary number is a multiple of a power of 2 in a decimal equivalent. The decimal

equivalent of N2 is denoted N10 and is given by

N10 ¼
XM
m¼1

Am2
m�1 (2.56)

For example, the decimal equivalent of the binary number 1010 (i.e., M¼4) is given by

N10 ¼ 1�23 + 0�22 + 1�2 + 0�1

¼ 8 + 2¼ 10

Asmentioned above, another coded number system can be formed from binary by grouping bits to form

a new base (as long as it is an integer power of 2). For example, an octal number system is base 8 that

uses octal digits such that Am¼0, 1,… 6, 7…. In such a system that can be implemented by groups of

three transistor switches to yield eight possible combinations, an octal number (denoted N8, with AM

being the most significant digit) is given by

N8 ¼AM⋯A1

The decimal equivalent of N8, which we denote N10(M), is given for an M-digit octal number by

N10 Mð Þ¼
XM
m¼1

Am8
m�1 (2.57)
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LOGIC CIRCUITS (COMBINATORIAL)
Essentially, all electronic systems in contemporary vehicles are digital in nature and incorporate integrated

circuits formed with very large numbers of transistors that are connected together to implement a number

of basic logic circuits euphemistically called “gates” that perform operations on logical variables.

There are two major categories of logic circuits that perform the basic operations in any digital

electronic system: (1) combinatorial and (2) sequential. We begin with the combinatorial logic circuits

that perform operations that depend on the state of the logical input variables at any given time. The

sequential logic circuits (which are explained later in this chapter) perform operations that are depen-

dent upon previous inputs and the present state of input variables.

Fig. 2.35 presents a summary of important representations for the five basic logic gates with which

essentially all combinatorial logic circuits are built. This figure includes schematic symbols for each

that are often conveniently used for preparing a schematic for a digital circuit. In addition, each section

A
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FIG. 2.35 Logic “gates.” (A) NOT, (B) AND, (C) OR, (D) NAND, and (E) NOR.
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of Fig. 2.35 presents a “truth table” for the corresponding gate. A truth table presents the logical result

(i.e., output of the gate) for all possible combinations of input variables. Fig. 2.35 involves only three

logical variables, A and B inputs and C, the output for the associated logical operation.

The analysis of the operation of logic gates is formulated with a special purpose algebra that is

known as “Boolean” algebra. The variables in Boolean algebra (e.g., A, B, and C in Fig. 2.35) have

only two values: 1 or 0. The symbols representing the logical operation in Boolean algebra are

explained with respect to the five gates presented in Fig. 2.35. Following the discussion of these five

gates, in which the algebraic symbols are introduced, there is a discussion of the rules of Boolean al-

gebra. These rules provide a basis for the analysis of the operation of arbitrarily complex combinations

of logic gates such as occur in vehicular digital electronics.

AND GATE
The AND circuit effectively performs the logical conjunction operation on binary numbers or logical

conditions. The AND gate has at least two inputs and one output. The one shown in Fig. 2.35B has two

inputs. The output is high (1) only when both (all) inputs are high (1). If either or both inputs (or any) are

low (0), the output is low (0). Fig. 2.35B shows the truth table, schematic symbol, and logic symbol for

this gate. The two inputs are labeled A and B. Notice that for two inputs, there are four combinations of

A and B, but only one results in a high output. In general, for N inputs, there are 2N combinations with

only one having a high (logic 1) output. The Boolean algebra notation for the AND logical operation

between any two variables is center dot as depicted in Fig. 2.35B.

A �B!AANDB

Alternatively, by analogy to ordinary algebra, where the product of two variables x and y is often writ-
ten without the center dot, the logical AND is sometimes written without the center dot in the form

AB!AANDB

OR GATE
TheOR gate, like the AND gate, has at least two inputs and one output. The one shown in Fig. 2.35C has

two inputs. The output is high (1) whenever one or both (any) inputs are high (1). The output is low (0)

only when both inputs are low (0). Fig. 2.35C shows the schematic symbol, logic symbol, and truth

table or OR gate. The Boolean algebra notation for the logical OR operation for any part of logical

variables is the + sign. That is, A OR B!A+B as depicted in Fig. 2.35C.

NOT GATE
TheNOTgate is a logic inverter. If the input is a logical 1, the output is a logical 0. If the input is a logical 0,

the output is a logical 1. It changes zeros to ones and ones to zeros. The simple bipolar transistor circuit of

Fig. 2.34 performs the same function if operated from cutoff to saturation. A high base voltage (logical 1)

produces a low collector voltage (logical 0) and vice versa. Fig. 2.35A shows the schematic symbol for a

NOT gate. Next to the schematic symbol is called a truth table. The truth table lists all of the possible com-

binations of inputA and outputB for the circuit. TheBoolean algebra logic symbol is shown also, which is

read as “NOT A.” The bar over a logical variable indicates the logical inverse of the variable and is the

Boolean algebra symbolic notation for this operation; that is, if A¼1, then �A¼ 0 or if A¼0, then �A¼ 1.
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In addition to the AND, OR, and NOT logical circuits, there are combinations of AND and NOT
yielding the so-called NAND gate. Similarly, the combination of OR with NOT yields the so-called

NOR gate. Combining these two pairs of functions in a single circuit is often advantageous for building

up larger digital circuit subsystems or systems on a single IC. Fig. 2.35D and E depict the schematic

symbols for the NAND and NOR, respectively, along with truth tables and logical symbols.

BOOLEAN ALGEBRA
Analysis of circuits formed by combinations of the basic logic gates can be done using Boolean algebra.

Boolean algebra is formulated based on a set of logical rules involving multiple logical variables.

Table 2.1 is a summary of these rules applied to logical variables A, B, and C.
The rules of Boolean algebra are supplemented with two important theorems called DeMorgan’s

theorems, which can simplify a Boolean algebra expression. The two DeMorgan’s theorems written in

Boolean algebra notation are the following:

1. A+B¼ �A � �B
2. A �B¼ �A+ �B

EXEMPLARY CIRCUITS FOR LOGIC GATES
As mentioned earlier and illustrated with a bipolar example, digital circuits operate with transistors

in one of the two possible states: saturation or cutoff. Since these two states can be used to represent

multiple-digit binary numbers. The input and output voltages for such digital circuits will be either

Table 2.1 Rules of Boolean Algebra

1. 0+A¼A

2. 1+A¼1

3. A+A¼A

4. A + �A¼ 1

5. 0 �A¼0

6. 1 �A¼A

7. A �A¼A

8. A � �A¼ 0

9. A+B¼B+A

10. A �B¼B �A
11. A+(B+C)¼ (A+B)+C

12. A � (B �C)¼ (A �B) �C
13. A � (B+C)¼A �B+A �C
14. A+A �C¼A

15. A � (A+B)¼A

16. (A+B) � (A+C)¼A � (A+C)+B � (A+C)¼A+B �C
17. A + �A �B ¼ A + B

18. A �B +B �C + �A �C¼A �B + �A �C
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“high” or “low,” corresponding to 1 or 0. High voltage means that the voltage exceeds a high thres-

hold value that is denoted VH. If the voltage at the input or output of a digital circuit is denoted V, then
symbolically, the high-voltage condition corresponding to logical 1 is written as

V�VH (2.58)

Similarly, low voltage (corresponding to logical 0) means that voltage V is given by

V�VL (2.59)

where VL denotes the low threshold value. The actual values for VH and VL depend on the technology

for implementing the circuit. Representative values are VH¼2.4 and VL¼0.8 V for bipolar transistors.

Although it is not necessary to understand the circuit details of logic gates since they are implemen-

ted in large numbers in digital ICs, for the interested reader, a few exemplary circuits are presented for

certain gates that are based on FET transistors. In digital circuits, FETs are operated in a switching

mode (rather than as a linear device) as explained with respect to the sampling circuit of Fig. 2.29.

In the following example circuits, the voltages are assumed to be binary-valued such that the high-

voltage state corresponds to logic 1 and the low voltage state to logic 0.

We begin with an example circuit for a logic inverter that has a logic function explained above. In

principle, a single FET connected as shown in Fig. 2.22 could function as a logic inverter provided the

input voltage levels caused the FET to be in saturation or cutoff. However, an inverter circuit must

function by supplying the output to another circuit having a specific input impedance (normally resis-

tive). A typical practical FET inverter circuit is depicted in Fig. 2.36.
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FIG. 2.36 Example FET inverter circuit.
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In this circuit, FET Q1 is a load transistor on the switching transistor Q2. This load transistor is al-

ways in the on state and limits the current available to the load RL, which represents the input to the

circuit that receives the logical inverse of the input VA to the inverter. When the input VA is in the high

state (corresponding to logic A¼1), the switching transistor Q2 is in saturation state, and the output

voltage V �A is in the low state corresponding to logic 0. When the input is in the low state, the switching

transistor is in cutoff, and the output voltage V �A is in the high state corresponding to logic 1.

Another example circuit diagram for a logic gate implemented with FETs is the NAND gate seen

in Fig. 2.37.

This figure also depicts a truth table based on the two input and output voltages where

H!high-voltage state and L! low-voltage state. This circuit incorporates a load transistor QL

and two switching transistors Q1 and Q2. In general, it is not required, but for some versions of

this circuit, a zener diode (denoted z) clamps the high-voltage state to a fixed value. In the circuit
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FIG. 2.37 Example NAND gate FET circuit.

73LOGIC CIRCUITS (COMBINATORIAL)



of Fig. 2.37, the output state voltage is only low if both inputs are high and both Q1 and Q2 are in

saturation. If either input is low, the corresponding transistor is in cutoff with a very high resistance

(ideally open circuit). The possible combinations of the input voltages and the corresponding output

voltage are given in the truth table of Fig. 2.37. The voltages L, H correspond to logic 0, 1 for the

corresponding logical variable (i.e., A, B, or C). Also shown in Fig. 2.37 is the logic symbol pre-

sented in Fig. 2.35D.

Another example of a logic gate circuit is for a NOR gate and is depicted in Fig. 2.38.

This circuit employs a load transistor QL, the same as the NOT and NAND gates explained above.

The switching transistors Q1 and Q2 are able to switch the output low if either VA or VB is high by

saturating Q1 or Q2, respectively. The output is only high when both inputs (VA and VB) are low.

For all three voltages depicted in this circuit, a high voltageH is equivalent to logic 1, and a low voltage

L is equivalent to logic 0. By comparing the voltage truth table with the logic truth table of Fig. 2.35E, it

can be seen that the circuit of Fig. 2.38 is a NOR gate circuit.
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FIG. 2.38 Example circuit for NOR logic.
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The circuits depicted above can be combined to yield positive logic circuits. That is, a NOT gate

(inverter) circuit of Fig. 2.36 connected to the output of the NAND gate of Fig. 2.37 will yield an AND
gate circuit. That is, the inverter will take the C output for Fig. 2.37, which is C¼ A �B and invert it as

given by

�C¼A �B¼A �B ANDð Þ
Similarly, an inverter circuit connected to the output of the NOR circuit of Fig. 2.37 yielding anOR gate

circuit. There are other circuits for implementing the logic gates of Fig. 2.35, but the examples given

above illustrate the basic building blocks of any digital circuit.

COMBINATION LOGIC CIRCUITS
Still, another important logical building block that can be built up with the three basic logic gates is the

exclusive OR denoted XOR. This circuit has logical 1 output if and only one if its inputs is nonzero.

A two-input example is shown in Fig. 2.39A. The schematic symbol for this device is depicted on

the upper left of Fig. 2.39A. Its implementation using the three basic gates is shown at the lower left.

The XOR truth table and logic symbol� are also given in Fig. 2.39A. In addition, the Boolean algebra

notation for A, XOR, B is given in Fig. 2.39A.

All of these gates can be used to build digital circuits that perform all of the arithmetic functions of a

calculator or computer. Table 2.2 shows the addition of two binary bits in all the combinations that can

occur. Note that in the case of adding a 1 to a 1, the sum is 0, and a 1, called a carry, is placed in the next

place value (in a place position number sequence) so that it is added with any bits in that place value.

A digital circuit designed to perform the addition of two binary bits is called a half adder and is shown in

Fig. 2.39B. Note that it incorporates an XOR gate. It produces the sum and any necessary carry, as

shown in the truth table.

A half-adder circuit does not have an input to accept a carry from a previous place value. A circuit

that does accept a carry input is called a full adder (Fig. 2.39C). A series of full-adder circuits can

be combined to add binary numbers with as many digits as desired. Any digital computing system

from a simple electronic calculator to the largest digital computer performs all arithmetic operations

using full-adder circuits (or some equivalents) and a few additional logic circuits. In such circuits,

subtraction is performed as a modified form of addition by using some of additional logic circuits

as explained in Chapter 3. Multiplication of two 1-bit numbers is characterized by elementary rules

of multiplication:

0�0¼ 0

0�1¼ 0

1�0¼ 0

1�1¼ 1

Multiplication of an N-bit number by anM-bit number is implemented under program control in some

form of stored program computer as explained in Chapter 3.

Of course, the addition of pairs of 1-bit numbers has no major application in digital computers. On

the other hand, the addition of multiple-bit numbers is of crucial importance in digital computers and,
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FIG. 2.39 Combination logic circuit. (A) XOR, (B) half-adder, and (C) full-adder.

Table 2.2 Addition of Binary Bits

Bit A 0 0 1 1

Bit B 0 1 0 1

Sum 0 1 1 10
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of course, in automotive digital control systems. The 1-bit full-adder circuit can be expanded to form a

multiple-bit-adder circuit. By way of illustration, a 4-bit adder is shown in Fig. 2.40. Here, the 4-bit

numbers in place position notation are given by

A¼ a4a3a2a1

B¼ b4b3b2b1

where each bit is either 1 or 0. The sum of two 4-bit numbers has a 5-bit result, where the fifth bit is the

carry from the sum of the most significant bits. Each block labeled FA is a full adder. The carry out (C)
from a given FA is the carry in (C0) of the next-highest full adder. The sum S is denoted (in place

position binary notation) by

S¼C4S4S3S2S1

LOGIC CIRCUITS WITH MEMORY (SEQUENTIAL)
The logic circuits discussed so far have been simple interconnections of the three basic gates NOT,
AND, and OR. The output of each system is determined only by the inputs present at that time. As

explained in the introduction to digital circuits, these circuits are called combinatorial logic circuits.

There is another type of logic circuit that has a memory of previous inputs or past logic states. This type

of logic circuit is called a sequential logic circuit because the sequence of past input values and the logic

states at those times determines the present output state. Because sequential logic circuits hold or store

information even after inputs are removed, they are the basis of semiconductor computer memories.

R-S FLIP-FLOP
A very simple memory circuit can be made by interconnecting two NAND gates, as depicted in

Fig. 2.41A.
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A B
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C� A B
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C� A B

C S

FA

C� A B

C S

FA

C�
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a4 b4 a3 b3 a2 b2 a1 b1

S2 S1

FIG. 2.40 4-Bit adder circuit.
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A careful study of the circuit reveals that when S is high (1) and R is low (0), the output Q is set

high and remains high regardless of whether S is high or low at any later time. The high state of S is said
to be latched into the state of Q. The only way Q can be unlatched to go low is to let R go high and S go
low. This resets the latch. This type of memory device is called a reset-set (R-S) flip-flop and is the

basic building block of sequential logic circuits. The term “flip-flop” describes the action of the logic

level changes at Q. Notice from the truth table that R and S must not be 1 at the same time. Under this

condition, the two gates are logically indeterminate, and the final state of the flip-flop output is

uncertain.

JK FLIP-FLOP
A flip-flop where the uncertain state of simultaneous inputs on R and S is solved is shown in Fig. 2.41B.
It is called a JK flip-flop and can be obtained from an RS flip-flop by adding additional logic gating, as

shown in the logic diagram. When both J and K inputs are 1, the flip-flop changes to a state other than
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FIG. 2.41 Sequential logic circuits. (A) R-S flip-flop, (B) JK flip-flop.
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the one it was in. The flip-flop shown in this case is a synchronized one. That means it changes state at a

particular time determined by a timing pulse, called the clock, being applied to the circuit at the ter-

minal marked by a triangle. The little circle at the clock terminal means the circuit responds when the

clock goes from a high level to a low level. If the circle is not present, the circuit responds when the

clock goes from a low level to a high level. As is shown in the section of this chapter called “Synchro-

nous Counter,” there are many uses of JK-type circuits for their equivalent implementation in com-

puters that operate with a clock as explained later.

D FLIP-FLOP
Another type of flip-flop, which is commonly used in both data storage (memory) and shift register

applications, is the so-called D flip-flop (DFF). The D in the label represents delay or data. A DFF

is implemented with a pair of cascade connected R-SFFs with some additional logic circuits for control

and with timing provided by a periodic pulse train called a clock (Ck). Fig. 2.42 is a schematic of a

DFF implemented with some of the logic gates explained in the section on combinatorial logic circuits.

The DFF is made up of two sections labeled “master” and “slave,” respectfully, as denoted in

Fig. 2.42. Each section incorporates an R-SFF as implemented with pairs of NOR circuits. In the

master section, the NOR gates have three inputs, and in the slave section, the NOR gates have

two inputs.

The DFF has the two sections because in its normal operation; for example, to store or shift data,

it is necessary to store data before changing it with the next data bit. This process is controlled by

the Ck pulse. The data are transferred from master to slave as the clock switches from high to low

(i.e., from 1 to 0). Then, the next data bit is entered to the master when the Ck switches to high state.

D input OutputsSlave

Preset

Master

Clear

(A) (B)

CK
(Clock)

CK

Y

Y

True

0

1

0

1

Truth table

Dn Qn+1

Comp.

Q

Q

FIG. 2.42 D-type FF circuit (A) and truth table (B).
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This transition to the high state enables data to enter from either the D input or the preset input.

During the high Ck time interval, the slave is inhibited from receiving input and changing its

output.

When a shift register is made from DFFs, the individual DFFs are connected in a cascade such that

the Q output of the first is the D input to the second and similarly for all of the other DFFs in anM-bit

register. The data entry into a register formed in this way can be (1) synchronous parallel input with

serial output (from the last stage), (2) asynchronous input with serial output, or (3) synchronous serial

input with serial output. Parallel output can be achieved by inverting the �Q output from each stage and

connecting the inverted outputs to an M-bit bus.

Fig. 2.42 includes a truth table for the DFF circuit. In this truth table, the Qn+1 is the Q output after

the nth clock pulse has switched high to low. The symbol Dn represents the nth input on the D lead

during the nth clock transition to the high state.

Parallel inputs to a DFF register are presented to the preset input during the period in which theCk is
in the low state (i.e., 0). During this interval, the D input to the master is inhibited.

TIMER CIRCUIT
An example circuit that incorporates an R-SFF is one of the relatively highly used ICs that is imple-

mented in multiple example circuits explained in Chapter 5 and is known as the 555 timer circuit. It has

many applications involving its three modes of operation: bistable, monostable, and astable multivi-

brator circuits. In digital vehicular electronic systems, it is capable of generating pulses to identify

the time of occurrence of certain events in electrical waveforms (e.g., threshold crossing of voltages).

In the astable mode, it is connected as an oscillator to a capacitor in a way that yields a measurement of

the capacitance of the capacitor.

Fig. 2.43 is a block diagram of a 555 timer IC that incorporates circuits that have already been

explained in this chapter.
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FIG. 2.43 555 Timer IC block diagram.
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The circuit components depicted in this block diagram include the following:

COMP1 and COMP2 analog comparators

R-SFF, RS flip-flop

Inv, logical inverter

T1, n-channel enhancement-type FET

The signals within input and output are the following:

VCC, supply voltage

VFF, R-SFF output voltage

VmV, timer output voltage

Th, threshold input

Trig, trigger input

d, discharge lead

CTRL, control input

The circuit includes three identical resistors having resistance Ro such that the voltage at the input

to COMP1 is 2/3 VCC and the voltage at the + input of COMP2 is 1/3 VCC. The commercial versions

of the 555 are fabricated with either bipolar or CMOS technology as explained earlier in this

chapter.

The particular modes of operation and the output waveforms are determined by the connection of

the 555 to external circuitry. We illustrate this point with a specific application and the associated ex-

ternal circuitry. This exemplary application involves the generation of an output pulse with a specific

duration (TZCD) in response to the zero voltage crossing of an a-c voltage V(t). This circuit that is called
a ZCD is depicted in Fig. 2.44.
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R
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d
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Gnd CNTRL
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VCOMP

VC

Vmv

VCC

C

FIG. 2.44 ZCD example circuit.
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The comparator is designed such that the binary-valued output voltage Vcomp is high whenever

V(t)>0 and low whenever V(t)<0. The timer circuit is activated for each high-to-low transition pro-

vided that the capacitor has been discharged and VC¼0 at this transition time. The capacitor voltage

VC¼0 because VFF is high causing T1 to be in saturation with the capacitor discharged to 0 by the Ron of

T1. The zero crossing of V(t) triggers the timer and resets VFF low such that T1 is essentially an open

circuit and the capacitor begins charging through R. The capacitor voltage satisfies the following equa-
tion from the trigger event until the VC¼2/3 VCC:

RC
dVC

dt
+VC ¼VCC

The solution to this differential equation can be found using the Laplace transform methods of

Appendix A. It can be shown that VC(t) is given by

VC tð Þ¼VCC 1� e� t�tkð Þ=τ

 �

tk � t< tk + TZCD

¼ 0 tk +TZCD < t� Tk + 1

where tk¼ time of kth zero crossing, TZCD¼ time from tk until VC¼2/3 VCC, and τ¼RC.
The value for TZCD can be found from the condition:

VC tk +TZCDð Þ¼ 2

3
VCC

¼VCC 1� e
� TZCD

τ

� �

This equation can be rewritten to find TZCD:

e
� TZCD

τ ¼ 1

3

for which TZCD ¼ ‘n 3ð ÞRC.
When VC¼2VCC/3, the R-SFF is set high such that T1 is in saturation that discharges VC (almost

instantly) and the timer is ready for the next event.

The output voltage Vmv is a rectangular pulse of duration TZCD for each zero crossing:

VmV ¼VH tk � t� tk + TZCD k¼ 1, 2, 3,⋯
¼VL tk +TZCD � t� tk + 1

where VH¼high voltage level of the pulse, VL¼ low voltage level of the pulse, and VL ’ 0.

Other applications of the 555 timer circuit are presented in other chapters of this book. The mea-

surement of the capacitance of a capacitive sensor is obtained using the timer in an astable oscillator

mode. The frequency of oscillation and/or the high state of the output yields the data in an appropriate

form for the particular digital vehicular electronic system as explained in detail for the relevant appli-

cation (e.g., flex fuel sensor section of Chapter 5).
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SYNCHRONOUS COUNTER
Fig. 2.45 shows a four-stage synchronous counter that incorporates 4 J-K FFs. It is synchronous

because all stages are triggered at the same time by the same clock pulse (Clk).

It has four stages; therefore, it counts 24 or 16 clock pulses before it returns to a starting state. The

timed waveforms appearing at each Q output are also shown in Fig. 2.45B. The waveforms of

Fig. 2.45B indicate how such circuitry can be used for counting, for generating other timing pulses,

and for determining timed sequences. A synchronous counter can also be implemented with D-flip-flop

circuits.

REGISTER CIRCUITS
One of the most important circuits for building a computer is formed using multiple JK-type circuits

(or DFFs) as depicted in Fig. 2.46.
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FIG. 2.45 Synchronous counter circuit.
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Such circuits are known as registers. Fig. 2.46 is shown as a 4-bit device simply to explain the op-

eration of the register. Practical register circuits used in computers normally have many more JK-type

circuits (or DFFs) than depicted here. There are many classes of register depending upon usage in the

computer and the operation performed. These operations include

1. storage of data,

2. shift right or left, and

3. synchronous counting.

When used as a storage register or memory, the data to be shared (which, e.g., might be digital input

data from a sensor and (A to D) converter), the output of a full adder, or the contents of another register

are provided to the J inputs. The data A4A3A2A1 are transferred to the corresponding Q output at the

clock time. It will remain there until new data and a clock pulse are provided to the computer.

SHIFT REGISTER
Another very important circuit that is implemented with a JK type of circuit (or its functional equiv-

alent, e.g., DFF) is a so-called shift register. Fig. 2.47A depicts a simple 4-bit shift register having the

capability of so-called parallel load in which all data bits are transferred simultaneously into the cor-

responding flip-flop with control C high at the clock pulse.

This latter register has twomodes of operation: (1) transfer of data (A4A3A2A1) into the register with

control C high and (2) shift right or left with control C low. The shift operation refers to changing

the position of a bit in a digital number to a higher (shift left) or lower (shift right) position. Consider

an M-bit binary number N,

N¼AM…Am…A1

where AM is the most significant bit. Shift right or left is a synchronous operation, in that it is associated

with clock time tn. A shift left at time tn+1 means that Am becomes Am+1. Similarly, a shift-right oper-

ation means that the Am bit at tn becomes Am�1 at tn+1. For the example circuit of Fig. 2.47A, the op-

eration is a shift left. The same circuit could be made into a shift-right operation by reversing the data

order; that is, the most significant bit (AM) is entered into JK1, then in a decreasing order until the least

significant is loaded into JK4.

Ck
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K1

Q1 J2

K2

Q2 J3

K3

Q3 J4

K4

Q4

A2 A3 A4Q1

FIG. 2.46 Storage register circuit example.
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The circuit of Fig. 2.47 depicts a data load operation that is said to be parallel in which all bits are

loaded synchronously. It is also possible to load the data serially in which the data bits are entered in

sequence, beginning with either the most or the least significant bit as depicted by the circuit of

Fig. 2.47B. At each clock cycle, the bits are shifted one position right or left depending upon circuit

configuration and/or program control.

The data to be entered into this register consist of a sequence of bits Am that are synchronous with

the clock. At each clock pulse, the corresponding data bit (i.e., either a 0 or a 1) is presented along the

data line (D in Fig. 2.47B). Prior to clock time tn, the previous data bit (i.e., at clock time tn�1) is stored

in Q1 and the data at time tn�2 in Q2, etc. Each of these bits is presented to the J input of the next flip-
flop. The result of the circuit operation is a shift to the next bit position for each clock pulse.

There are additional categories of shift register that performvarious logical operations on binary num-

bers or data depending upon how the circuit treats the least and most significant bits. A shift-right oper-

ation drops the A1 bit and shifts a 0 into the AM bit location. The reverse is true for a shift-left operation.

It is also possible to connect the least and most significant bit locations; such an operation is termed

“rotate right or left.” For a rotate-right operation, the least significant bit at tn becomes the most sig-

nificant bit at tn+1. Similarly, the reverse is true for a rotate-left operation. Such operations can be

implemented either with dedicated (hard-wired) circuits or more commonly through program-

controlled switching.
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FIG. 2.47 4-Bit shift register circuit example.
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Digital electronic systems send and receive signals made up of ones and zeros in the form of

codes. The digital codes represent the information that is moved through the digital systems by

the digital circuits. Digital systems are made up of many identical logic gates and flip-flops intercon-

nected to do the function required of the system. As a result, digital circuits are ideal for implemen-

tation in integrated circuits (ICs) because all components can be made at the same time on a small

silicon area.

DIGITAL INTEGRATED CIRCUITS
One of the important consequences of integrated circuit (IC) technology progress is that digital cir-

cuits have become available (in IC form) as electronic systems or subsystems; that is, the functional

capability of digital circuits in single IC packages, or chips, has spectacularly increased in the past

decades. One of the important digital systems that were available in the early days of IC was the

arithmetic and logic unit (ALU), which is no longer used as a stand-alone device in a digital system.

In contemporary ICs, the greatly expanded functional equivalent of the ALU is a part of larger ICs

(e.g., microprocessor (MPU))

Fig. 2.48 is a sketch of a typical ALU showing the various connections.

For illustrative purposes of digital circuit that incorporates, many of the logic circuits presented

above a (now obsolete) 4-bit ALU are presented to illustrate the wide range of arithmetic or logical

operations that are possible with only four control lines. This 4-bit ALU has the capability of perform-

ing 16 possible logical or arithmetic operations on two 4-bit inputs, A and B. Table 2.3 summarizes

these various operations using the logical notation of Boolean algebra explained earlier in this chapter.

The functional equivalent of this ALU (implemented with many more than 4-bits) that is now termed a

A Input (4 bits)

A1A2A3A4

F1 F2 F3 F4

B1B2B3B4
Carry

in

Carry
out

Function
select
(4 bits)

Function out
(4 bits)

Mode
in

B Input (4 bits)

FIG. 2.48 ALU symbol.
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“central processing” unit (CPU) is a component of the most important single-chip IC for all digital

electronic systems: theMPU. Table 2.3 is included in this chapter to illustrate, in an exemplary manner,

the combination of logical and arithmetic operations, which can be performed with a binary signal on

the function select and MODE inputs.

THE MPU
Perhaps, the single most important digital IC to evolve has been the MPU. This important device, in-

corporating hundreds of thousands of transistors in an area of about ¼ in. square or less, has truly rev-

olutionized digital electronic system development. A MPU is the operational core of a microcomputer

and digital control system and has broad applications in automotive electronic systems.

TheMPU incorporates a relatively complicated combination of digital circuits including an ALU or

CPU, registers, and decoding logic. A representative (though simplified) MPU block diagram is shown

in Fig. 2.49. The double lines labeled “bus” are actually sets of conductors for carrying digital data

throughout the MPU. A block diagram of a MPU/microcontroller with more detail is given in

Chapter 3. Common IC MPUs use 8, 16, or 32 (or higher multiples of 8) conductor buses.

Table 2.3 Arithmetic Logic Functions

Select S input Logic Function, M51

Arithmetic Function, M50

Cn51 Cn50

0000 F ¼ �A NOTð Þ F¼A F¼A Plus 1

0001 F¼A +B NORð Þ F¼A+B F¼ (A+B) Plus 1

0010 F¼ �A �B F¼A + �B F¼ A + �Bð ÞPlus1
0011 F¼0 F¼Minus 1

(2’s Complement)

F¼0

0100 F¼AB NANDð Þ F¼A +A � �B F¼ A +A � �Bð ÞPlus1
0101 F¼ �B NOTð Þ F¼ A + Bð ÞPlusA � �B F¼ A¼Bð ÞPlusA � �B+ 1

0110 F¼AB +B � �A
Exclusive ORð Þ

F¼ (A–B) Minus 1 F¼A Minus B

0111 F¼A � �B F¼A � �B Minus1 F¼AB

1000 F¼ �A +B
Implicationð Þ

F¼A+AB F¼ (A+B) Plus 1

1001 F¼AB +AB NOT exclusive ORð Þ F¼A+B F¼ (A+ B) Plus 1

1010 F¼B F ¼ A + �Bð ÞPlusAB F¼ A + �Bð ÞPlusA + 1

1011 F¼AB (AND) F¼AB Minus 1 F¼AB

1100 F¼1 F¼A Plus Aa F¼ (A+A) Plus 1

1101 F¼A + �B F¼ (A+B) Plus A F¼ (A+B) Plus A+1

1110 F¼A+B (OR) F ¼ A + �Bð ÞPlusA F¼ A + �Bð ÞPlusA + 1

1111 F¼A F¼A Minus 1 F¼A

aEach bit is shifted to the next more significant position.
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Early 21st century automobiles incorporate dozens of MPUs that are applied for a variety of uses

from advanced power train control to simple tasks such as automatic seat and side-view mirror posi-

tioning. A MPU by itself can accomplish nothing. It requires a program (typically stored in a memory

circuit to control its operation). Typically, it also requires additional external digital circuitry as

explained in the next chapter. One of the tasks performed by the external circuitry is to provide the

program consisting of instructions in the form of digitally encoded electric signals. By way of illus-

tration, an 8-bit MPU operates with 8-bit instructions. There are 28 (or 256) possible logical combina-

tions of 8 bits, corresponding to 256 possible MPU instructions, each causing a specific operation.

A complete summary of these operations and the corresponding instructions (called microinstructions)

is beyond the scope of this book. A few of the more important instructions are explained in the next

chapter, which further expands the discussion of this important device.

Timing
Arithmetic and

logic unit
(ALU/CPU)

Input/output
registers

Control

Bus

Instruction
control

decoder and
sequencer

Program

Accumulators
and

registers

Memory
address
registers

FIG. 2.49 Simplified microprocessor block diagram.
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The technological advances in all levels of digital computers, including those found in vehicular ap-

plications, have been and continue to be rapid. A detailed description of the present state of this tech-

nology is beyond the scope of this book. The goal of this chapter is to present models for the basic

structure and operation of devices that are euphemistically termed “microcomputers.” The level of de-

scription is intended to provide a model for such devices that will assist in the explanation of their

widespread vehicular electronic applications in later chapters. Each vehicular digital electronic system

presented throughout the remainder of the book is illustrated by a block diagram in which the digital

processing operation is represented by a “microcomputer” based subsystem.

This chapter describes microcomputers and explains how they are used in instrumentation and

control systems. Topics include microcomputer fundamentals, microcomputer equipment, microcom-

puter inputs and outputs, computerized instrumentation, and computerized control systems. The spe-

cific automotive applications of microcomputers are explained in later chapters.

Individual vehicular digital electronic systems vary in configuration and operation. However, the

term “microcomputer” is used here to have a single word for characterizing the major component in

each system. The justification for using this terminology is based on the essential similarity in the

mechanisms by which the various arithmetic and logical operations are performed in a typical vehicular

digital system to those of a computer in general. This will be evident in each of the electronic systems

discussed throughout the remainder of this book.

Much of the material in this chapter is based on what was traditionally the model of a microcom-

puter used by the person(s) writing the code or software that controlled its operation. Although this
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level of programming is presently almost completely obsolete, it is given here simply as a way of

explaining the detailed steps taken by the microcomputer (under program control) in performing

the various arithmetic and logical operations.

MICROCOMPUTER FUNDAMENTALS
DIGITAL COMPUTER
In digital computer-based systems, physical variables are represented by a numerical equivalent using

a form of the binary (base 2) number system. In the previous chapter, it was shown that transistor

circuits can be constructed to have one of two stable states: saturation and cutoff. These two states

can be used to represent a 0 (zero) or a 1 (one) in a binary number system. To be practically useful,

there must be groups of such circuits that are arranged in the form of a place position, binary number

system.

As will be shown in subsequent chapters, digital automotive electronic systems are implemented

with microprocessors in combination with other components to form a type of special-purpose digital

computer (as opposed to a general-purpose computer, e.g., a laptop) or a form of digital controller

having a structure very much like a computer. The later discussion of automotive digital systems can

perhaps be best understood following a brief discussion of digital computer technology. In any ap-

plication, including automotive, a computer performs various operations on the data. To explain the

operation of a digital computer, it is helpful first to explain the operation of its various components.

PARTS OF A COMPUTER
A few of the parts of a general-purpose digital computer are shown in Fig. 3.1.

This figure is presented only as an illustration of a representative digital computer. The actual con-

figuration of any given computer such as might be used in an automotive application is determined by

the specific tasks it is to perform. For example, an engine control computer (as described in Chapter 6)

would not include disk drive, keyboard, printer, or monitor.

The central processing unit (CPU) is the processor that is the principle operating part of the system.

When made separately in an integrated circuit, it is called a microprocessor. This is where all of the

arithmetic and logical decisions are made and is the calculator part of the computer. Automotive digital

computers are implemented with one or more microprocessors. A more detailed description of a

microprocessor is given later in this chapter.

The memory holds the program and data. The computer can change the information in memory by

writing new information into memory, or it can obtain information contained in memory by reading the

information from memory. Each memory location has a unique address that the CPU uses to find the

information it needs.

Information (or data) must be put into the computer in a form that the computer can read, and the

computer must present an output in a form that can be read by humans or used by other computers or

digital systems. The input and output devices, called I/O, perform these conversions. In a general-

purpose computer, peripherals are devices such as keyboards, monitors, magnetic disk units, modems,

and printers. The arrows on the interconnection lines in Fig. 3.1 indicate the flow of data.
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MICROCOMPUTERS VERSUS MAINFRAME COMPUTERS
With this general idea of what a computer is, it is instructive to compare a general-purpose mainframe

computer with a microcomputer. A microcomputer is just a small computer, typically thousands of

times smaller than the large, general-purpose mainframe computers used by banks and large corpora-

tions or military or government labs. At the upper end of the spectrum of computers are the very large

scientific computers, many of which are made up of large numbers of smaller computers operating in

parallel. These large computers perform floating-point operations (FLOPS) at something of the order of

a 1012 FLOPS. On the other hand, a typical automotive digital system is of the scale of a microcom-

puter. Depending on feature content, a typical automobile will incorporate dozens of microcomputers.

A typical mainframe computer is capable of multiple billions of arithmetic operations per second

(additions, subtractions, multiplications, and divisions). A microcomputer can perform multiple mil-

lions operations per second. As important for mathematical calculations as the speed of the operation

is the accuracy of the operation.

The precision and accuracy of calculations performed by a digital computer are functions of the

number of bits used to represent numerical values. In order to give a numerical frame of reference,

recall that an 8-bit binary number can represent 256 decimal numbers. If (as in the case of many

automotive digital systems) the number is to have a sign (i.e., + or –), then only numbers from

�127 to 128 can be so represented.

Central
processing

unit

Data bus

Address bus

Memory

Input/OutputNetwork
connection

Digital
to analog 
converter

Analog
to digital
converter

Peripherals

Monitor

Key-
board

Disk
drive

Printer

FIG. 3.1 General-purpose computer block diagram.

92 CHAPTER 3 MICROCOMPUTER INSTRUMENTATION AND CONTROL



PROGRAMS
A program is a set of instructions organized into a particular sequence to do a particular task. The first

computers were little more than fancy calculators. They did only simple arithmetic and made logical

decisions. They were programmed (given instructions) by punching special codes into a paper tape that

was then read by the machine and interpreted as instructions. A program containing thousands of in-

structions running on an early model machine might require yards of paper tape. The computer would

process the program by reading an instruction from the tape, performing the instruction, reading an-

other instruction from the tape, performing the instruction, and so on until the end of the program.

Reading paper tape was a slow process compared with the speed with which a modern computer

can perform necessary operations and functions. In addition, the tape had to be fed through the com-

puter each time the programwas run, which was cumbersome and allowed for the possibility of the tape

wearing and breaking.

To increase computational efficiency, a method was invented to store programs inside the com-

puter. The program is read into a large electronic memory made out of thousands of data latches

(flip-flops), one for each bit, that provide locations in which to store program instructions and data.

Each instruction is converted to binary numbers with a definite number of bits and stored in a memory

location. Each memory location has an address number associated with it. The computer reads the bi-

nary number (instruction or data) stored in each memory location by going to the address of the infor-

mation called for in the instruction being processed. When the address for a particular memory location

is generated, a copy of its information is transferred to the computer. (Depending on the instruction, the

original information might stay in its location in memory, while the memory is being read.)

The computer can use some of its memory for storing programs (instructions) and other memory for

storing data. The program or data can be easily changed simply by loading in a different program or

different data. The stored program concept is fundamental to all modern electronic computers.

Computers have memory components of two major types: (1) read-only memory (ROM) and

(2) random-access memory (RAM) that could also be called read/write since data/program steps can

be written (i.e., placed in memory for temporary storage) or read (obtained electronically from the

memory). In automotive computers or digital subsystems, the program is typically stored in a ROM.

Both types of memory are discussed in detail later in this chapter.

MICROCOMPUTER TASKS
A suitably configured microcomputer can potentially perform any automotive control or instrumenta-

tion task. For example, it will be shown in a later chapter that a microcomputer can be configured to

control fuel metering and ignition for an engine along with many other tasks. The microcomputer-

based engine control system has much greater flexibility than the earliest electronic engine control

systems, which, typically, used elementary logic circuits and analog circuits. For these early systems,

changes in the performance of the control system required changes in the circuitry (hardware). With a

microcomputer performing the logical functions, most changes can be made simply by altering certain

parameters used in the associated algorithms; that is, the software data are changed rather than the hard-

ware (logic circuits). This makes the microcomputer a very attractive building block in any digital

system.
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Microcomputers can also be used to replace analog circuitry. Special interface circuits can be used

to enable a digital computer to input and output analog signals (this will be discussed later). The im-

portant point here is that microcomputers are excellent alternatives to hardwired (dedicated) logic and

analog circuitry that is interconnected to satisfy a particular design.

In the subsequent portions of this chapter, both the computer hardware configuration and programs

(software) are discussed. Because these two aspects of computers are so strongly interrelated, it is nec-

essary for the following discussion to switch back and forth between the two.

In a modern personal computer, the program instructions and data are stored electronically in

register-type circuits as described in Chapter 2. Recall that a register circuit consists of a sequence

of flip-flop (or similar) binary circuits. Modern register-type circuits are extremely fast circuits having

the capability of storing data that can be inserted or retrieved in a small fraction of amicrosecond during

the execution of a program. In addition, programs and data can be stored indefinitely via magnetic or

optical disk media.

MICROCOMPUTER OPERATIONS
Recall the basic computer block diagramof Fig. 3.1. TheCPUobtains data frommemory (or froman input

device) by generating the address for the data in memory. The address with all its bits is stored in the CPU

as a binary number in a temporary data latch-type memory called a register (see Chapter 2). The outputs
of the register are sent at the same time over multiple wires to the computer memory and peripherals.

BUSES
As shown in Fig. 3.2, the group ofwires that carries the address is called the address bus (AB). (Theword

bus refers to groups of wires that form a common path to and from various components in the computer.)

For example, consider a computer having an address register 32 bits; these bits enable the CPU to

access 232 memory locations. In a microcomputer, each memory location usually contains multiples of

8 bits of data. A group of 8 bits is called a byte, and a group of 16 bits is sometimes called a word.
Data are sent to theCPUover a data bus (DB) (Fig. 3.2). TheDB is slightly different from theAB in that

the CPU uses it to obtain (read) data from memory or peripherals and to send (write) data to memory or

peripherals. Signals on theABoriginate only at theCPUand are sent to devices attached to the bus. Signals

on theDBcanbe either data to/frommemoryor other registers or inputs to or outputs from theCPU that are

sent or received at the CPU by the data register. In other words, the DB is a two-way communication

bus, while the AB is a one-way communication bus. In addition to the address and DB, there are sets of

or wires that are called the control bus (CB). It is this CB that sends the binary signals to the components

involved in any operation at the appropriate time to cause them to perform the specific operation.

MEMORY-READ/WRITE
The CPU always controls the direction of data flow on the DB because, although it is bidirectional, data

can move in only one direction at a time. The CPU provides a special read/write control (R/W) signal

(Fig. 3.2) that activates circuits in the memory, which determine the direction of the data flow. For

example, when the read/write (R/W) line is high, the CPU transfers information from a memory loca-

tion to the CPU.
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The timing diagram for a memory-read operation is shown in Fig. 3.3.

Suppose the computer has been given the instruction to read data frommemory location number 10.

To perform the read operation, the CPU raises the R/W line to the high-level to activate memory cir-

cuitry in preparation for a read operation. Almost simultaneously, the address for location 10 is placed

on the AB (“address valid” in Fig. 3.3). The number 10 in 16-bit binary (0000 0000 0000 1010) is sent

Address bus

Address register

Data register

Commonly multiples of
16 bits

Commonly multiples of
8 bits

Data bus

Memory
R/W

Clock

CPU

Input

Output

FIG. 3.2 Computer buses.

Clock

Read/Write

Address Address valid

Read valid

Data not valid Data valid

Data read time

Data

FIG. 3.3 Read/write timing.
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to the memory in the AB. The binary electric signals corresponding to 10 operate the specific circuits in

the memory to cause the binary data at that location to be placed on the DB. The CPU has an internal

register that is activated during this read operation to receive and store the data. The data are then pro-

cessed by the CPU during the next cycle of operation according to the relevant instruction.

A similar operation is performed whenever the CPU is to send data from one of its internal registers

to memory, which is a “write” operation. In this case, the R/W line will be set at the logical level op-

posite to the read operation (i.e., low in this example). During the write operation, the data to be sent are

placed on the DB at the same time the destination address is placed on the AB. This operation will

transfer data from the CPU source location to the destination, which could be a memory location in

RAM or could be an external device (as will be explained later).

TIMING
A certain amount of time is required for the memory’s address decoder to decode which memory lo-

cation is called for by the address and also for the selected memory location to transfer its information

to the DB. To allow time for this decoding, the processor institutes an appropriate time delay before

receiving the information requested from the DB. Then, at the proper time, the CPU opens the logic

gating circuitry between the DB and the CPU data register so that the information on the bus from

memory location (e.g., 10) is latched into the CPU. During the memory-read operation, the memory

has temporary control of the DB. Control must be returned to the CPU, but not before the processor has

read in the data. The CPU provides a timing control signal, called the clock, which regulates the

memory internal timing to take and release control of the DB.

Refer again to Fig. 3.3. Notice that the read cycle is terminated when the clock goes from high to

low during the time that the read signal is valid. This is the signal generated by the CPU at the end of the

read cycle at which time the DB can be released for other operations.

The bus timing signals are very important for the reliable operation of the computer. However, they

are built into the design of the machine and, therefore, are under machine control. As long as the ma-

chine performs the read and write operations correctly, the programmer can completely ignore the de-

tails of the bus timing signals and concentrate on the logic of the program. In any microprocessor-based

electronic system, there is an oscillator running at frequency fosc that establishes all timing operations.

Typically, submultiples of the master oscillator fn are obtained via frequency division where f¼ fosc/n
(n¼ integer). For automotive control operations, real-time calculations are required (as explained

later). The calculation speed for these operations is an increasing function of fosc. Frequency division

such as is required for many computer operations is readily accomplished using sequences of J-K (or

equivalent) flip-flop circuits (see Chapter 2). Frequency division of this type can be accomplished with

a binary counter circuit, for example, as explained in Chapter 2. Division of the oscillator frequency by

an integer n is achieved by taking the output of the nth bit of a binary counter where n¼1 is the least

significant bit.

ADDRESSING PERIPHERALS
The reason for distinguishing between memory locations and peripherals is that they perform different

functions. Memory is a data storage device, while peripherals are input/output devices. However, many

microcomputers address memory and peripherals in the same way because they use a design called

memory-mapped I/O (input/output). With this design, peripherals, such as data terminals, are
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equivalent to memory to the CPU so that sending data to a peripheral is as simple as writing data to a

memory location. In systems where this type of microcomputer has replaced some digital logic, the

digital inputs enter the computer through a designated memory slot. If outputs are required, they exit

the computer through another designated memory slot.

The relatively efficient means of input/output of data via memory map facilitates operations such as

digital filtering of sampled analog signals or for control operations as explained in Appendix B. In such

cases, the A/D converter providing the sampled input would have a specific memory location.

Similarly, any D/A or ZOH (see Chapter 2) would also have a designated memory location. Such

memory-mapped I/O is particularly helpful for speeding computer operations in discrete time control

for automotive systems.

CPU REGISTERS
The programmer uses a different model (a programming model) of the microprocessor used in a system

compared with the hardware designer. Traditionally, this model would show the programmer which

registers in the CPU are available for program use and what function the registers perform. Although

in contemporary design this level of programming is no longer performed, it is presented here to illus-

trate basic operations in a microcomputer. Fig. 3.4 shows a programming model microprocessor for an

8-bit microcomputer (that is, of course, now obsolete).
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The 8-bit example is presented solely to simplify the explanation of the operation of these registers.

In any practical computer system, these registers have many more bits. In the example, the computer

has two 8-bit registers and three 16-bit registers. The 16-bit registers are discussed later; the 8-bit reg-

isters are discussed here. Circuit implementation of computer registers is explained in Chapter 2.

ACCUMULATOR REGISTER
One of the 8-bit registers in the exemplaryCPU is an accumulator, which is a general-purpose register that
is used for arithmetic and logical operations. The accumulator can be loaded with data from a memory

location, or its data can be stored in a memory location. The number held in the accumulator can be added

to, subtracted from, or compared with another number from memory. The accumulator has traditionally

been the basic work register of the exemplary computer. Traditionally, it has been called the A register.

CONDITION CODE REGISTER
The other 8-bit register, the condition code (CC) register (also called status register), indicates or flags
certain conditions that occur during accumulator operations. Rules are established in the design of the

microprocessor so that a 1 or 0 in the bit position of the CC register represents specific conditions that

have occurred in the last operation of the accumulator. The bit positions and rules are shown in

Fig. 3.5A. One bit of the CC register indicates that the A register is all zeros. Another bit, the carry
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(B)

Branch if  Z is high
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Branch if  Z is low

Branch if  C is low

Branch if  O is low

Branch if  N is low

Branch always

Set high if  carry occurs

Set high if  overflow occurs

Set high if  a is negative

Interrupt disable

FIG. 3.5 Condition code register bits. (A) Bit functions and (B) branch instructions.
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bit, indicates that the last operation performed on the accumulator caused a carry to occur. The carry bit

acts like the ninth bit of the accumulator (in this 8-bit example). As an illustration of carry from the

most significant bit in an accumulator register and the effect on the CC register, the result of the ad-

dition of 1 to decimal 255 is given below:

Decimal Binary

255 input 11111111

+1 add +1

256 sum 00000000

carry 1

The 8 bits in the accumulator are all zeros, but the carry bit being set to a 1 (high) indicates that the

result is actually not 0, but 256. Such a condition can be checked by examining the CC register carry bit

for a 1. For the following discussion, we remain with the simplified 8-bit example registers. In general,

the microprocessor will operate with N bits.

The CC register also provides a flag that, when set to a 1, indicates that the number in the ac-

cumulator is negative. Most microcomputers use a binary format called two’s complement notation
for doing arithmetic. In two’s complement notation, the leftmost bit indicates the sign of the number.

Since one of the 8 bits (of the example) is used for the sign, 7 bits (or N�1 in general) remain to

represent the magnitude of the number. The largest positive number that can be represented in two’s

complement with 8 bits is +127 (or 2(N�1)�1 for N bits, in general); the largest negative number is

�128 (or 2(N�1) in general). Since the example accumulator is only 8 bits wide, it can handle only 1

byte at a time. However, by combining bytes and operating on them one after another in time

sequence (as is done for 16-bit arithmetic), the computer can handle very large numbers or can obtain

increased accuracy in calculations. Handling bits or bytes one after another in time sequence is called

serial operation.

Branching
The CC register traditionally provided programmers with status indicators (the flags) that enabled them

to monitor what happened to the data as the program executed the instructions. The microcomputer has

special instructions that allow it to go to a different part of the program. Bits of the CC register are

labeled in Fig. 3.5A. Typical branch-type instructions are shown in Fig. 3.5B.

Program branches are either conditional or unconditional. Eight of the nine branch instructions

listed in Fig. 3.5B are conditional branches; that is to say, the branch is taken only if certain conditions

are met. These conditions are indicated by the CC register bit as shown. The branch-always instruction

is the only unconditional branch. Such a branch is used to branch around the next instruction to a later

instruction or to return to an earlier instruction. Another type of branch instruction that takes the com-

puter out of its normal program sequence is indicated for the I-bit of the CC register. It is associated

with an interrupt. An interrupt is a request, usually from an input or output (I/O) peripheral, that the

CPU stops its present operation and accepts or takes care of (service) the special request. There will be

more about interrupts later in this chapter.
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MICROPROCESSOR ARCHITECTURE
The central component that controls and performs all operations in any microcomputer is the micro-

processor, which is made up of many electronic subsystems all implemented in a single integrated

circuit. As described in Chapter 2, a microprocessor consists of hundreds of thousands of transistors

(on a single silicon chip) that are grouped together and interconnected to form the various subsystems,

all of which are interconnected with internal address, data, and control buses.

Fig. 3.6 is a block diagram of a representative (simplified to 8 bits) commercial microprocessor such

as has been used in legacy automotive digital electronic system.

The silicon chip on which the microprocessor is fabricated is mounted in a housing (usually a plastic

structure) and connected to external pins that enable the microprocessor to be connected to the micro-

computer. The connections to the external circuitry are depicted and labeled in Fig. 3.6 and include address

and data buses. In addition, external connections are made to an oscillator (clock) and inputs and outputs:

interrupt, ready (rdy), R/W, and data bus enable (DBE), the operation of which is explained later in this

chapter.

This block diagram is divided into two main portions—a register section and a control section. The

actual operations performed by the microprocessor are accomplished in the register section. The spe-

cific operations performed during the execution of a given step in the program are controlled by electric

signals from the instruction decoder.

During each program step, an instruction in the form of an 8 or more bit binary number is transferred

frommemory to the instruction register. This instruction is decoded using logic circuits similar to those

presented in Chapter 2. The result of this decoding process is a set of electric control signals that are sent

to the specific components of the register section that are involved in the instruction being executed.

The data upon which the operation is performed are similarly transferred from memory to the DB

buffer. From this buffer, the data are then transferred to the desired component in the register section for

execution of the operation.

Note that a CPU or an arithmetic logic unit (ALU) is included in the register section of a simplified,

representative microprocessor as shown in Fig. 3.6. The CPU/ALU is a complex circuit capable of per-

forming the arithmetic and logical operations, as explained in Chapter 2 with respect to a simplified ver-

sion of an (now obsolete) ALU. Also included in the register section is the accumulator, which is the

register used most frequently to receive the results of arithmetic or logical operation. In addition, the

example microprocessor register section has an index register, stack pointer (SP) register, and program

counter register. Theprogramcounter register holds the contents of the programcounter and is connected

through the internal AB to the address buffer register. The AB for the example microprocessor has

16 lines and thereby can directly address 65,536 locations of memory. It should be emphasized that

themicroprocessor components and organization presented above aremerely representative of this class

of devices. There are many potential variations on the architecture shown and the number of bits asso-

ciated with instructions and data. However, at the highest level of abstraction, the above description and

architecture serve to illustrate any microprocessor that might be used in automotive applications.

READING INSTRUCTIONS
In the following sections of this chapter, the operation of a computer or microcomputer such as is found

in modern automobiles is explained. The operation of any digital computer is fully controlled by the

program. For automotive control applications, the controlling program must be efficient in order to
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perform its various tasks at a rate that is compatible with the speed of operations of the external sensors,

actuators, and switches. As explained below, each instruction is in the form of a string of binary char-

acters similar to data. For illustrative purposes only, we assume all data and instructions are 8 bits wide.

To understand how the computer performs its functions, one must first understand how the com-

puter obtains program instructions from memory. Recall that program instructions are stored sequen-

tially (step by step) in memory as binary numbers, starting at a certain binary address and ending at

some higher address. The computer uses a register called the program counter (Fig. 3.4) to keep track

of where it is in the program.

INITIALIZATION
To start the computer, a small startup (boot) program that is permanently stored in the computer (in a

ROM) is run. This program sets all of the CPU registers with the correct values and clears all infor-

mation in the computer memory to zeros before the operations program is loaded. This is called ini-
tializing the system. Then, the operations program is loaded into memory, at which point the address of

the first program instruction is loaded into the program counter. The first instruction is read from the

memory location whose address is contained in the program counter register; that is, the 16 bits in the

exemplary program counter are used as the address for a memory-read operation. Each instruction is

read from memory in sequence and placed on the DB into the instruction register, where it is decoded.

The instruction register is another temporary storage register inside the CPU (or microprocessor). It is

connected to the DB when the information on the bus is an instruction.

OPERATION CODES
Numeric codes called operation codes (or opcodes for short) contain the instructions that represent the
actual operation to be performed by the CPU. The block diagram of Fig. 3.7, which illustrates part of

the CPU hardware organization, should help clarify the flow of instructions through the CPU.

The instruction register has a part that contains the numeric op codes. A decoder determines from

the op codes the operation to be executed, and a data register controls the flow of data inside the CPU as

a result of the opcode instructions.

One important function of the opcode decoder is to determine how many bytes must be read to

execute each instruction. Many instructions require two or three bytes. Fig. 3.8 shows the arrangement

of the bytes in an instruction. The first byte contains the opcode. The second byte contains address

information, usually the lowest or least significant byte of the address.

PROGRAM COUNTER
The program counter is used by the CPU to address memory locations that contain instructions. Every

time an opcode is read (this is often called fetched) from memory, the program counter is incremented

(advanced by one) so that it points to (i.e., contains the address of) the next byte following the opcode.

If the operation code requires another byte, the program counter supplies the address, the second byte

is fetched from memory and the program counter is incremented. Each time the CPU performs a fetch

operation, the program counter is incremented; thus, the program counter always contains the address of

the next byte in the program. Therefore, after all bytes required for one complete instruction have been

read, the program counter contains the address for the beginning of the next instruction to be executed.
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BRANCH INSTRUCTION
In any practical computer program, there is normally the need to change the sequence of instructions as

a result of some logical condition being met. An instruction of this type is called a branch instruction. In

the simplified example program, all of the branch instructions require two bytes. The first byte holds the

operation code, and the second byte holds the location to which the processor is to branch.

Now, if the address information associated with a branch instruction is only 8 bits long and totally

contained in the second byte, it cannot be the actual branch address. In this case, the code contained in

the second byte is actually a two’s complement number that the CPU adds to the lower byte of the

program counter to determine the actual new address. This number in the second byte of the branch

instruction is called an address offset or just offset. Recall that in two’s complement notation, the

8-bit number can be either positive or negative; therefore, the branch address offset can be positive

or negative. A positive branch offset causes a branch forward to a higher memory location. A negative

branch offset causes a branch to a lower memory location. Since 8 bits are used in the present example,

the largest forward branch is 127 memory locations and the largest backward branch is 128 memory

locations.

Offset example
By way of exemplary illustration, suppose the program counter is at address 5122 and the instruction

at this location is a branch instruction. The instruction to which the branch is to be made is located at

memory address 5218. Since the second byte of the branch instruction is only 8 bits wide, the actual

address 5218 cannot be contained therein. Therefore, the difference or offset (96) between the current

program counter value (5122) and the desired new address (5218) is contained in the second byte of

the branch instruction. The offset value (96) is added to the address in the program counter (5122)

to obtain the new address (5218), which is then placed on the AB. The binary computation of the

final address from the program counter value and second byte of the branch instruction is shown

in Fig. 3.9.

Program
counter

MSB High byte Low byte LSB Decimal

5122

5218

96

010000000010000 1

01000110

00000110

0010000 1

Address
offset

Final
address

FIG. 3.9 Program counter offset.
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JUMP INSTRUCTION
Branch instructions have a range of +127 to�128 (in the present 8-bit example). If the branch needs to

go beyond this range, a jump instruction must be used. The jump instruction is a 3-byte instruction. The

first byte is the jump opcode, and the next two bytes are the actual jump address. The CPU loads the

jump address directly into the program counter, and the program counter is effectively restarted at

the new jump location. The CPU continues to fetch and execute instructions in exactly the same

way it did before the jump was made.

The jump instruction causes the CPU to jump out of one section of the program into another.

The CPU cannot automatically return to the first section because no record was kept of the previous

location. However, another instruction, the jump-to-subroutine, does leave a record of the previous

instruction address.

JUMP-TO-SUBROUTINE INSTRUCTION
A subroutine is a short program that is used by the main program to perform a specific function. Its use

in programming is explained in a later section of this chapter. It is located in sequential memory

locations separated from the main program sequence. If the main program requires some function such

as multiplication several times at widely separated places within the program, the program can contain

one subroutine to perform the multiplication and then have the main program jump to the memory

locations containing the subroutine each time it is needed. This saves the task of having to introduce

the multiplication program repeatedly in the program. To perform the multiplication, the program sim-

ply includes instructions in the main program that first load the numbers to be multiplied into the data

memory locations used by the subroutine and then jump to the subroutine.

Refer to Fig. 3.10 to follow the sequence. The sequence of steps performed in the jump-to-

subroutine operation is depicted by circled numbers from 1 to 10 in Fig. 3.10. It begins with the pro-

gram counter holding to address location 100, where it gets the jump-to-subroutine instruction (step 1).

Each jump-to-subroutine instruction (step 2) requires that the next two bytes must also be read to obtain

the jump address (step 2a). Therefore, the program counter is incremented once for each byte (steps 3

and 4), and the jump address is loaded into the address register. The program counter is then incremen-

ted once more so that it points to the opcode byte of the next instruction (step 5).

Saving the program counter
The contents of the program counter are saved by storing them in a special memory location before the

jump address is loaded into the program counter. This program counter address is saved so that it can be

returned to in the main program when the subroutine is finished. This is the record that was mentioned

before.

Now, refer back to Fig. 3.4. There is a register in Fig. 3.4 called the SP. The address of the special

memory location used to store the program counter content is kept in this 16-bit SP register. When a

jump-to-subroutine opcode is encountered, the CPU uses the number code contained in the SP as a

memory address to store the program counter to memory (step 2b of Fig. 3.10). The program counter

is a 2-byte register, so it must be stored in two memory locations (in the present example). The current

SP is used as an address to store the lower byte of the program counter to memory (step 6). Then, the SP

is decremented (decreased by one), and the high byte of the program counter is stored in the next lower
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memory location (step 7). The SP is then decremented again to point to the next unused byte in the stack

to prepare for storing the program counter again when required (step 8). The special memory locations

pointed to by the SP are called stacks.

After the program counter has been incremented and saved, the jump address is loaded into the

program counter (step 9). The jump to the subroutine is made, and the CPU starts running the subrou-

tine (step 10). The only thing that distinguishes the subroutine from another part of the program is the

way in which it ends. When a subroutine has run to completion, it must allow the CPU to return to the

point in the main program from which the jump occurred. In this way, the main program can continue

without missing a step. The return-from-subroutine (RTS) instruction is used to accomplish this. It is

decoded by the instruction register, and increments the SP as shown in Fig. 3.11 (step 1). It uses the SP

to address the stack memory to retrieve the old program counter value from the stack (steps 2 and 4).

The old program counter value is loaded into the program counter register (steps 3 and 5), and execu-

tion resumes in the main program (step 6). The RTS instruction works like the jump-to-subroutine in-

struction, except in reverse.
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FIG. 3.10 Jump-to-subroutine sequence.
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EXAMPLE USE OF A MICROCOMPUTER
Let us look at a trivial example of how a microcomputer might be used to replace some digital logic,

and along the way learn about some more microcomputer instructions. The digital logic to be replaced

in this example is a simple AND gate circuit. Now, no one would use a microcomputer to replace only

an AND gate, because an AND gate costs a fraction of what a microcomputer costs. However, if the

system already has a microcomputer in it, the cost of the AND gate could be eliminated by performing

the logical AND function in the computer rather than with the gate.

Suppose there are two signals that must be ANDed together to produce a third signal. One of the

input signals comes from a pressure switch located under the driver’s seat of an automobile; its purpose

is to indicate whether someone is occupying the seat. This signal will be called A, and it is at logical

high when someone is sitting in the seat. Signal B is developed within a circuit contained in the seat belt

and is at logical high when the driver’s seat belt is fastened. The output of the AND gate is signal C.

It will be at logical high when someone is sitting in the driver’s seat and has the seat belt fastened.

BUFFER
In order to use a microcomputer to replace the AND gate, the computer must be able to detect the status

of each signal. The microcomputer used here has the so-called memory-mapped I/O (as explained ear-

lier in this chapter), in which peripherals are treated exactly like memory locations. The task is to
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provide a peripheral that allows the computer to look at the switch signals as if they were bits in a

memory location. This can be done easily by using a device called a buffer (Fig. 3.12).
To the microcomputer, a buffer looks just like an 8-bit memory slot at a selected memory location.

The 8 bits in the memory slot correspond to 8 digital signal inputs to the buffer. Each digital input

controls the state of a single bit in the memory slot. The digital inputs are gated into the buffer under

control of the CPU. Themicrocomputer can detect the state of the digital inputs by examining the bits in

the buffer any time after the inputs are gated into the buffer.

In this application, signal A will be assigned to the rightmost bit (bit 0) and signal B to the next

bit (bit 1). It does not matter that the other 6 bits are left unconnected. The computer will gate in

and read the state of those lines, but the program will be written to purposely ignore them. With

the logical signals interfaced to the microcomputer, a program can be written that will perform the

required logical function.

PROGRAMMING LANGUAGES
The trend in contemporary vehicular electronic system programming is via Automotive Open System

Architecture (AUTOSAR), which is explained near the end of this chapter. Traditionally, before writ-

ing a program, the programmer had to know the code or language in which the program is to be written.

Computer languages come in various levels, including high-level language such as C. A program writ-

ten in a high-level language such as AUTOSAR is essentially independent of the individual hardware

on which it is to be run. However, to be useful on any given computer, it must be converted to a lan-

guage that is specific to that hardware. For traditional computer programming, the high-level language
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CPU controls
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Control
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FIG. 3.12 Buffer configuration.
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program converted the code to machine language via a software called a compiler. When microcom-

puters were first used in vehicular electronics, the programs were written in a so-called assembly lan-

guage. An assembly language is designed for a specific microprocessor. A typical assembly language

program consists of a sequence of instructions as explained below that are highly mnemonic to an

English word. Machine language is the actual language in which a program is stored in memory in

a binary or binary-coded format. For the present example, we choose the intermediate-level language

(assembly language) to illustrate specific CPU operations.

ASSEMBLY LANGUAGE
Although programming assembly language is practically obsolete, it is, perhaps, informative to review

some elements to illustrate specific steps performed by a microprocessor. Assembly language is a spe-

cial type of abbreviated language, each symbol of which pertains to a specific microprocessor opera-

tion. Some assembly language instructions, such as branch, jump, jump-to-subroutine, and RTS, have

already been discussed. Others will be discussed as they are needed to execute an example program.

Assembly language instructions have the form of initials or shortened (so-called mnemonics) words

that represent microcomputer functions. These abbreviations are only for the convenience of the pro-

grammer because the program that the microcomputer eventually runs must be in the form of binary

numbers.When each instruction is converted to the binary code that the microcomputer recognizes, it is

called a machine language program (or executable code).

Table 3.1 shows the assembly language equivalents for typical traditional microprocessor instruc-

tions, along with a detailed description of the operation called for by the instruction. When writing a

microcomputer program, it is easier and faster to use the abbreviated name rather than the complete

function name. Assembly language simplifies programming tasks for the computer programmer be-

cause the abbreviations are easier to remember and write than the binary numbers the computer uses.

However, the program eventually must be converted to the executable binary codes that the microcom-

puter recognizes as instructions, which is done by a special program called an assembler. The assem-

bler program is run on the computer to convert assembly language to binary codes. Traditionally, this

enabled the programmer to write the program using words that hadmeaning to the programmer and also

to produce machine codes that the computer can use.

LOGIC FUNCTIONS
Microprocessors are capable of performing all of the basic logical functions such as AND, OR, NOT,

and combinations of these. For instance, the NOT operation can affect the accumulator by changing all

ones to zeros and zeros to ones. Other logical functions are performed by using the contents of the

accumulator and some memory location. All 8 bits of the accumulator are affected, and all are changed

at the same time. As shown in Fig. 3.13, the AND operation requires two inputs.

One input is the contents of the accumulator, and the other input is the contents of a memory lo-

cation; thus, the eight accumulator bits are ANDed with the eight memory bits. The AND operation is

performed on a bit-by-bit basis. For instance, bit 0 of the accumulator (the rightmost bit) is ANDedwith

bit 0 of the memory location, bit 1 with bit 1, bit 2 with bit 2, and so on. In other words, the AND

operation is performed as if eight AND gates were connected with one input to a bit in the accumulator

and with the other input to a bit (in the same position) in the memory location. The resulting AND
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outputs are stored back into the accumulator in the corresponding bit positions. The OR logical function

is performed in exactly the same way as the AND except that a 1 would be produced at the output if

signal A or signal B were a 1 or if both were a 1 (i.e., using OR logic).

SHIFT
Instead of the AND gate inputs being switched to each bit position as shown in Fig. 3.13, the

microcomputer uses a special type of sequential logical operation, the shift, to move the bits to

the AND gate inputs. A type of register that is capable of such shift operations was discussed in

Table 3.1 Assembly Language Mnemonics

Mnemonic Operand Comment

a. Program Transfer Instructions

JMP (Address) Jump to new program location

JSR (Address) Jump to a subroutine

BRA (Offset) Branch using the offset

BEQ (Offset) Branch if accumulator is zero

BNE (Offset) Branch if accumulator is nonzero

BCC (Offset) Branch if carry bit is zero

BCS (Offset) Branch if carry bit is nonzero

BPL (Offset) Branch if minus bit is zero

BMI (Offset) Branch if minus bit is nonzero

RTS Return from a subroutine

b. Data Transfer Instructions

LDA (Address) Load accumulator from memory

STA (Address) Store accumulator to memory

LDA # (Constant) Load accumulator with constant

LDS # (Constant) Load stack pointer with constant

STS (Address) Store stack pointer to memory

c. Arithmetic and Logical Operations

COM Complement accumulator (NOT)

AND (Address) AND accumulator with memory

OR (Address) OR accumulator with memory

ADD (Address) Add accumulator with memory

SUB (Address) Subtract accumulator with memory

AND # (Constant) AND accumulator with constant

OR # (Constant) OR accumulator with constant

SLL Shift accumulator left logical

SRL Shift accumulator right logical

ROL Rotate accumulator left

ROR Rotate accumulator right
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Chapter 2 and is called a shift register. A shift operation causes every bit in the accumulator to be

shifted one bit position either to the right or to the left. It can be what is called a logical shift or it can

be a circulating shift. Fig. 3.14 shows the four types of shifts (logical, circulating, right, and left) and

their effects on the accumulator.

In a left shift, 7 bit (the leftmost bit) is shifted into the carry bit of the CC register, 6 bit is shifted into

7 bit, and so on until each bit has been shifted once to the left. Bit 0 (the rightmost bit) can be replaced

either by the carry bit or by a zero, depending on the type of shift performed. Depending on the

microprocessor, it is possible to shift other registers and the accumulator.

PROGRAMMING THE AND FUNCTION IN ASSEMBLY LANGUAGE
When preparing a program in assembly language, it was always the task of the programmer to choose

instructions and organize them in such a way that the computer performs the desired tasks. To program

the AND function, one of the instructions will be the AND, which stands for “AND accumulator with

contents of a specific memory location,” as shown in Table 3.1c. Since the AND affects the accumu-

lator and memory, values must be put into the accumulator to be ANDed. This requires the load ac-

cumulator instruction LDA.

The assembly language program of Fig. 3.15 performs the required AND function. The programmer

must first know which memory location the digital buffer interface (Fig. 3.12) occupies. This location

is identified, and the programmer writes instructions in the assembler program so that the buffer mem-

ory location will be referred to by the label or name SEAT. The mnemonic SEAT is easier for the pro-

grammer to remember and write than the address of the buffer.

The operation of the program is as follows. The accumulator is loaded with the contents of the mem-

ory location SEAT. Note in Fig. 3.12 that the two digital logic input signals, A and B, have been gated

into bits 0 and 1, respectively, of the buffer that occupies the memory location labeled SEAT. Bit 0 is

high when someone is sitting in the driver’s seat. Bit 1 is high when the driver’s seat belt is fastened.

Only these two bits are to be ANDed together; the other six are to be ignored. But there is a problem

because both bits are in the same 8-bit byte and there is no single instruction to AND bits in the same

byte. However, the two bits can be effectively separated by using a mask.

Bits
Accumulator
before and

Accumulator
after and

Memory
location

7 6 5 4 3 2 1

1 1

0

0101 10

10

10 10 10 0

01234567

0

1 1 1 10 0

FIG. 3.13 AND logic illustration.
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MASKING
Masking is a technique used to allow only selected bits to be involved in a desired operation. Since the

buffer contents have been loaded into the accumulator, only bits 0 and 1 have meaning, and these two

bits are the only ones of importance that are to be kept in the accumulator. To do this, the accumulator is

ANDedwith a constant that has a zero in every bit location except the one that is to be saved. The binary

constant in line 2 of Fig. 3.15A (00000001) is chosen to select bit 0 and set all others to zero as the AND

instruction is executed.

The ANDing procedure is calledmasking because a mask has been placed over the accumulator that

allows only bit 0 to come through unchanged. If bit 0 was a logical 1, it is still a logical 1 after masking.

If bit 0 was a logical 0, it is still a logical 0. All other bits in the accumulator now contain the correct bit

information about bit 0.

Accumulator

SLL

SRL

ROL

ROR

0

C Bit Bit
07

Bit Bit C

C

0

07

Bit Bit
07

(A)

(B)

(C)

(D)

C Bit Bit
07

FIG 3.14 Shift register operations. (A) Shift left logically, (B) shift right logically, (C) rotate left (circulate with

carry), and (D) rotate right (circulate with carry).
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SHIFT AND AND
In our example program, the accumulator is still not ready to perform the final AND operation.

Remember that SEAT contains the contents of the buffer and the conditions of signal A and signal B.

The contents of the accumulator must be ANDed with SEAT so that signals A and B are ANDed

together. A copy of signal A is held in the accumulator in bit 0, but it is in the wrong bit position to

be ANDed with signal B in SEAT in the bit 1 position. Therefore, signal A must be shifted into the

bit 1 position. To do this, the shift left logical instruction is used (Fig. 3.14A). With signal A in bit 1

of the accumulator and signal B in bit 1 of SEAT, the AND operation can be performed on the two bits.

If both A and B are high, the AND operation will leave bit 1 of the accumulator high (1). If either is low,

bit 1 of the accumulator will be low (0). This trivial example of theANDoperation could be used to issue

a warning that the sent occupant has not fastened the seat belt if the result of the AND is a zero.

USE OF SUBROUTINES
The previous example program has been written as a subroutine named CHECK so that it can be used at

many different places in a larger program. For instance, if the computer is controlling the speed of the

automobile, it might be desirable to be able to detect whether a driver is properly fastened in the seat

before it sets the speed at 55 miles per hour.

Since the driver’s seat information is very important, the main program must wait until the driver is

ready before allowing anything else to happen. A program such as that shown in Fig. 3.15B can be used

to do this. Themain program calls the subroutineWAIT, which in turn immediately calls the subroutine

CHECK. CHECK returns to WAIT with the CCs set as they were after the last AND instruction. The Z

bit (see Fig. 3.5A) is set if A and B are not both high (the accumulator is zero). The BEQ instruction (see

Table 3.1) in line 2 ofWAIT branches back because the accumulator is zero and causes the computer to

Program Label Mnemonic Operand

Program Label

1  CHECK

2

3

1  WAIT

2

3

4

5 RTS

AND

JRS

BEQ

RTS

WAIT

CHECK

SLL

AND

LDA SEAT

#00000001 B

SEAT

(B)

(A)

Mnemonic Operand

FIG. 3.15 Assembly language AND subroutine. (A) Subroutine CHECK and (B) subroutine WAIT.
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reexecute the JSR instruction in line 1 ofWAIT. This effectively holds the computer in a loop, recheck-

ing signals A and B until the accumulator has a nonzero value (A and B are high).

In automotive electronic systems for control or instrumentation, there are many subroutines that are

called repeatedly. Among those is the routine for multiplication (and for division). The algorithm on

which the subroutine is based is derived from the fundamental multiplication of a pair of bits:

0�0¼0

1�0¼0

0�1¼0

1�1¼1

The product of a binary multiplicand A by a binary multiplier B yields binary result C. It is perhaps

instructive to illustrate with an example in which A¼13 (decimal) and B¼2 (decimal):

A ¼ 1101 (13 decimal)

B ¼ 10 (2 decimal)

A 1101

B �10

0000

+1101

C 11010 (26 decimal)

In obtaining this result for each bit in the multiplier, the multiplicand is either copied (i.e., multiplied

by 1) if the multiplier bit is a 1 or replaced by all 0’s (i.e., multiplication by 0) and shifted to the left by

the position of the bit in the multiplier. After performing this operation for each multiplier bit, the

results are summed according to the rules of binary addition.

MICROCOMPUTER HARDWARE
The microcomputer system electronic components are known as computer hardware. (The programs

that the computer runs are called software.) The basic microcomputer parts are the CPU, memory, and

I/O (input and output peripherals). We next expand upon this discussion of important components and

their associated operations.

CENTRAL PROCESSING UNIT
The CPU is a microprocessor which is an integrated circuit. It contains hundreds of thousands of

transistors and diodes on a chip of silicon small enough to fit on the tip of a finger. It includes some

form of CPU or ALU, as well as registers for data and instruction storage and a control section.

Contemporary versions of a microprocessor are packed in a flat package that has pins all the way

around the periphery such that the IC can be attached to the surface of a printed circuit board
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(known as surface-mounted ICs). The CPU gets program instructions from a memory device. Near the

end of this chapter is a discussion of multicore processors that allow for parallel processing for multiple

vehicle electronic systems.

MEMORY: ROM
There are several types of memory devices available, and each has its own special features. Systems

such as those found in the automobile that must permanently store their programs use a type of per-

manent memory called ROM. This type of memory can be programmed only one time and the program

is stored permanently, even when the microcomputer power is turned off. The programs stored in ROM

are sometimes called firmware rather than software since they are unchangeable. This type of memory

enables the microcomputer to immediately begin running its program as soon as it is turned on.

Several types of ROM can be used in any microcomputer, including those found in automotive dig-

ital systems. For program storage, a ROM is used that is not alterable. The program and data storage are

determined by physical configuration during manufacturing. In certain cases, it may be desirable to

modify certain parameters. For example, in automotive applications it may be desirable to permit au-

thorized persons to modify a control system parameter of a vehicle after it has been in operation for

some time to improve system performance. In this case, it must be possible to modify data (parameters)

stored in ROM. Such modification is possible in a ROM that can be electrically erased and repro-

grammed. This type of ROM is termed electrically erasable programmable read-only memory

(EEPROM). In principle, of course, it is theoretically possible to have the ROM or a portion of it stored

on a removable chip. New parameters can be installed by simply replacing this chip.

MEMORY: RAM
Another type of memory, one that can be written to as well as read from, is required for the program

stack, data storage, and program variables. This type of memory is called RAM. This is really not a

good name to distinguish this type of memory from ROM because ROM is also a random-access type

of memory. Random-access means the memory locations can be accessed in any order rather than in a

particular sequence. A better name for the data storage memory would be read/write memory (RWM).

However, the term RAM is commonly used to indicate a RWM, so that is what will be used here.

A typical microcomputer contains both ROM- and RAM-type memory.

It is beyond the scope of this book to discuss the detailed circuitry of all types of memory circuits.

However, one example of a type of circuit that can be used for memory is the register circuit, which is

implemented with flip-flop circuits as described in Chapter 2.

I/O PARALLEL INTERFACE
Microcomputers require interface devices that enable them to communicate with other systems. The

digital buffer interface used in the driver’s seat application discussed earlier is one such device. The

digital buffer interface is an example of a parallel interface because the eight buffer lines are all sam-

pled at one time, that is, in parallel. The parallel buffer interface in the driver’s seat application is an

input or readable interface. Output, or writable, interfaces allow the microcomputer to affect external

logical systems. An output buffer must be implemented using a data latch so that the binary output is
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retained after the microcomputer has finished writing data into it. This permits the CPU to go on to

other tasks, while the external system reads and uses the output data. This is different from the parallel

input, in which the states could change between samples.

DIGITAL-TO-ANALOG CONVERTER
The parallel input and output interfaces are used to monitor and control external digital signals. As

explained in Appendix B, the microcomputer can also be used to measure and control analog signals

through the use of special interfaces. The microcomputer can produce an analog voltage by using a

digital-to-analog converter (D/A converter). A D/A converter accepts inputs from the digital system

of a certain number of binary bits and produces an output voltage level that is proportional to the input

number and may incorporate a zero-order hold (ZOH; see Chapter 2). D/A converters come in many

different versions with different numbers of input bits and output ranges. A representative example

microcomputer D/A converter has 8-bit inputs and a 0–5 V output range.

A simple ideal 8-bit D/A converter is shown in Fig. 3.16. This type of D/A converter uses a parallel

input interface and two operational amplifiers.

The 8 bits are written into the parallel interface and stored in data latches (e.g., J-K flip-flop as

explained in Chapter 2). For the purposes of explaining the operation of this simplified example D/

A converter, it is assumed that the parallel interface includes output circuitry associated with each data

bit latch such that the voltages corresponding to the two logical levels are given by

Dn ¼ 5V if An ¼ 1 n¼ 1,2,…,N

¼ 0V if An ¼ 0
(3.1)

whereAn¼nthbitof the8-bit inputdigital datawhereA8 is themost significantbit (MSB). In thisexample,

the output of each latch is a digital signal that is ideally 0 if the bit is low and 5 V if the bit is high.

As explained in Chapter 2, fixed voltage levels for Dn can be achieved using zener diodes. The first

op-amp is an inverting mode summing amplifier for which the gain for input n is given by (R/Rs(n)).
The source resistance for the nth data bit is given by

RS nð Þ¼ 2N�n+ 1R n¼ 1,2,…,N (3.2)

where, for the present 8-bit example, N¼8. The output voltage of the first op-amp circuit V1

(in accordance with the discussion of summing op-amp circuits of Chapter 2) is given by

V1 ¼�
XN
n¼1

Dn

2N�n+ 1
(3.3)

¼� 5

2N

XN
n¼1

An2
n�1 (3.4)

¼� 5

2N
N10 (3.5)

where N10 is the decimal numerical value of the input digital data.

The second op-amp has a closed-loop gain of

Ac‘ ¼�Rf =R (3.6)
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The output voltage of this second op-amp is given by

Vout ¼ 5Rf

2NR
N10 (3.7)

¼KDAN10 (3.8)

where KDA is the scale factor for the D/A converter. The effect of the two amplifiers is to scale each bit

of the parallel interface by a specially chosen factor and add the resultant voltages together such that the

D/A converter output voltage (Vout) is proportional to the decimal equivalent of the input binary data.

The scale factor is chosen by the system designer to be compatible with the voltage requirements of the

component (e.g., actuator) to which the D/A is converted. Typically, in control applications, the D/A

converter output is connected to a ZOH before the converted voltage is sent to the destination compo-

nent (e.g., actuator) (see Appendix B and Chapter 2).
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A2

A3
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32R

16R
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Rf
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Analog
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FIG. 3.16 Simplified D/A configuration.
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The D/A converter output voltage can change only when the computer writes a new number into the

D/A converter data latches. As explained in Appendix B, in control applications, the D/A converter

ZOH combination is synchronized to the sampler, which samples the input to the control system.

The computer must generate each new output often enough to ensure an accurate representation of

the changes in the digital signal. The analog output of the D/A converter can take only a specific num-

ber of different values and can change only at specific times determined by the sampling rate. The

output of the converter will always have small discrete step changes (resolution). The resolution of

the representation of the A/D output varies in proportion to the numberN of bits. The associated vehicle

system designer must decide how small the steps must be to produce the desired shape and smoothness

in the analog signal so that it is a reasonable duplication of the variations in the digital levels. The

smoothness of the D/A output voltage can be improved by filtering, although care must be exercised

in the filter design to prevent waveform distortion and phase delay.

ANALOG-TO-DIGITAL CONVERTER
In addition, microcomputers can measure analog voltages by using a special interface component

called an analog-to-digital A/D converter. Analog-to-digital converters convert an analog voltage

input into a digital number output that the microcomputer can read. Fig. 3.17 shows a conceptually

simple hypothetical, but not necessarily optimal, way of making an A/D converter by using a D/A

converter and a voltage comparator. Control of the A/D circuitry is exercised by the computer via

output logical variables “reset” and convert C and input logical variable end-of-conversion (EOC)

as shown in Fig. 3.17.

At the sample time (tk), the analog-to-digital conversion process begins under computer control

with several operations. The computer sends a sample trigger signal to the sample and hold circuit caus-

ing it to sample vin at the sample time tk. The sample and hold output voltage vk is given by:

vk ¼ vin tkð Þ tk � t� tk + 1

Computer

Sample
and
hold

Binary
counter
reset

D/A

Comparator
in

C

Ck

vin
vk

tk
vrP

EOC

Reset

Sample trigger

J Q
K

FIG. 3.17 Example A/D converter.
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The computer also generates a signal that resets the counter to zero and then sends a signal C to the J-K

flip-flop circuit that enables the AND gate such that the counter begins counting clock (Ck) pulses (gen-

erated by the computer timing circuitry). The D/A converter output voltage changes in discrete steps at

each clock pulse. This causes the analog output voltage to have a staircase appearance as the binary

number at the input is increased one bit at a time from minimum value to maximum value, as shown in

Fig. 3.18.

This example 8-bit D/A converter can have any one of 256 different voltage levels. For many

applications, this is a close enough approximation to a continuous analog ramp signal. The counter

contents at time tN are the binary equivalent of N where N is the largest integer in the following:

N¼ fc tN � tkð Þb cf g (3.9)

The ramp voltage vr(t) for the time interval specified in Eq. (3.9) is given by

vr tð Þ¼KDAN

as explained above for a D/A converter and shown in Fig. 3.18. The counting of clock pulses continues

until the ramp reaches a condition (called coincidence) at which point the comparator changes state.

The comparator output (vcomp) is a binary-valued voltage, which is given by

vcomp ¼ vL vr < vk (3.10)

¼ vH vr � vk (3.11)

where vL and vH are voltages corresponding to logic low and high, respectively. At coincidence, the

ramp voltage is essentially given by

vr tcð Þ¼ vk (3.12)

vr (t)

NKDA 1/fc

Timetk tN

FIG. 3.18 Digital ramp waveform.

119MICROCOMPUTER HARDWARE



where tc is the time of coincidence. When the comparator voltage switches from low to high, the count

is inhibited via the K input to the J-K input. The contents of the counter are the binary equivalent N2 of

N(tc) and remain at this value until the counter is reset. At this point (i.e., t¼ tc), the computer receives

an EOC signal (as vcomp switches from VL to VH) via an interrupt input.

The computer responds under program control to read the counter contents (Nc), which are the bi-

nary equivalent of the number of clock pulses Nc counted from tk to tk+ tc:

Nc ¼N tcð Þ
Nc ¼ vk

KDA

(3.13)

The binary equivalent of Nc is denoted Nc2.

As shown in Fig. 3.17, the counter output lines are connected to a computer parallel input (P) such

that the counter contents are available to the computer DB. The computer can be configured to read the

counter contents via a special memory operation called memory-mapped I/O data read as explained

earlier in this chapter. Thus, the computer reads the binary equivalent of a number, which is propor-

tional to vk. Conversion to vk is accomplished by multiplying Nc2 by the D/A converter constant KDA. It

is important that the conversion time for the largest value of vk be small compared to sample times (i.e.,

max(tc)≪T). This condition can be met with sufficiently high clock frequency (fc).

SAMPLING
As explained in detail in Appendix B, a discrete time digital system operating on continuous-time vari-

ables requires sampling the input signal at the Nyquist or higher rate. Fig. 3.19 shows a sine wave

analog signal and some digital approximations with various sampling rates. Notice that Fig. 3.19Awith

v

Time

Time

(A)

(B)

(C)

Time

v

v

FIG. 3.19 Sampling rate illustration. (A) 13 samples per cycle, (B) 2 samples per cycle, and (C) less than 2 samples

per cycle.
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13 samples per sine wave cycle follows the sinusoid much closer than Fig. 3.19B, which only samples

twice in a cycle. When the sampling rate is <2, as in Fig. 3.19C, aliasing errors occur as explained in

Appendix B.

POLLING
The so-called stand-alone analog-to-digital converters are available that perform conversions indepen-

dent of the direct involvement of the computer in the conversion process. The microcomputer outputs a

control signal to cause the conversion to be initiated. At the EOC, the A/D outputs a signal when the

conversion is done.

During the A/D or D/A process, the computer can run other operations. However, at the end of ei-

ther conversion, the computer must be capable of obtaining the A/D data or outputting to a D/A con-

verter. One-way of doing this is for the microcomputer to periodically check the interface while it is

running another part of the program. This method is called polling.A subroutine is included in the main

program and is called up whenever an A/D converter interface is being used. In a traditional assembly

language program, this usually consists of a few lines of assembly language code that check to see if the

interface is done and collect the result when it is finished. When the polling subroutine determines that

the A/D converter is finished, the main program continues without using the polling subroutine until the

A/D converter interface is called up again. The problem with such a scheme is that the polling routine

may be called many times before the interface is finished. This is an inefficient use of computer ca-

pabilities and can degrade computer throughput. Therefore, an evaluation must be made in certain sys-

tems to determine if polling is worthwhile.

INTERRUPTS
An efficient alternative to polling uses control circuitry, called an interrupt. An interrupt is an electric
signal that is generated outside of the CPU and is connected to an input on the CPU. The interrupt

causes the CPU to temporarily discontinue the program execution and to perform some operation

on data coming from an external device. A relatively slow A/D converter, for instance, could use

an interrupt line to signal the processor when it has finished converting. When an interrupt occurs,

the processor automatically jumps to a designated program location and executes the interrupt service

subroutine. For the A/D converter, this would be a subroutine to read in the conversion result. When the

interrupt subroutine is done, the computer returns to the point in the program before the interrupt oc-

curred. Interrupts reduce the amount of time the computer spends dealing with the various peripheral

devices relative to continuously monitoring them.

Another important use for interrupts is in timekeeping. Suppose that a system is being used that

requires actions to be taken at particular absolute times; for instance, sampling an analog signal is a

timed process. A special component called a timer could be used. A timer is a device that maintains

absolute time. A square-wave clock signal is counted in counter registers like the one discussed in

Chapter 2. The timer can be programmed to turn on the interrupt line when it reaches a certain count

and then reset itself (start over). It may be inside the CPU itself, or it may be contained in peripheral

devices in the microcomputer system. Timers have many automotive applications (as shown later).

Such a technique is sometimes used to trigger the output of a new number to a D/A converter at

regular intervals such as at sample times. The microcomputer program includes routines to control
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the timer for the desired amount of time by presetting the counter to some starting value other than zero.

Each time the timer counts out the programmed number of its clock pulses, it interrupts the computer.

The interrupt service subroutine then gets the new binary number that has been put into memory by the

microcomputer and transfers this number to the D/A converter data latches.

VECTORED INTERRUPTS
All of the interrupt activity is completely invisible to the program that gets interrupted. In other words,

the interrupted program does not contain data to indicate that it was interrupted because its execution

continues without program modification with minimum delay. Interrupts allow the computer to handle

two or more operations almost simultaneously. In some systems, one interrupt line may be used by

more than one device. For instance, two or more A/D converters may use the same interrupt line to

indicate when any of them are ready. In this case, the computer cannot identify which device caused

the interrupt. The computer could poll all the devices each time an interrupt occurs to see which one

needs service, but as discussed, polling may waste time. A better way is to use vectored interrupts.

In computer parlance, a vector is a memory location that contains another address that locates data

or an instruction. It may be a specific memory location that contains the address of the first instruction

of a subroutine to service an interrupt or it may be a register that contains the same type address. In this

specific case, an interrupt vector is a register that peripherals use to identify which device caused the

interrupt. When a peripheral causes an interrupt, it writes a code into the interrupt vector register so that

the processor can determine which device interrupted it by reading the code. The decoder for an in-

terrupt vector usually includes circuitry that allows each device to be assigned a different interrupt pri-

ority. If two devices interrupt at the same time, the processor will service the most important one first.

The vectored interrupt enables the microcomputer to efficiently handle the peripheral devices con-

nected to it and to service the interrupts rapidly. Interrupts allow the processor to respond to operations

in peripheral devices without having to constantly monitor the interfaces. They enable the microcom-

puter to handle many different tasks and to keep track of all of them. Amicrocomputer system designed

to use interrupts is called a real-time computing system because it rapidly responds to peripherals as

soon as requests occur. Such real-time systems are used in digital instrumentation and control systems

in automotive applications.

MICROCOMPUTER APPLICATIONS IN AUTOMOTIVE SYSTEMS
There is a great variety of applications of microprocessors in automobiles. As will be explained in later

chapters of this book,microprocessors find applications in engine and driveline control, instrumentation,

ride control, antilock braking and other safety devices, entertainment, heating/air-conditioning control,

automatic seat position control, andmanyother systems. In eachof these applications, themicroprocessor

serves as the functional core of what can properly be called a special-purpose microcomputer.

Although these applications are widely varied in operation, the essential configuration (or archi-
tecture) has much in common for all applications. Fig. 3.20 is a simplified block diagram depicting

the various components of each of the automotive systems having the applications listed previously.

In this block diagram, the microprocessor is denoted microprocessor/microcontroller units (MPU).

It is connected to the other components by means of three buses: AB, DB, and CB. As explained above,
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each bus consists of a set of wires over which binary-valued electric signals are transmitted. By way of

illustration, in early automotive applications, the DB consists of 8 wires. Although the size of the DB is

much larger in contemporary vehicles, the AB is typically larger than the DB and the CB also is a set of

wires, the number of which is determined by the complexity of the microprocessor.

The operation of each special-purpose microcomputer system is controlled by a program stored in

ROM. As explained earlier in this chapter, the MPU generates addresses for the ROM in sequence to

obtain each instruction in corresponding sequence. The operation of each microprocessor-based auto-

motive subsystem has a specific program that is permanently stored (electronically) in the ROM.

Changes in the system operation can be achieved by replacing the ROM chip(s) with new chip(s) that

contain the appropriate program for the desired operation. This feature is advantageous during the en-

gineering development phase for any microprocessor-based system.While the hardware remains fixed,

the system modifications and improvements are achieved by substituting ROM chips. Rules from the

EPA prohibit a vehicle user from making such ROM changes in any system that affects exhaust emis-

sions. Only authorized repair personnel can legally and safely make such changes.

A typical automotive microprocessor-based system also incorporates some amount of RAM. This

memory is used for a variety of purposes, including storing temporary results, storing the stack, and

storing all of the variables, not to mention all of the other activities discussed earlier in this chapter.

The input/output (I/O) device for any given automotive microcomputer system serves as the inter-

face connection of the microcomputer with the particular automotive system. Standard commercial I/O

devices are available from the manufacturers of each microprocessor that are specifically configured to

Timing MPU

16 Bit AB

8 Bit DB

CB

Output

Data in

ROM RAM I/O

FIG. 3.20 Representative vehicular microcomputer block diagram.
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work with that processor. These I/O devices are implemented as an IC chip and are very versatile in

application. Such a typical I/O device has multiple data ports for connecting to peripheral devices and a

port that is connected to the DB of the computer.

Fig. 3.21 is a block diagram of a typical commercial I/O device. In this device, there are two ports

labeled A and B (which service BUS A or BUS B), respectively. These ports can be configured to act as

either I/O, depending on the data in the data direction register. Normally, the correct code for deter-

mining direction is transferred to the I/O device from the microprocessor via the system DB.

Whenever the microprocessor is either to transfer data to the I/O device or to receive data from it, a

specific address is generated by the processor. This address is decoded, using standard logic, to form an

electric signal that activates the chip select inputs to the I/O. In addition, the read/write (R/W) output of

the microprocessor is activated, causing data to be received (read) from a peripheral device or trans-

mitted (write) to a peripheral device.

Recall from earlier in this chapter that this use of address lines to activate the I/O is known as

memory-mapped I/O. In memory-mapped I/O, I/O of data is selected by reading from the I/O input

address or writing to the I/O output address.

INSTRUMENTATION APPLICATIONS OF MICROCOMPUTERS
In instrumentation applications of microcomputers, the signal processing operations are performed nu-

merically under program control. The details of the instrumentation application of microcomputers in-

vehicle electronics are explained in Chapter 8. However, this section of the present chapter illustrates

the generic configuration for microcomputers in vehicle instrumentation. The block diagram of a typ-

ical computer-based instrument is depicted in Fig. 3.22. In this example instrument, an analog sensor

provides a continuous-time voltage, vo, that is proportional to the quantity (x) being measured. The

continuous-time voltage is sampled at times (tk) determined by the computer. The sampled analog volt-

age is then converted to digital format using an A/D converter as explained above. The digital data are

connected to port A of the I/O device of the computer to be read into memory.

Microcomputers can convert the nonlinear output voltage of some sensors into a linear voltage rep-

resentation. The sensor output voltage is used to look up the corresponding linear value stored in a table.

The A/D converter generates an EOC signal when the conversion from analog-to-digital is completed.

Typically, the EOC signal provides an interrupt signaling the computer that data are ready as

explained above.

The signal processing to be performed is expressed as a set of operations that is to be performed by

the microprocessor on the data. These operations are written in an algorithm for the signal processing

operation by the system designer. The algorithm is converted to a set of specific computer operations

that becomes the program for the signal processing. After the signal processing is completed, the result

is ready to be sent to the display device. The digital data are sent through I/O to port B to the D/A

converter. There it is converted back to sampled analog as explained earlier in this chapter to drive

the display. The sampled data often are “smoothed” to a suitable continuous-time voltage by means

of a special filter known as a reconstruction filter. The continuous-time output of this filter drives

the continuous-time display.

In a great many applications, the display is digital (e.g., automotive-fuel quantity measurement).

In this case, the conversion from digital-to-analog is not required, and the computer output data can

directly activate the digital display in the correct format.
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DIGITAL FILTERS
In Appendix B, the analysis/design of digital (discrete time) filters was explained. Here, some imple-

mentation issues are discussed with respect to automotive digital electronic systems, nearly all of which

are accomplished using a microprocessor, either as a stand-alone system or as an operation embodied

within a larger, multifunction digital system.

As an example of computer-based instrumentation signal processing applications, consider the rel-

atively straightforward task of filtering the output of a sensor. As described in the Appendix A discus-

sion of filters, low-pass filters pass low-frequency signals but reject high-frequency signals. High-pass

filters do just the reverse: They pass high-frequency signals and reject low-frequency signals. Band-

pass filters pass midrange frequencies but reject both low and high frequencies.

Appendix B discusses the concept of digital (discrete time) filters that perform filtering operations

on samples xk of the signal (x(t)) that are to be filtered. One relatively commonly used algorithm for a

digital filter described in Appendix B is the recursive algorithm for calculating the output yn, which is
repeated here for convenience:

yn ¼
XK
k¼1

akxn�k�
XJ
j¼1

bjyn�j (3.14)

It is further shown that the so-called z-operational transfer function H(z) is given by

H zð Þ¼

XK
k¼1

akz
�k

1 +
XJ
j¼1

bjz
�j

(3.15)

Filtering the input signal sequence {xk} to calculate the output at sample time tn (i.e., yn) is done by the
digital system under program control. The filter coefficients, ak and bj, are stored in ROM and read at
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FIG. 3.22 Automotive digital instrumentation block diagram.
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the appropriate time. The K previous input values from xn–1 to xn–K must be stored in RAM along with

previously calculated values of yn–j. After input xn has been read into the digital system, a program

(subroutine) is called by the main program, which implements the recursive filter algorithm. Multipli-

cation can be performed by repeated use, under program control, of the basic multiply subroutine de-

scribed above. Once all products have been computed, the filter output yn is obtained by addition or

subtraction as indicated in the recursive filter algorithm. There are many automotive filter applications,

each of which is implemented as described above.

A digital low-pass filter could be used, for instance, to smooth the output of an automotive-fuel-

level sensor. The fuel-level sensor produces an electric signal that is proportional to the height of

the fuel in the center of the tank as described in Chapter 5. The level at that point will change as fuel

is consumed, and it also will change as the car slows, accelerates, turns corners, and hits bumps. The

sensor’s output voltage varies widely because of fuel slosh even though the amount of fuel in the tank

changes slowly. If the sensor output voltage is sent directly to the fuel gauge, the resulting variable

indication will fluctuate too rapidly to be read.

The measurement can be made readable and meaningful by using a low-pass filter to smooth out the

signal fluctuations to reduce the effects of sloshing. The low-pass filter can be implemented in a mi-

crocomputer by programming the computer to average the sensor signal over several seconds before

sending it to the display. For instance, if the fuel-level sensor signal is sampled once every second and it

is desirable to average the signal over a period of K samples, the computer saves only the latest K sam-

ples, averages them, and displays the average. When a new sample is taken, the oldest sample is dis-

carded so that only the K latest samples are kept. A new average can be computed and displayed each

time a new sample is taken.

The algorithm for calculating the average �xN at time tn of K previous samples of data xk: k¼
1,2,⋯,K is given by

�xn ¼ 1

K

XK
k¼1

xn�k (3.16)

This algorithm is of the same structure as that used in a recursive filter (e.g., Eq. 3.14) in which all

coefficients bj are 0 and all coefficients ak are 1/K; that is to say, averaging a sequence of data samples

{xn–k} is a form of filtering the data. Programming to compute this average involves some of the same

steps of retrieval of data and forming an arithmetic average. The division by K can be performed

quickly by multiplication of the sum of samples by the reciprocal of K (i.e., 1/K), which value can

be stored in ROM.

Digital filtering (e.g., averaging) can be performed by a computer under the control of the software.

Sometimes the section of code that performs any such task is simply called “the filter.” Digital signal

processing is very attractive because the same computer can be used to process several different sig-

nals. During the engineering development of an automotive digital system, the desired filter charac-

teristics often evolve. Such evolution can be readily implemented via changes in the stored filter

coefficients. For any evolution of analog filters or signal processing, the hardware itself must be chan-

ged. For the digital filter, once the filter coefficients have been determined and filter performance is

acceptable, the numerical values (i.e., ak and bj) are ready for storage in production vehicle ROM.

There are limitations to the use of digital filters however. The frequency range of digital filters is

determined by the speed of the processor. The microcomputer must be able to sample each signal at or

above the rate required by the Nyquist sampling theorem (see Appendix B). It must also be fast enough
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to perform all of the averaging and linearization for each signal before the next sample is taken. This is

an important limitation, and the system designer must be certain that the computer is not overloaded by

trying to make it perform too many tasks too quickly.

MICROCOMPUTERS IN CONTROL SYSTEMS
Microcomputers are able to handle inputs and outputs that are either digital or converted analog signals.

With the proper software, they are capable of making decisions about those signals and can react to

them quickly and precisely. These features make microcomputers ideal for controlling other digital

or analog systems, as discussed in the following sections.

CLOSED-LOOP CONTROL SYSTEM
The detailed theory of closed-loop control system is presented in Appendix A (continuous-time) and

Appendix B (discrete time). A continuous-time control system performs the control law operations

on the error signal to generate a continuous-time control signal (u) which is sent to the actuator via

hardware. Appendix B explains that the discrete time system performs the control law calculation by

performing operations on the sampled error between the desired and actual numerical values of the plant

variable being controlled. The calculations to be performed to obtain the control variable (i.e., ūk of
AppendixB)can readily bedone in adigital computer under programcontrol. Thecomputer cancompare

command input and plant output and perform the computation required to generate a control signal.

LIMIT-CYCLE CONTROLLER
The limit-cycle controller, discussed in Appendix A, can be readily implemented with a microcom-

puter. Appendix A explains in detail that the limit-cycle controller controls the plant output so that

it falls somewhere between an upper and lower limit, preferably so that its average value is equal

to the command input. The controller must read in the command input and the plant output and deter-

mine via appropriate logic the value of the control signal to be sent to the plant based on those

signals alone.

Using a microcomputer, the upper and lower limits can be determined from the command input by

using a lookup table similar to that discussed later in this chapter. The plant output is compared with

these two limits. If the plant output is above the higher limit or below the lower limit, the microcom-

puter outputs the appropriate on/off signal to the plant to bring the output back between the two limits.

FEEDBACK CONTROL SYSTEMS
In Appendices A and B, the concept of a feedback control system is introduced. Those appendices deal

with the basic analytical models and control algorithms on an abstract and detailed level. In this chap-

ter, the specific configuration incorporating a microcomputer as the control system implementation is

considered.

A feedback control system can also be implemented using a digital computer and the limit-cycle

controller. Fig. 3.23 shows the physical configuration of a control system employing a computer.
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In this figure, there is a physical system or plant that is to be controlled. The specific variable being

controlled is denoted x. For example, in an automobile, the plant might be the engine, and the con-

trolled variable might be engine speed. Examples of feedback control are presented in later chapters of

this book.

The desired value for x is the set point s. An error signal 2 is obtained:

2¼ s� x

The error signal is sampled, yielding samples 2n (where n represents sample number; i.e., n¼1, 2,⋯).

As explained in Appendix B, a representative value of a control algorithm is the PID control law by

which an output yn for each input sample is calculated by the computer:

yn ¼Kp2n +
KIT

2

XK
k¼1

2n�k +2n�k�1ð Þ+ KD 2n�2n�1ð Þ
T

(3.17)

where Kp is the proportional gain, KI is the integral gain, KD is the differential gain, and T is the

sample period.

In this PID controller, K is the number of samples from which the integral term is calculated. The

program for implementing this exemplary PID control law involves temporary storage of K previous

error samples for retrieval and computation of yn. The same type of program steps for implementing
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FIG. 3.23 Digital feedback control system block diagram.
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this control is used as those used for digital filter applications; that is, retrieval of variables, multipli-

cation by the appropriate coefficients, and forming the algebraic sum of the various terms in the

control law.

After computing yn for each input sample, a digital version of yn is transmitted through the I/O to the

D/A converter and ZOH as explained in Appendix B. The dashed lines between the D/A and ZOH (see

Chapter 2) blocks indicate that the ZOHmay be implemented as part of the D/A. There it is converted to

analog format, providing a control signal ūk to the actuator (A), which is presumed here to be analog.

The actuator controls the plant in such a way as to cause the error to be reduced toward zero. Many

examples of the application of computer-based electronic control systems in automobiles are presented

in later chapters of this book.

TABLE LOOKUP
One of the important functions of a microcomputer in automotive applications is table lookup. These

applications include

1. linearization of sensor data,

2. multiplication,

3. calibration conversion.

The concept of table lookup is illustrated in Fig. 3.24, in which a pair of variables, Vo and X, are related
by the graph depicted therein.

Also shown in Fig. 3.24 is a table listing certain specific values for the relationship. The functional

relationship between Vo and X might, for example, be the output voltage of a nonlinear sensor Vo for

measuring a quantity X. If the value for Vo is known, then the corresponding value for X can theoret-

ically be found using the graph or the tabulated values. In the latter case, the nearest two tabulated

values for Vo are located, and the corresponding values for X are read from the table. Denoting V1

VO

VO
0
1
2
.
.
.

−5
0
4
.
.
.

X

X

Table

FIG. 3.24 Illustration of table lookup.
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and V2 as the nearest values for V0 and X1, X2 as the corresponding tabulated values, assuming the tab-

ulated values are sufficiently close, the value for X corresponding to Vo typically is found by linear

interpolation:

X¼X1 + X2�X1ð Þ V0�V1ð Þ= V2�V1ð Þ (3.18)

A microcomputer can perform the interpolation operation given above using tabulated values for the

relationship between Vo and X (i.e., Vo (X)). This method is illustrated using a specific example of the

measurement of a variable X using a sensor output voltage, and variable X is assumed to be that which is

illustrated in Fig. 3.24. The table lookup operation can also be programmed to use a nonlinear inter-

polation algorithm or regression polynomial fit.

The portion of the microcomputer that is involved in the table lookup process is illustrated in

Fig. 3.25. The relationship Vo (X) is stored in ROM for representative points along the curve. These

data are stored using Vo values as addresses and corresponding values of X as data. For example, con-

sider a point (V1, X1). The data X1 are stored at memory location V1 in binary format.

The operation of the table lookup is as follows. The sensor has output voltage Vo. The computer

reads the values of Vo (using an A/D converter to convert to digital format) and reads the digital result

through the I/O device. Then the MPU under program control calculates the addresses for the two
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FIG. 3.25 Table lookup block diagram.
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nearest tabulated values to Vo, which are V1 and V2 (V1<Vo<V2). The computer, under program con-

trol, reads values X1 and X2 and then calculates X using Eq. (3.18) (or higher-order polynomial fit

algorithm).

Repeated reference will be made to the table lookup function in later chapters. In particular,

Chapter 6 will discuss how a typical digital engine control system frequently obtains data using table

lookup.

MULTIVARIABLE AND MULTIPLE TASK SYSTEMS
A very important feature of microcomputer control logic is the ability to control multiple systems in-

dependently and to control systems with multiple inputs and outputs. The automotive applications for

microcomputer control involve both of these types ofmultivariable systems. For instance, the automo-

bile engine controller has several inputs (such as mass airflow rate, throttle angle, and camshaft and/or

crankshaft angular position) and several outputs. All of the outputs must be controlled as close to si-

multaneously as is feasible within hardware capability and computation time limits because some in-

puts affect more than one output. These types of controllers can be very complicated and are difficult to

implement in analog fashion. The increased complexity (and cost) of a multivariable microcomputer

system is not much higher than for a single-variable microcomputer system, presuming the microcom-

puter has the capacity to do the task. It only affects the task of programming the appropriate control

scheme into the microcomputer. In applications requiring a relatively high microcomputer throughput,

it is possible to implement the microcomputer with multiple microprocessors often termed “multicore”

processors. In such a multicore system, control is typically based in one of the core segments. This type

of control is discussed in a later chapter.

The organization of the program for any computer performing multiple tasks simultaneously is ex-

tremely complex. One such organizational scheme involves having a so-called “main program loop.”

This main loop calls up appropriate subroutines for each of the tasks to be performed in sequence. The

main loop continuously cycles at a rate that is determined by the computation time required for each

task (subroutine). However, not all of the tasks need to be performed for each cycle through the main

loop. Certain tasks such as fuel and spark control are required to be performed for every main loop

cycle. Other, less time-critical tasks, such as filtering fuel quantity measurements, need to be performed

at a much lower rate than the fuel and spark control tasks.

Other tasks such as diagnosis of problems with the vehicle subsystems are required to be performed

only when a problem is detected (e.g., see Chapter 11). The main loop must be programmed to respond

to signals that are generated when a problem is detected. These applications are explained in detail in

later chapters where appropriate.

The development of a program for any automotive electronic system is normally very time con-

suming and requires the efforts of some very talented and capable computer programmers. Typically,

a full program for the very complex power train control system (see Chapter 6) involves many

thousands of individual lines of code. Some assistance in the form of automatic code generation

is available from certain software (e.g., AUTOSAR), although a complete discussion of this subject

is beyond the scope of this book.

After a chapter on basics of automotive engine control and a chapter on sensors and actuators, this

book will deal more specifically with particular microcomputer automotive instrumentation and con-

trol systems to show how these systems are used in the automobile to control the engine and drivetrain
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and many auxiliary functions. In addition, specific algorithms, along with dynamic performance

calculations/simulations, are presented for selected applications. The programming of the subroutine

for their implementation follows procedures discussed and explained in this chapter.

AUTOSAR
The remaining chapters of this book contain multiple examples of the application of MPU. Each elec-

tronically controlled subsystem or system in a contemporary vehicle has a module or control device

that, for convenience, is euphemistically referred to as an electronic control unit (ECU). Each ECU

has one or more MPUs that have a fundamental hardware structure that has been explained earlier

in this chapter. Moreover, it has been emphasized that an MPU performs its intended operation within

the ECU under control of a stored program. The stored program consists of sequences of instructions in

a binary format that can perform the operation in the MPU. A program in a format capable of causing

the MPU to perform the necessary operations is termed “executable code” or “machine language

program.” This executable code is stored in ROM-type memory.

During the development of a vehicular ECU, there are multiple steps taken by the individual or team

that is (are) responsible for designing the given ECU. This development team that is responsible for

designing the hardware also generates the algorithms related to the operation of the ECU. The algo-

rithms must be used to create the executable code that constitutes the controlling program. In the early

days of the application of MPUs to the equivalent of an ECU, the programming of the algorithms was

accomplished by writing the program in the assembly language of the MPU. The executable code was

created using a program (which ran on a development system) called an assembler. This assembler

would create one or more lines of executable code for each assembly language instruction (as illustrated

earlier in this chapter).

In addition to performing algorithms, ECU software provides a variety of other operations. For ex-

ample, the ECU software must control the input of data as well as the output signals that operate the

components that the ECU is controlling. In addition, the stored program must contain parameters that

are specific to the overall system performance and that, for example, are part of the associated algo-

rithms. As explained in Chapter 11, the programming any ECU can assist in the diagnosis of system and

even overall vehicle diagnosis of problems.

It was not long in the evolution of vehicular electronics before the program to run an ECU was

created with a high-level language (e.g., C). However, the rapid increase in the complexity of vehicular

electronics inspired a significant jump in the efficiency of programming via the creation of Automotive

Open System Architecture (AUTOSAR). AUTOSAR is essentially a consortium between automotive

Original Equipment Manufacturers (OEMs) and various suppliers of electronic systems/components

that began in 2003 that has permitted collusion free cooperation between the various members on soft-

ware generation. It has the potential to improve the efficiency of ECU code generation by having stan-

dardized modules that can be adapted and employed in the software generation for a new ECU or for

improvements in an existing ECU.

Although a given ECU for a vehicular electronically controlled subsystem can, in principle, be fab-

ricated by a division of the OEM, it is typical for the production ready ECU to be provided by one or

more top tier supplier(s). In the latter case, the OEM provides a sufficient description of the ECU
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functionality (which can include operating algorithms) and system configuration that programming by

the supplier can be done via AUTOSAR.

The complete program for running a given ECU along with its interaction with other systems con-

sists of software modules that, together, form the AUTOSAR architecture. Each module contains stan-

dardized basic software modules (BSW in AUTOSAR) that perform functions commonly found in

digital systems. Any digital system working with analog inputs and/or outputs requires the function

of analog/digital and vice versa conversion, as well a sampling and, often, multiplexing, bus commu-

nication, memory management, etc.

One of the elements of AUTOSAR architecture is called software components with AUTOSAR

abbreviation SWCs. Each SWC has interfaces to the required BSW that are specified formally within

the SWC. The control of connections between various SWCs and to/from BSW modules is an AUTO-

SAR element call the runtime environment (RTE). These connections are handled via an AUTOSAR

element called the virtual function bus (VFB).

The description of software component is done via an XML file (AUTOSAR XML) that contains

sufficient configuration information and data to create the programs for any given ECU (or for multiple

ECUs and their interaction during vehicle operation). Among the necessary files are the BSW module

descriptions. Normally, the necessary XML files come from the OEM.

In the contemporary versions of AUTOSAR, the functional software for the entire electronic sys-

tems of a given vehicle is described. This entire system is partitioned into individual SWCs. The con-

nection/communication between SWCs (even in separate ECUs) is accomplished by the VFB. The

VFB is implemented by the RTE, which is specific to any given ECU. The executable code for a given

function can be implemented by the AUTOSAR as a C function that is ultimately done by the RTE.

In contemporary vehicles, the addition of a new ECU or the modification of a new ECU to a given or

new version of an existing vehicle model, the AUTOSAR software developer requires description/

modeling of the complete vehicle electronic system. As explained in Chapter 9 on vehicular commu-

nication, a given vehicle model will have one or (usually) more in-vehicle networks (IVNs) that support

all digital communications between the various individual ECUs or subsystems. The interconnections

between electronic systems via IVNs with all associated protocols (see Chapter 9), for example, bus

data rates and data structure, must be specified in the documents provided to the AUTOSAR software

developer. A description/model for the hardware and system topology is also necessary including sen-

sors actuators (as explained in Chapter 5) and the individual microprocessors/microcontrollers. Once

the vehicular electronic system description is adequately specified, for any ECU the BSW and RTE for

that ECU is assembled and is specific to that particular ECU. From this assembly, the executable soft-

ware code is produced by AUTOSAR. Eventually, the code required to run any given ECU can be

stored in ROM as part of the final ECU configuration.

There are multiple benefits to programming vehicular ECUs or subsystems via AUTOSAR. The

reuse of individual software or BSW elements increases the efficiency of programming any new

digital electronic system. The reuse of portions of code and the automatic code generation can signif-

icantly reduce development time and costs compared with the traditional methods of programming for

digital electronic systems. The full details of AUTOSAR are beyond the scope of this book. However,

AUTOSAR provides documentation that is available online, for example, Autosar_ppt and

AUTOSAR_EXP_LayeredSoftwareArchitecture.
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Engine control in the vast majority of engines means regulating fuel and air intake and spark timing to

achieve desired performance in the form of power output. Until the 1960s, control of the engine output

torque and RPM was accomplished through some combination of mechanical, pneumatic, or hydraulic

systems. Then, in the 1970s, electronic control systems were introduced.

This chapter is intended to explain, in general terms, the theory of electronic control of a gasoline-

fueled, spark-ignited automotive engine. Chapter 6 explains practical digital control methods and sys-

tems. The examples used to explain the major developments and principles of electronic control have

been culled from the techniques of various manufacturers and do not necessarily represent any single

automobile manufacturer at the highest level of detail. Moreover, Chapter 6 presents major improve-

ment in electronic control of the entire power train. However, the most basic aspects of engine control

are presented in this chapter in preparation for the detailed explanation of contemporary engines.

MOTIVATION FOR ELECTRONIC ENGINE CONTROL
The initial motivation for electronic engine control came, in part, from two government requirements.

The first came about as a result of legislation to regulate automobile exhaust emissions under the

authority of the Environmental Protection Agency (EPA). The second was a thrust to improve the

national average fuel economy by government regulation. The issues involved in these regulations

along with normal market forces continue to motivate improvements in reduction of regulated gases

and fuel economy. Electronic engine control is only one of the automotive design factors involved in

fuel economy improvements. However, this book is only concerned with the electronic systems.

EXHAUST EMISSIONS
Although diesel engines are in common use in heavy trucks, railroads, and some pickup trucks, the

gasoline-fueled engine is the most commonly used engine for passenger cars and light trucks in the

United States. This engine is more precisely termed the gasoline-fueled, spark-ignited, four-stroke/

cycle, normally aspirated, liquid-cooled internal combustion engine. It is this engine, which is denoted

the SI engine, that is discussed in this book. The following discussion of exhaust emission regulations

applies to the SI engine.

The engine exhaust consists of the products of combustion of air and gasoline mixture. Gasoline is a

mixture of chemical compounds that are called hydrocarbons. This name is derived from the chemical

formation of the various gasoline compounds, each of which is a chemical union of hydrogen (H) and

carbon (C) in various proportions. Gasoline also contains natural impurities and chemicals added by the

refiner. All of these can produce undesirable exhaust elements. The combustion of gasoline in an en-

gine results in exhaust gases, including CO2, H2O, CO, oxides of nitrogen, and various hydrocarbons.
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During the combustion process, the carbon and hydrogen combine with oxygen from the air, releas-

ing heat energy and forming various chemical compounds. If the combustion were perfect, the exhaust

gases would consist only of carbon dioxide (CO2) and water (H2O), neither of which is considered

harmful to human health in the atmosphere. In fact, both are present in an animal’s breath.

Unfortunately, the combustion of the SI engine is not perfect. In addition to the CO2 and H2O, the

exhaust contains amounts of carbon monoxide (CO), oxides of nitrogen (chemical unions of nitrogen

and oxygen that are denoted NOx), unburned hydrocarbons (HC), oxides of sulfur, and other compounds.

Some of the exhaust constituents are considered harmful and are now under the control of the federal

government. The exhaust emissions controlled by government standards are CO, HC, and NOx.
Automotive exhaust emission control requirements began in the United States in 1966 when the

California state regulations became effective. Since then, the federal government has imposed emission

control limits for all states, and the standards became progressively tighter throughout the remainder of

the twentieth century and will continue to tighten in the 21st century. Auto manufacturers found that the

traditional engine controls could not control the engine sufficiently to meet these emission limits and

maintain adequate engine performance at the same time, so they turned to electronic controls.

FUEL ECONOMY
Everyone has some idea of what fuel economy means. It is related to the number of miles that can be

driven for each gallon of gasoline consumed. It is referred to as miles per gallon (MPG) or simply

mileage. In addition to improving emission control, another important feature of electronic engine

control is its ability to improve fuel economy.

It is well recognized by layman and experts alike that the mileage of a vehicle is not unique. Mileage

depends on the size, shape, and weight of the car and how the car is driven. The best mileage is achieved

under steady cruise conditions. City driving, with many starts and stops, yields worse mileage than

steady highway driving. In order to establish a regulatory framework for fuel economy standards,

the federal government has established hypothetical driving cycles that are intended to represent

how cars are operated on a sort of average basis.

The government fuel economy standards are not based on one car but are stated in terms of the

average rated MPG fuel mileage for the production of all models by a manufacturer for any year. This

latter requirement is known in the automotive industry by the acronym CAFE or corporate average fuel

economy. It is a somewhat complex requirement and is based on measurements of the fuel used during

a prescribed simulated standard driving cycle.

FEDERAL GOVERNMENT TEST PROCEDURES
For an understanding of both emission and CAFE requirements, it is helpful to review the standard

cycle and how the emission and fuel economymeasurements were made in the earliest days of emission

control. The US federal government published test procedures that included several steps. The first step

was to place the automobile on a chassis dynamometer, like the one shown in Fig. 4.1.

In many states, the government requires a yearly measurement of exhaust emissions with the ve-

hicle placed on a chassis dynamometer and operated with a specific set of load and speed conditions
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simulating normal vehicle operation. A chassis dynamometer is a test stand that holds a vehicle such as

a car or truck. It is equipped with instruments capable of measuring the power that is delivered at the

drive wheels of the vehicle under various conditions. The vehicle is held on the dynamometer so that it

cannot move when power is applied to the drive wheels. The drive wheels are in contact with two large

rollers. One roller is mechanically coupled to an electric generator that can vary the load on its electric

output. The other roller has instruments to measure and record the vehicle speed. The generator absorbs

and provides a measurement of all mechanical power that is delivered at the drive wheels to the

dynamometer. The power is calculated from the electric output in the correct units of kW or hp (horse-

power where 1 hp¼0.746 kW). The controls of the dynamometer can be set to simulate the correct load

(including the effects of tire rolling resistance and aerodynamic drag) and inertia of the vehicle moving

along a road under various conditions. The conditions are the same as if the vehicle actually was being

driven except for wind loads.

The vehicle is operated according to a prescribed schedule of speed and load to simulate the spec-

ified trip. One driving cycle simulates an urban trip, and another simulates a highway trip. Over the

years, the hypothetical driving cycles for urban and rural trips have evolved. Fig. 4.2 illustrates sample

FIG. 4.1 Chassis dynamometer.
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driving cycle trips (one for each) that demonstrate the differences in those hypothetical test trips. It can

be seen that the urban cycle trip involves acceleration, deceleration, stops, starts, and steady cruise such

as would be encountered in a “typical” city automobile trip of 7.45 mi (12 km). The highway schedule

takes 765 s and simulates 10.24 mi (16.5 km) of highway driving.

During the operation of the vehicle in the tests, the exhaust is continuously collected and sampled.

At the end of the test, the absolute mass of each of the regulated exhaust gases is determined. The reg-

ulations are stated in terms of the total mass of each exhaust gas divided by the total distance of the

simulated trip.

FUEL ECONOMY REQUIREMENTS
In addition to emission measurement, each manufacturer must determine the fuel consumption inMPG

for each type of vehicle and must compute the CAFE for all vehicles of all types produced in a year.

Fuel consumption is measured during both an urban and a highway test, and the composite fuel econ-

omy is calculated.

Table 4.1 is a summary of the exhaust emission requirements and CAFE standards for a few rep-

resentative years. It shows the emission requirements and increased fuel economy required, demon-

strating that these regulations have become and will continue to become more stringent with

passing time. Not shown in Table 4.1 is a separate regulation on nonmethane hydrocarbon (NMHC).

Because of these requirements, each manufacturer has a strong incentive to minimize exhaust emis-

sions and maximize fuel economy for each vehicle produced.

New regulations for emissions have continued to evolve and encompass more and more vehicle

classes. Present-day regulations affect not only passenger cars but also light utility vehicles and both

heavy- and light-duty trucks. Furthermore, regulations apply to a variety of fuels, including gasoline,

diesel, natural gas, and alcohol-based fuels involving mixtures of gasoline with methanol or ethanol.

As an example, we present below the standards that were written for the vehicle half-life (5 years or

50,000 mi—whichever comes first) and full-life cycle (10 years or 100,000 mi) as of 1990. The stan-

dards were as follows:

HC 0.31 g/mi

CO 4.20 g/mi

NOx 0.60 g/mi (nondiesel)

1.25 g/mi (diesel)

Table 4.1 Emission and MPG Requirements

Year Federal HC/CO/NOx California HC/CO/NOx CAFE MPG

1968 3.22/33.0/– – –

1971 2.20/23.0/– – –

1978 1.50/15.0/2.0 0.41/9.0/1.5 18.0

1979 1.50/15.0/2.0 0.41/9.0/1.5 19.0

1980 0.41/7.0/2.0 0 41/9 0/1 5 20.0

1989 0.31/4.1/1.0 0.31/4.1/1.0 27.5
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These regulations were phased in according to the following schedules:

Model year 1994, 40%

Model year 1995, 80%

Model year 1996, 100%

There are many details to these regulations that are not relevant to the present discussion. However, the

regulations themselves are important in that they provided motivation for expanded electronic controls.

MEETING THE REQUIREMENTS
Unfortunately, as seen later in this chapter, meeting the government regulations causes some sacrifice in

performance.Moreover, attempts to meet the standards exemplified by Table 4.1 using mechanical, elec-

tromechanical, hydraulic, or pneumatic controls like those used in pre-emission control vehicles have not

been cost-effective. In addition, such controls cannot operate with sufficient accuracy across a range of

production vehicles, overall operating conditions, and over the life of the vehicle to stay within the tol-

erance required by the EPA regulations. Each automaker has had to verify that each model produced will

still meet emission requirements after traveling 100,000 mi. As in any physical system, the parameters of

automotive engines and associated peripheral control devices can changewith time. An electronic control

system has the ability to automatically compensate for such changes and to adapt to any new set of op-

erating conditions and made electronic controls a desirable option in the early stages of emission control.

THE ROLE OF ELECTRONICS
The use of digital electronic control has enabled automakers to meet the government regulations by

controlling the system accurately with excellent tolerance. In addition, the system has long-term

calibration stability. As an added advantage, this type of system is very flexible. Because it uses

microcomputers, it can be modified through programming changes to meet a variety of different

vehicle/engine combinations. Critical quantities that describe an engine can be changed relatively eas-

ily by changing data stored in the system’s computer memory.

Additional cost incentive
Besides providing control accuracy and stability, there is a cost incentive to use digital electronic

control. The system components—the multifunction digital integrated circuits—are decreasing in cost,

thus decreasing the system cost. From about 1970 on, considerable investment was made by the semi-

conductor industry for the development of low cost, multifunction integrated circuits. In particular, the

microprocessor and microcomputer have reached an advanced state of capability at relatively low cost.

This has made the electronic digital control system for the engine and other onboard automobile elec-

tronic systems commercially feasible. As pointed out in Chapter 2, as multifunction digital integrated

circuits continue to be designed with more and more functional capability through very large-scale

integrated circuits (VLSI), the costs continue to decrease. At the same time, these circuits offer im-

proved electronic system performance in the automobile.

In summary, the electronic engine control system duplicates the function of conventional legacy

fluidic control systems but with greater precision and long-term stability via adaptive control processes.
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It can optimize engine performance while meeting the exhaust emission and fuel economy regulations

and can adapt to changes in the plant.

CONCEPT OF AN ELECTRONIC ENGINE CONTROL SYSTEM
In order to understand electronic engine control, it is necessary to understand some fundamentals of

how the power produced by the engine is controlled. Any driver understands intuitively that the throttle

directly regulates the power produced by the engine at any operating condition. It does this by control-

ling the airflow into the engine.

In essence, the engine is an air pump such that at any rotational speed RPM, the mass flow rate of air

into the engine varies directly with throttle plate angular position (see Fig. 4.3).

Air flow
in

Intake

Throttle plate

Throttle plate

To
engine

Pivot

qT

Top view

End view

FIG. 4.3 Intake system with throttle plate.
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As the driver depresses the accelerator pedal, the throttle angle (θT in Fig. 4.3) increases, which

increases the cross-sectional area through which the air flows, reducing the resistance to airflow,

thereby allowing an increased airflow into the engine. A model for the airflow versus throttle angle

and engine RPM is given later in this chapter. The role of fuel control is to regulate the fuel that is

mixed with the air so that it increases in proportion to the airflow. As we will see later in this chapter,

the performance of the engine is affected strongly by the mixture (i.e., by the ratio of air-to-fuel). How-

ever, for any given mixture, the power produced by the engine is directly proportional to the mass flow

rate of air into the engine. In the US system of units (in the early days of emission control) as a rough

“rule of thumb,” an airflow rate of about 6 lb/h produces 1 hp of usable mechanical power at the output

of the engine. Metric units have come to be more commonly used, in which engine power is given in

kilowatts (kW) and air mass is given in kilograms (kg).

Denoting the power from the engine Pb, the linear model for engine power is given by

Pb ¼K _MA

where Pb is the power from the engine (hp or kW), _MA the mass airflow rate (MAF) (kg/sec) or (slugs/

sec), and K the constant relating power to airflow (kW/kg/sec) or (hp/lb/sec). Of course, it is assumed

that all parts of the engine, including fuel delivery and ignition timing, are functioning correctly for this

relationship to be valid.

We consider next an electronic engine control system that regulates fuel flow to the engine. An

electronic engine control system is an assembly of electronic and electromechanical components that

continuously varies the fuel and spark settings in order to satisfy government exhaust emission and fuel

economy regulations. Fig. 4.4 is a block diagram (at the most abstract level) of a generalized electronic

engine control system.

It will be explained later in this chapter that an automotive engine control has both open-loop (OL)

and closed-loop (CL) operating modes. As explained in Appendix A, a CL control system requires mea-

surements of certain output variables such that the controller can calculate the state of the system being

controlled, whereas an OL system does not. The electronic engine control system receives input electric

signals from the various sensors that measure the state of the engine. From these signals, the controller

generates output electric signals to the actuators that determine the correct fuel delivery and spark timing.

Models for and performance analysis of automotive engine control system sensors and actuators are

discussed in Chapter 5. As mentioned, the configuration and control for an automotive engine control

system are determined in part by the set of sensors that are available to measure the variables. In many

cases, the sensors available for automotive use involve compromises between performance and cost. In

other cases, only indirect measurements of certain variables are feasible. From measurement of these

Sensors
Electronic
control unit

Actuators Engine
Power

Exhaust

FIG. 4.4 Generic electronic engine control system.
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variables, the desired variable is found by computation. Chapter 5 presents explanations of the sensor

used for vehicular electronic control (and instrumentation). However, for the present chapter, it is

assumed that each depicted sensor performs the necessary measurement.

Fig. 4.5 is a form of overall engine electronic control at a very abstract level.

There is a fuel metering system to set the air-fuel mixture flowing into the engine through the intake

manifold. Spark control determines when the air-fuel mixture is ignited after it is compressed in the

cylinders of the engine. The power is delivered at the driveshaft and the gases that result from com-

bustion flow out from the exhaust system. In the exhaust system, there is a valve to control the amount

of exhaust gas being recirculated back to the input and a catalytic converter to further control emissions.

The addition of recirculated exhaust gas to the engine intake and various sensors and actuators depicted

in Fig. 4.5 is explained later in this chapter. In addition, there is a subsystem that collects the evapo-

rating fuel vapors in the fuel tank to prevent them from being vented to the atmosphere. These fuel

vapors are later sent to the intake system as a small component of fuel being supplied to the engine.

This subsystem is denoted EVAP in Fig. 4.5.

At the early stage of development, the electronic engine control consisted of separate subsystems

for fuel control, spark control, and exhaust gas recirculation (EGR). The ignition system in Fig. 5.5 is

shown as a separate control system, although engine control has evolved toward an integrated digital

system (see Chapter 6).

INPUTS TO CONTROLLER
Fig. 4.6 identifies the major physical quantities that are sensed and provided to the traditional electronic

controller as inputs. They are as follows:

1. Throttle position sensor (TPS)

2. Mass airflow rate (MAF)

3. Engine temperature (coolant temperature) (CT)

Engine status
sensors

Engine control

Spark plugs

Driveshaft

Power

EGR

Ignition

Engine
MAF

sensor
Fuel

metering

Throttle
plate

EVAP

Airflow EGO

Catalytic
converter

EGR
valve

Exhaust
emissions

FIG. 4.5 Engine functions and control diagram.
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4. Engine speed (RPM) and angular position

5. Exhaust gas recirculation (EGR) valve position

6. Exhaust gas oxygen (EGO) concentration

OUTPUT FROM CONTROLLER
Fig. 4.7 identifies the major physical quantities that are outputs from the controller. These outputs are

the following:

1. Fuel metering control

2. Ignition control (dwell and timing)

Engine control
system

Engine

Power

RPM

EGR

ExhaustEGO

TPS CT

MAF
Fuel

metering

FIG. 4.6 Major controller inputs from engine.

Controller

Ignition

Engine
Fuel

metering

Power

EGR

EVAP

Exhaust

FIG. 4.7 Major controller outputs to engine.

145CONCEPT OF AN ELECTRONIC ENGINE CONTROL SYSTEM



3. Exhaust gas recirculation control

4. Fuel tank evaporative emission control (EVAP)

This chapter discusses the various electronic engine control functions separately and explains how each

function is implemented by a separate control system. Chapter 6 shows how these separate control sys-

tems are being integrated into one system and are implemented with digital electronics.

BASIC PRINCIPLE OF FOUR-STROKE ENGINE OPERATION
For certain readers of this book, a brief review of engine configuration and operation may be helpful.

Although several types of engines have found application as the prime mover in automobiles, the one

most commonly used continues to be the multicylinder, four-stroke IC engine as explained earlier in the

chapter. The configuration and operation of electric propulsion (e.g., in hybrid vehicle) are discussed in

Chapter 5.

The configuration of a single cylinder of an IC engine is depicted in Fig. 4.8A. Mechanical power is

produced by the engine in the form of torque acting on the rotating crankshaft. There are four basic

engine processes that occur during the two complete revolutions of the crankshaft that occur during

any single cycle of operation. This engine configuration includes a component called the piston, which

fits within a cylinder and is mechanically linked to the crankshaft by the connecting rod. Airflow into

and out of the cylinder is controlled by poppet valves (simply called the valves here). One of these is

termed the intake valve and the other the exhaust valve. Additional components of the engine include a

so-called intake port system consisting of a system of passageways (e.g., tubes) that direct fuel/air mix-

ture into the engine and a so-called exhaust port system that directs the products of combustion out of

the engine. Chapter 6 explains the operation and theory of certain contemporary engines for which fuel

is injected directly into the cylinder.

During any single cycle of engine operation (involving two complete rotations of the crankshaft),

there are four portions of the crankshaft rotation called strokes. Each stroke corresponds to piston

(reciprocating) motion between its highest point (called “top dead center” or TDC) and the lowest point

(called “bottom dead center” or BDC). The piston axial displacement between TDC and BDC is L¼2R,
where R is the radius from the axis of rotation of the crankshaft to the center of the journal. These four

strokes of any given engine cycle are termed intake, compression, power, and exhaust strokes. During

the intake stroke, the piston moves from TDC to BDC. During most of this stroke, the intake valve is

open, and the exhaust valve is closed. During this stroke, air mixed with fuel is pumped into the cylinder

by the positive differential pressure between the intake port and the cylinder internal pressure.

During the compression stroke, the piston moves from BDC to TDC. Both intake and exhaust valves

are closed. For an ideal IC engine, this compression is adiabatic and modeled by the following expres-

sion: Eq. (4.1)

pc ¼Vγ
c (4.1)

where Vc is the cylinder contained volume (between the piston upper surface and the top of the com-

bustion chamber), pc the combustion chamber pressure, and γ the ratio of specific heat at constant pres-
sure to the specific heat at constant volume. For the intake air/fuel mixture, γffi 1:5 for air/gasoline

mixture.
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The term adiabatic refers to a process with zero heat loss. The compression process for an

actual engine is not adiabatic since heat is lost (e.g., through the cylinder sidewalls). The actual function

pc(Vc) for a practical engine is shown graphically later in this chapter.

The difference between combustion chamber maximum volume (piston at BDC) and its minimum

volume (at TDC) (which is often called the “clearance volume”) is called the cylinder displacement VD.

The ratio of cylinder pressure at TDC to that at BDC is called the compression ratio r. At some point

before the piston reaches TDC on the compression stroke, the spark is generated, and combustion of the

fuel/air mixture is initiated, and cylinder pressure rises rapidly.

During the next stroke, the power stroke, the cylinder pressure, acting on the piston via the con-

necting rod, applies a torque to the crankshaft. This expansion ideally would be adiabatic but in fact

is not adiabatic due to heat losses (as is demonstrated later from measurements made on an actual

engine).

During the final stroke, the exhaust stroke, the piston again moves from BDC to TDC. The exhaust

valve is open during most of this stroke, and the products of combustion discussed earlier are pumped

out of the cylinder into the exhaust system and released through this system to the atmosphere.

The actual point in the 720 degrees crankshaft rotation angle at which the valves open and close

(called valve timing) has traditionally been determined by a mechanism that includes the camshaft

and mechanical linkage connecting it to the valves. The camshaft, which is illustrated in Fig. 4.8B,

has lobes that force the valves open against the restoring forces of valve springs that otherwise hold

the valves closed. The reader should imagine that the valves depicted in Fig. 4.8A extend to the

end of the valve stem depicted in Fig. 4.8B. The camshaft is coupled via a gear system to the crankshaft

such that it rotates at half the speed of the latter. This mechanism assures that the valves operate syn-

chronously within each engine cycle. During the development period of any new engine design, the

optimal valve timing is determined. In Chapter 5, the drive mechanism for the camshaft and the means

for rotating it at half the crankshaft angular speed are explained with respect to a system known as

variable valve phasing (VVP). For the present, however, the discussion is focused on basic engine

processes.

Energy is produced by a four-stroke/four-cycle internal combustion engine only during the power

stroke. The energy produced during this stroke must be greater than the energy required for the other

strokes and by internal friction losses. Normally, in any well-designed engine, the power stroke energy

far exceeds the magnitude of all mechanical losses, thereby yielding net output energy.

A basic method of evaluating the output mechanical energy involves the so-called indicator

diagram, which is also a plot of the pc versus Vc for the entire cycle. Fig. 4.9 represents an indicator

diagram for an ideal engine cycle (in the sense of no heat loss to the engine) by the dashed curve and the

pc(Vc) plot for an actual engine by the solid curve.

For the ideal engine cycle, the valves are assumed to open or close at exactly TDC or BDC. Any

time delays associated with the gas dynamics of intake and exhaust are taken to be negligible. In

Fig. 4.9, point a is at BDC with the cylinder filled with fuel/air mixture. The segment from point a
to point b corresponds to the compression stroke. Ignition occurs at point b and the combustion cham-

ber pressure increases instantaneously to point c, which is the beginning of the power stroke. The power
stroke is represented by the segment from point c to point d. At point d, the exhaust valve opens and
pressure drops to the exhaust system pressure (pe) at point a. The segment from point a to point e
corresponds to the exhaust stroke. At point e, the exhaust valve closes, and the intake valve opens.

The intake stroke corresponds to the segment from point e to point a where the cycle began and where
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the next engine cycle commences. For this ideal engine cycle, both intake and exhaust gas pressures

are taken to be at atmospheric pressure.

The indicator diagram for an actual engine is depicted by the solid curve for which the compression

stroke is the segment of the solid curve from point 1 to point 2. Notice that the pressure at point 1 is

slightly below atmosphere pressure, which occurs because of pressure losses in the intake system.

At point 2, ignition occurs, and the pressure rises to its maximum value at point 3. The expansion from

point 3 to point 4 is somewhat different in shape than the ideal adiabatic expansion due to heat losses.

Pressure continues to drop after the exhaust valve opens (near point 4) but remains slightly above

atmospheric pressure due to “back pressure” in the exhaust system. The exhaust stroke occurs between

point 4 and point 0. The intake stroke occurs from point 0 to point 1 at pressure somewhat below

atmospheric due to pressure drop across the throttle plate and some pressure losses in the intake system.

From point 1, the cycle begins again.

The net energy/cycle (called the indicated energy, Wi) is given by the contour integral around the

curve from points 1–6 below:

Wi ¼
þ
pc dVc (4.2)

The only positive contribution to this integral comes from the portion from point 3 to point 4 (i.e., the

power stroke). The energy/cycle is influenced markedly by the timing of the valve openings and closing

as will be explained in Chapter 6. As clearly shown from Fig. 4.9, in any practical engine, the indicator

diagram deviates from the ideal as indicated by the continuous curve of Fig. 4.9.
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FIG. 4.9 Indicator diagram for a four-stroke engine.
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DEFINITION OF ENGINE PERFORMANCE TERMS
Several common terms are used to describe an engine’s performance, including the torque and power at

various places in the engine and power train, as well as cylinder pressure, crankshaft angular speed, fuel

consumption, and various combinations of these as explained below. It is these performance variables

that are influenced by the electronic engine control. For an understanding of this controller influence, it

is necessary to have the quantitative models for these performance variables as presented below.

TORQUE
Engine torque is produced on the crankshaft by the cylinder pressure pushing on the piston during the

power stroke. In an IC, engine torque is produced at the crankshaft as explained below. The torque that

is applied to the crankshaft is called “indicated torque Ti.” The output torque from the engine at the

transmission end of the crankshaft differs from Ti due to friction and pumping losses and is called

the brake torque (denoted Tb).
For an understanding of the various torques at different points in the power train, it is helpful to refer

to Fig. 4.10, which illustrates the geometry of a single cylinder in a four-stroke IC engine.

Fig. 4.10 shows the centerline of the cylinder, which is a line along the cylinder axis through

the crankshaft rotational center. The piston is connected via the connecting rod to the crankshaft.

The connecting rod is fastened to the piston via the piston pin about which this rod can rotate. The

piston pin is offset from the cylinder axis by an amount denoted δ in Fig. 4.10, which improves the

torque relative to that which would be produced with δ¼0. During the power stroke, a torque is applied

to the crankshaft resulting from the force acting on the piston due to combustion chamber pressure

acting through a lever arm, which is proportional to the crank throw R and which varies with crankshaft

angular position (θe). This torque is known as the indicated torque to distinguish it from other torque

acting on the crankshaft and can be computed as explained below.

Fig. 4.10 presents the geometry of the piston, connecting rod, and crankshaft in a way which permits

a model for the indicated torque Ti(θe) as a function of crankshaft angle (θe) to be developed. In

Fig. 4.10, the connecting rod length is denoted Lr, and the radius from the crankshaft axis of rotation

to the center of the connecting rod journal is denoted R. It is this radius of the crankshaft rotation that

provides the lever arm for the production of indicated torque due to the force on the top of the piston due

to combustion chamber pressure (Pc(θe)). In many engines, the piston pin is located slightly off the

cylinder centerline (CL) in a plane that is orthogonal to the crankshaft axes of rotation, which benefits

torque production. The piston pin offset from the cylinder CL is denoted δ in Fig. 4.10. The angle

between the connecting rod plane of symmetry and the cylinder axis is denoted β. Owing to the piston
offset, the indicated torque for a piston on the downstroke is given by

Ti θeð Þ¼ pc θeð ÞAR sin θe + βð Þ
cos β

0� θe < π (4.3)

On the upstroke Ti is given by

Ti θeð Þ¼ pc θeð ÞAR sin θe�βð Þ
cos β

π� θe < 2π (4.4)

where A is the piston cross-sectional area. The factors R sin θe�βð Þ½ �=cos β represent the lever arm

through which torque is applied to the crankshaft.
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The combustion chamber pressure for a representative four-stroke reciprocating IC engine is shown

in Fig. 4.11 for a complete engine cycle (720 degrees of crankshaft rotation) beginning at�180 degrees

(BDC) for the start of compression and ending at 540 degrees (BDC) at the end of intake stroke. Note

that following ignition (point x), the pressure rises abruptly due to combustion reaching a maximum at a

point (y) slightly beyond TDC.

The region of positive work for each cycle is indicated in the drawing as the power stroke (i.e.,

0–180 degrees). The fluctuations in combustion chamber pressure along with the geometry factor

relating pc to Ti cause Ti to fluctuate with crankshaft angle and of course with time. However, when

the engine produces power, the time-average value for Ti (i.e., Ti) is positive:

Ti > 0

There are other contributors to the total dynamic indicated torque at the crankshaft, including torques

due to the reciprocating forces of the piston and connecting rod. The details of the reciprocating torque

(Tr) are explained in Chapter 11 and are not relevant to the present discussion, but in general increase

quadratically with rotational speed. In addition, there are contributors to the torque at the crankshaft

due to internal friction of the rotating and reciprocating components as well as due to pumping of intake

and exhaust gases.
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FIG. 4.10 Schematic illustration of cylinder geometry.
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The indicated torque is the maximum available torque that is applied at each crankshaft segment for

the corresponding cylinder. Typically, between each crankshaft “throw” are sleeve bearings that have

friction. In addition to friction, there are negative torques applied to the crankshaft owing to the nonzero

cylinder pressures—pe during exhaust and pi during intake—and a relatively large negative torque

associated with compression. The time-average torque averaged over an engine cycle at the crankshaft

output end is called the brake torque �Tb and is given by

�Tb ¼ �Tc� �Tfp (4.5)

where �Tfp is the average torques associated with friction and pumping losses. It is this brake torque

acting through the drivetrain that provides the torque to drive the vehicle. The drivetrain includes

the transmission and other gear systems (e.g., differential) as explained in Chapter 6.
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FIG. 4.11 Exemplary plot of pc(θe).
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POWER
One of the most important metrics for engine performance is output power. This power is related to the

indicated torque applied to the crankshaft (as explained above). The instantaneous power applied to the

crankshaft by the indicated torque is known as the indicated power (Pi(θe(t))), given by

Pi tð Þ¼ Ti tð Þωe tð Þ

where

ωe tð Þ¼ dθe
dt

in rad=s (4.6)

The units for Pi(t) are N �m/sec (metric) or ft � lb/sec (English units). Normally, it is the average indi-

cated power averaged over N engine cycles �P Nð Þ that is useful as a metric for engine available power

(with θe in radians) is given by

�Pi Nð Þ¼ 1

4πN

ð4πN
0

Pi θeð Þdθe N¼ integer (4.7)

The appropriate unit for Pi is kW; although in the United States, the popular unit (with the driving

public) remains horsepower (hp), where 1 hp¼0.75 kW and 550 ft lb/sec.

The engine output power at the crankshaft is known as the brake power (Pb) since traditionally

engine power was measured using a Prony brake. This brake power (in kW or hp) is the difference

between indicated power and the power associated with internal power losses due, for example, to fric-

tion and pumping of the intake mixture and exhaust gases. Generally, the cycle-averaged friction and

pumping power are combined and denoted �Pfp. The brake power Pb is given by

Pb ¼ �Pi� �Pfp (4.8)

Measurements are readily made of Pfp by driving the engine from an external power source such as an

electric dynamometer. The latter is an instrumented electric motor/generator having the capacity to

absorb all brake power produced by the running engine under test. Normally, instrumentation permits

measurements to be made of output torque, angular speed ωe, and Pb. It is also common practice to

evaluate engine performance via the averaged torque at the engine output, which is called “brake

torque” and is denoted Tb and which is related to Pb by the expression

Tb ¼Pb=ωe (4.9)

Another metric of performance for an engine is the so-called mean-effective pressure (mep). It is de-
fined as the indicated work done on the piston (Wi) (given in Eq. (4.2)) with units in in�lb divided by

displacement volume VD with units in in3. As in the case of torques, it is convenient to consider the

indicated mep (imep), which is defined as

imep¼Wi

VD
psið Þ (4.10)

where VD¼V1�V2 is the displacement, V1 the cylinder maximum volume (at BDC), and V2 the cyl-

inder minimum volume at TDC; (i.e., clearance volume).
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The imep (which has the dimensions of pressure) is the value of constant pressure, which, if acting

during an engine cycle, would produce the work done on the crankshaft. There is also a friction mep
(fmep):

fmep¼Wf

Vd
(4.11)

where Wf is the work done by the friction torque. The most commonly used mep is the brake mep
(bmep), which is defined as

bmep¼ imep� fmep

It has the units of pressure (e.g., N/m2 or lb/in2) and is the value of constant pressure acting over a full
engine cycle to produce the output mechanical work/cycle.

FUEL CONSUMPTION
Fuel economy can be measured while the engine delivers power to the dynamometer. The engine is

typically operated at a fixed RPM and a fixed brake power (fixed dynamometer load), and the fuel

flow rate (in kg/h or lb/h) is measured. The fuel consumption is then given as the ratio of the fuel

flow rate _f to the brake power output (Pb). This fuel consumption is known as the brake-specific
fuel consumption or BSFC. BSFC is a measurement of the fuel economy of the engine alone and is

given by

BSFC¼
_f

Pb
(4.12)

The unit for BSFC is kg/(kW�h) or lb/(hp�h) in British units. By improving the BSFC of the engine,

the fuel economy of the vehicle in which it is installed is also improved. It is shown later in this chapter

that electronic controls can optimize BSFC.

In gasoline-fueled engines, airflow into the engine at any operating angular speed (RPM) is deter-

mined by the throttle angular position. In fact, the throttle is the control by the driver that determines the

engine output power.

As explained above, any internal combustion must pump air/fuel into its combustion chamber. If an

IC engine were a perfect air pump, then, at wide open throttle, the air volume pumped into the engine

for each complete engine cycle (i.e., two complete revolutions) would be its displacement volume Vd:

Vd ¼ApScM (4.13)

where Ap is the piston cross-sectional area and Sc the cylinder stroke, which is the distance traveled by
the piston from TDC to BDC and M¼number of cylinders.

Formally, the volumetric efficiency eυ is defined as the ratio of the mass of fresh mixture (i.e., air

and fuel) that is actually pumped into the cylinder during an intake stroke at inlet air density to the mass

of this mixture, which would fill the cylinder at the inlet air density. The volumetric efficiency for any

given engine is determined empirically and varies with throttle angle, RPM, inlet pressure and temper-

ature, and exhaust pressure (pe). Assuming initially that all cylinders receive mixture at identical

density, the definition of eυ can be expressed by

eυ ¼ 2 _Mi

NVdρi
(4.14)
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where _Mi is the air intake mixture mass flow rate (slugs/sec) (or kg/sec), N the number of revolutions/

sec, and ρi the inlet mixture density (slugs/ft3) (or kg/m3).

The variable ρi is the density of the mixture in the intake system downstream from the throttle plate

in or near a cylinder inlet port. When inlet air density is defined at this point in the intake system, it

provides a measurement of the air pumping efficiency of the cylinder and valves alone. It is this

definition that is used for the present discussion. However, it should be noted that volumetric efficiency

could be based on the air density at the input to the intake system (i.e., upstream of the throttle plate).

With air density taken at this point, the volumetric efficiency is termed the overall volumetric

efficiency. Unfortunately, it is not always convenient to measure the density of the inlet mixture that

consists of air, fuel, and atmospheric water vapor. On the other hand, since fuel, airflow, and water

vapor occupy the same volume and have the same intake volume flow rate _Vi, the following relation-

ship is valid:

_Vi ¼
_Mi

ρi

¼
_Ma

ρa

(4.15)

where _Ma is the mass flow rate of dry air and ρa the inlet density of dry air.

For mixtures of air, water vapor, and gaseous or evaporated fuel, Dalton’s law of partial pressures

states

pi ¼ pa + pf + pw (4.16)

where pi is the total inlet pressure, pa the partial pressure of air, pf the partial pressure of fuel, and pw the
partial pressure of water vapor.

Each constituent (denoted k) of the inlet air mixture behaves as a perfect gas such that

ρk ¼
pk
RTi

(4.17)

where R is the perfect gas law constant. Also, it can be shown that

pa
pi
¼ Ma=ma

Ma

ma
+
Mf

mf
+
Mw

mw

� � (4.18)

where Mk¼mass of constituent k and mk¼molecular mass of constituent k:

k¼ a, f ,w

The air density in the mixture ρa is given by

ρa ¼
pi
RTi

� �
= 1 +Fi

ma

mf

� �
+
ma

mw
h

� �
(4.19)

where Fi
mf

ma

� �
is the fuel/air mass ratio, h the ratio of mass water vapor to the mass of air, ma¼29,

and mw¼18.

In this form, it is possible to compute inlet air density from measurements of total inlet air pressure

(pi) and inlet absolute air temperature Ti and standard environmental variable measurements (e.g.,
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relative humidity). As presently shown, Fi is determined by the fuel control system to achieve certain

engine performance requirements.

As explained earlier in this chapter, the engine power is regulated by the driver via an air valve in the

form of a movable throttle plate in the intake system. Linkage connects the accelerator pedal to the

throttle plate such that it partially restricts airflow into the engine. Typically, the throttle plate is in

the form of a circular disk that pivots about a diametric axis in a cylindrical portion of the intake man-

ifold (e.g., see Fig. 4.3). Effectively, the airflow into the engine at any given engine angular speed

(RPM) varies in proportion to the opening of this plate as represented by the throttle angle θT. This
empirically determined volumetric efficiency is a convenient variable that can be used to characterize

engine pumping efficiency during the development of a new engine control system and can also be used

in fuel control of a production engine as explained later.

ENGINE OVERALL EFFICIENCY
There are numerous ways to characterize the performance of an engine as indicated above. One of the

most meaningful of these is the efficiency with which the engine converts the energy available in the

fuel (in chemical form) to mechanical work. This efficiency, which we denote ηm, can be evaluated on
an engine cycle by engine cycle basis. However, it is more convenient to express ηm as the ratio of the

instantaneous mechanical power delivered to the load to the rate of change of available energy in the

fuel being delivered:

ηm ¼Pm= Qf
_Mf

� �
where Pm is the mechanical power delivered to load (kW), _Mf ¼ d

dt
Mf the instantaneous mass flow rate

of fuel (kg/sec), and Qf the energy content of fuel (Joule/kg).

CALIBRATION
The definition of engine calibration is the setting of the air/fuel ratio and ignition timing for the engine

for any given operating condition. With the new electronic control systems, calibration is determined

by the electronic engine control system.

As will be shown later in this chapter, electronic engine control systems are based upon micropro-

cessors or microcontrollers. Under program control, the engine control system determines the correct

fuel delivery amount and the ignition timing as a function of driver command (via throttle setting) and

other operating variables and parameters. In an exemplary fuel control system, these correct values are

found from a table lookup process with interpolation. The calibration tables for any given engine con-

figuration are found empirically as described below. As will also be shown below, an additional com-

ponent of fuel delivery is determined from a closed loop (CL) portion of the control.

The majority of present-day engines deliver fuel by means of an individual fuel injector (FI) asso-

ciated with each cylinder. A FI is essentially an electromechanical valve to which fuel, under pressure,

is supplied. Chapter 5 explains the configuration and operation of FIs. As will be explained later, each

FI delivers fuel in a pulse mode in which fuel quantity is determined primarily by the duration of fuel

delivery at a nominally constant delivery rate. Another important engine calibration variable for such

systems is the time of fuel delivery relative to cycle for the associated cylinder.
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ENGINE MAPPING
The development of any control system comes from knowledge of the plant or system to be controlled.

In the case of the automobile engine, this knowledge of the plant (the engine) comes primarily from a

process called engine mapping.
For engine mapping, the engine is connected to a dynamometer and operated throughout its entire

speed and load range. Measurements are made of the important engine variables, while quantities, such

as the air/fuel ratio and the spark control, are varied in a known and systematic manner. Such engine

mapping is done in engine test cells that have engine dynamometers and complex instrumentation that

collects data under computer control. At each operating point, calibration is varied, and performance is

measured. An optimum calibration can be found that is a compromise between performance and

allowable exhaust gas emission rates under federal regulations.

From the engine mapping, a calibration table can be created of optimum values for later incorpo-

ration into the engine control system ROM as explained in Chapter 6. Also, from this mapping, a math-

ematical model can be developed empirically that explains the influence of every measurable variable

and parameter on engine performance. The control system designer can, if desired, select a control

configuration, control variables, and control strategy that will satisfy all performance requirements

(including stability) as computed from this model and that are within the other design limits such

as cost, quality, and reliability. To understand a representative engine control system, it is instructive

to consider the influence of control variables on engine performance and exhaust emissions.

EFFECT OF AIR/FUEL RATIO ON PERFORMANCE
Fig. 4.12 illustrates the variation in the performance variables of indicated torque (Ti) BSFC and engine

emissions with variations in the air/fuel ratio with fixed spark timing and a constant engine speed.

In this figure, the exhaust gases are represented in brake-specific form. This is a standard way to

characterize exhaust gases whose absolute emission levels are proportional to power. The definitions

for the brake-specific emissions rates are

BSHC¼brake-specific HC concentration

¼ rHC
Pb

(4.20)

BSCO¼brake-specific CO concentration

¼ rCO
Pb

(4.21)

BSNOx¼brake-specific NOx concentration

¼ rNOx
Pb

where rHC is the HC rate of flow, rCO the CO rate of flow, rNOx the NOx rate of flow, and Pb the brake

power. The indicated torque is denoted Ti in Fig. 4.12.

One specific air/fuel ratio is highly significant in electronic fuel control systems, namely, the

stoichiometric mixture. The stoichiometric (i.e., chemically correct) mixture corresponds to an air

and fuel combination such that if combustion was perfect, all the hydrogen and carbon in the fuel would
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be converted by the burning process to H2O and CO2. For gasoline, the stoichiometric mixture ratio is

14.7:1.

Stoichiometry is sufficiently important that the fuel and air mixture is often represented by a ratio

called the equivalence ratio, which is given the specific designation λ. The equivalence ratio is defined
as follows:

λ¼ air=fuelð Þ
air=fuel@stoichiometryð Þ

A relatively low air/fuel ratio, below 14.7 (corresponding to λ<1), is called a richmixture, and an air/

fuel ratio above 14.7 (corresponding to λ>1) is called a lean mixture. Emission control is strongly

affected by air/fuel ratio or by λ.
Note from Fig. 4.12 that torque (Ti) reaches a maximum in the air/fuel ratio range of 12–14. The

exact air/fuel ratio for which torque is maximum depends on the engine configuration, engine speed,

and ignition timing. Also note that the CO and unburned hydrocarbons tend to decrease with increasing

air/fuel ratios, as one might expect because there is relatively more oxygen available for combustion

with lean mixtures than with rich mixtures.

Unfortunately, for the purposes of controlling exhaust emissions, the NOx exhaust concentration

increases with increasing air/fuel ratios. That is, there is no air/fuel ratio that simultaneously minimizes

all regulated exhaust gases.

EFFECT OF SPARK TIMING ON PERFORMANCE
Spark advance is the time before top dead center (TDC) when the spark is initiated. It is usually

expressed in number of degrees of crankshaft rotation relative to TDC. Fig. 4.13 reveals the influence

of spark timing on brake-specific exhaust emissions with constant speed and constant air/fuel ratio for a

representative engine. Note that both NOx and HC generally increase with increased advance of spark

BSFC
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HC

BSFC

12 14.7 16 18

Rich Lean
BP BE

A/F

Ti

BSHC
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BSNOX

NOX

Constant speed
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timing

FIG. 4.12 Typical variation of performance with a variation in air/fuel ratio.
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timing. BSFC and torque are also strongly influenced by timing. Fig. 4.13 shows that maximum torque

occurs at a particular advanced timing (called advanced for mean best torque) denoted MBT.

Operation at or near MBT is desirable since this spark timing tends to optimize performance. This

optimal spark timing varies with RPM. As will be explained, engine control strategy involves regulat-

ing fuel delivery at a stoichiometric mixture and varying ignition timing for optimized performance.

However, there is yet another variable to be controlled, which assists the engine control system in meet-

ing exhaust gas emission regulations.

EFFECT OF EGR ON PERFORMANCE
Up to this point in the discussion, only the traditional calibration parameters of the engine (air/fuel

ratio and spark timing) have been considered. However, by adding another control variable, the

undesirable exhaust gas emission of NOx can be significantly reduced while maintaining a rela-

tively high level of torque. This new control variable, EGR, consists of recirculating a precisely

controlled amount of exhaust gas into the intake. The engine control configuration depicted in

Fig. 4.5 shows that EGR is a major subsystem of the overall control system. Its influence on emis-

sions is shown qualitatively in Figs. 4.14 and 4.15 as a function of the percentage of exhaust gas in

the intake. Fig. 4.14 shows the dramatic reduction in NOx emission when plotted against air/fuel

ratio, and Fig. 4.15 shows the effect on performance variables as the percentage of EGR is

increased. Note that the emission rate of NOx is most strongly influenced by EGR and decreases

as the percentage of EGR increases. The HC emission rate increases with increasing EGR; how-

ever, for relatively low EGR percentages, the HC rate changes only slightly. Thus, a compromise

EGR rate between NOx reduction and HC increase is possible in which the benefits of EGR on NOx
reduction far offset the adverse effect on HC emissions. This compromise amount of EGR varies

with engine configuration.

Retard AdvanceTDC
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BSNOX NOX

BSFC
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BSHC
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MBT
TiPerformance
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FIG. 4.13 Representative variation of performance with spark timing.
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The mechanism by which EGR affects NOx production is related to the peak combustion

temperature. Roughly speaking, the NOx generation rate increases with increasing peak combustion

temperature if all other variables remain fixed. Increasing EGR tends to lower this temperature;

therefore, it tends to lower NOx generation. It should be noted that EGR, though relatively small,

does influence the air partial pressure in the intake mixture. Compensation for this effect is required

as explained later.
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FIG. 4.14 NOx emission as a function of air/fuel ratios at various EGR%.
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FIG. 4.15 Influence of EGR on brake-specific performance variables.
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EXHAUST CATALYTIC CONVERTERS
It is the task of the electronic control system to set the calibration for each engine-operating condition.

There are many possible control strategies for setting the variables for any given engine, and each tends

to have its own advantages and disadvantages. Moreover, each automobile manufacturer has a specific

configuration that differs in certain details from competitive systems. However, this discussion is about

a typical electronic control system that is highly representative of the systems for engines used by US

manufacturers. This typical system is one that has a catalytic converter in the exhaust system. Exhaust

gases passed through this device are chemically altered in a way that reduces tailpipe emissions relative

to engine output exhaust. Essentially, the catalytic converter reduces the concentration of undesirable

exhaust gases coming out of the tailpipe relative to engine-out gases (the gases coming out of the ex-

haust manifold).

The EPA regulates only the exhaust gases that leave the tailpipe; therefore, if the catalytic converter

reduces exhaust gas emission concentrations, the engine exhaust gas emissions at the exhaust manifold

can be higher than the EPA requirements. This has the significant benefit of allowing engine calibration

to be set for better performance than would be permitted if exhaust emissions in the engine exhaust

manifold had to satisfy EPA regulations. This is the type of system that is chosen for the typical elec-

tronic engine control system.

Several types of catalytic converters are available for use on an automobile. The desired functions

of a catalytic converter include

1. oxidation of hydrocarbon emissions to carbon dioxide (CO2) and water (H2O),

2. oxidation of CO to CO2,

3. reduction of NOx to nitrogen (N2) and oxygen (O2).

OXIDIZING CATALYTIC CONVERTER
The oxidizing catalytic converter (Fig. 4.16) has been one of the more significant devices for control-

ling exhaust emissions since the era of emission control began. The purpose of the oxidizing catalyst

(OC) is to increase the rate of chemical reaction, which initially takes place in the cylinder as the com-

pressed air-fuel mixture burns, toward an exhaust gas that has complete oxidation of HC and CO to H2O

and CO2.

The extra oxygen required for this oxidation is often supplied by adding air to the exhaust stream

from an engine-driven air pump. This air, called secondary air, is normally introduced into the exhaust

manifold.

The most significant measure of the performance of the OC is its conversion efficiency:

ηc ¼
Mo

Mic
(4.22)

whereMo is the mass flow rate of gas that has been oxidized leaving the converter andMic is the MAF

of gas into the converter.

The conversion efficiency of the OC depends on its temperature. Fig. 4.17 shows the conversion

efficiency (expressed as a percent) of a typical OC for both HC and CO as functions of temperature.

Above about 300°C, the efficiency approaches 98%–99% for CO and more than 95% for HC.
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THE THREE-WAY CATALYST
Another catalytic converter configuration that is extremely important for modern emission control

systems is called the three-way catalyst (TWC). It uses a specific catalyst formulation containing plat-

inum, palladium, and rhodium to reduce NOx and oxidize HC and CO all at the same time. It is called

three-way because it simultaneously reduces the concentration of all three major undesirable exhaust
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FIG. 4.16 Catalytic converter configuration.
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FIG. 4.17 Oxidizing catalyst conversion efficiency versus temperature.
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gases. The TWC uses a specific chemical design to reduce all three major emissions (HC, CO, and

NOx) by 	90%.

The conversion efficiency of the TWC for the three exhaust gases depends mostly on the air/fuel

ratio. Unfortunately, the air/fuel ratio, for which NOx conversion efficiency is high, corresponds to a

very low conversion efficiency for HC and CO and vice versa. However, as shown in Fig. 4.18, there is

a very narrow range of air/fuel ratio (called the window and shown as the lined region in Fig. 4.18) in

which an acceptable compromise exists between NOx and HC/CO conversion efficiencies. The

conversion efficiencies within this window are sufficiently high to meet the very stringent EPA require-

ments established so far.

Note that this window is only about 0.1 air/fuel ratio wide (�0.05 air/fuel ratio) and is centered at

stoichiometry. (Recall that stoichiometry is the air/fuel ratio that would result in complete oxidation of

all carbon and hydrogen in the fuel if burning in the cylinder were perfect; for gasoline, stoichiometry

corresponds to an air/fuel ratio of 14.7.) This ratio and the concept of stoichiometry are extremely

important in an electronic fuel controller. In fact, the primary function of most modern electronic fuel

control systems is to maintain average air/fuel ratio at stoichiometry. The operation of the three-way

catalytic converter is adversely affected by lead. Thus, in automobiles using any catalyst, it is necessary

to use lead-free fuel.

Controlling the average air/fuel ratio to the tolerances of the TWCwindow (for the full-life require-

ment) requires accurate measurement of MAF and precise fuel delivery and is the primary function of

the electronic engine control system. A modern electronic fuel control system can meet these precise

fuel requirements. In addition, it can maintain the necessary tolerances for government regulations for

over 100,000 mi.

The fundamentals of any electronic engine control system are that it regulates the fuel/air mixture

and ignition timing in response to an arbitrary driver input (via the throttle plate). The driver input

traditionally includes the accelerator pedal position, which ultimately determines the throttle position.

However, the throttle angular position is controlled electronically in contemporary vehicles
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incorporating an advanced cruise control, as explained in detail in Chapter 7. In addition, electronic

throttle control is also implemented in hybrid and autonomous vehicles as explained in Chapters 7

and 12. The electronic engine control system directly determines a corresponding fuel quantity deliv-

ered to the engine, which optimizes performance subject to a somewhat complex set of constraints. The

constrained optimization involves compromises between the conflicting constraints of emission reg-

ulations and required fuel economy. As explained above, there are other control variables (e.g., spark

timing EGR) that are part of the constrained optimization process.

ELECTRONIC FUEL CONTROL SYSTEM
For an understanding of the configuration of an electronic fuel control system, refer to the block di-

agram of Fig. 4.19.

The primary function of this fuel control system is to determine theMAF accurately into the engine.

Then, the control system precisely regulates fuel delivery such that the ratio of the mass of air to the

mass of fuel in each cylinder is as close as possible to stoichiometry (i.e., 14.7). As will be shown in this

chapter, it has two major modes of operation, OL and CL as explained in Appendix A. The components

of this block diagram are as follows:

1. Throttle position sensor (TPS)

2. Mass airflow sensor (MAF)

3. Fuel injectors (FI)

4. Ignition systems (IGN)

5. Exhaust gas oxygen sensor (EGO)

6. Engine coolant sensor (ECS)

Controller

Engine
ExhaustInlet

air TPS MAF FI

IGN

EPS/
CPS

ECS

EGR

EGO

FIG. 4.19 Electronic fuel control configuration.
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7. Engine position sensor (EPS)

8. Camshaft position sensor (CPS)

9. Exhaust gas recirculation actuator (EGR)

The EPS has the capability of measuring crankshaft angular speed (RPM) and crankshaft angular

position when it is used in conjunction with a stable and precise electronic clock (in the controller)

as explained in Chapter 5. The camshaft position sensor typically generates a timing pulse for each

camshaft revolution (i.e., one complete engine cycle); the combination of EPS and CPS yields an

unambiguous measurement of engine angular position (within each engine cycle) for each cylinder.

The CPS sensor is required in a four-stroke/cycle engine since each cycle involves two complete crank-

shaft revolutions as explained above.

The signals from the various sensors enable the controller to determine the correct fuel flow in

relation to the airflow to obtain the stoichiometric mixture. From this calculation, the correct fuel

delivery is regulated via FI. In addition, optimum ignition timing is determined and appropriate timing

pulses are sent to the ignition module (IGN).

The intake air passes through the individual pipes of the intake manifold to the various cylinders.

The set of FIs (one for each cylinder) are each normally located near the intake valve within the cor-

responding cylinder. As explained in Chapter 5, each FI is an electrically operated valve that is (ideally)

either fully open or fully closed. When the valve is closed, there is, of course, no fuel delivery. When

the valve is open, fuel is delivered at a fixed rate as set by the FI characteristics and fuel supply pressure.

The amount of fuel delivered to each cylinder during engine cycle k (Mf (k)) is determined by the length

of time τk that the FI valve is open. This time is, in turn, computed in the engine controller to achieve the

desired air/fuel ratio. Typically, the FI open timing is set to coincide with the time that air is flowing

into the cylinder during the intake stroke. However, at relatively low fuel delivery rates (e.g., near

closed throttle), the control system must account for the relatively short opening and closing FI

dynamic transients response. The control system generates a pulsed electric signal of sufficient ampli-

tude to open the FI valve. The duration of this pulse τk regulates the quantity of fuel such that the mass

of fuel delivered (Mf) is given by

Mf kð Þ¼
ðtk,n + τk
tk,n

_Mf dt

ffi _Moτk

(4.23)

where _Mf is the fuel mass flow rate and tk,n the time of fuel delivery to cylinder n during engine cycle k
and _Mo is the fuel flow rate when the FI is fully open.

It is assumed for this discussion that Mf (k) is the same for all cylinders during any engine cycle.

There is an important property of the catalytic converter that allows for momentary (very short-term)

fluctuations of the air/fuel ratio outside the narrow window. As the exhaust gases flow through the cat-

alytic converter, they are actually in it for a short (but nonzero) amount of time, during which the con-

versions described above take place. Because of this time interval, the conversion efficiency is unaffected

by rapid fluctuations above and below stoichiometry (and outside the window) as long as the average air/

fuel ratio over time remains within the window centered at stoichiometry provided the fluctuations are

rapid enough. A practical fuel control system maintains the average mixture at stoichiometry but has

minor (relatively rapid) fluctuations about the average, as explained later in this chapter.
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The electronic fuel control system operates in two modes, open loop (OL) and closed loop (CL).

The concepts for OL and CL control are explained in Appendix A. In the OL mode (also called feed

forward), the MAF _Ma

� �
into the engine is measured. Then, the fuel control system determines the

quantity of fuel (Mf) to be delivered to meet the required air/fuel ratio.

In the CL control mode (also called feedback), a measurement of the controlled variable is provided

to the controller (i.e., it is fed back) such that an error signal between the actual and desired values of the

controlled variable is obtained. Then, the controller generates an actuating signal that tends to reduce

the error to zero.

In the case of fuel control, the desired variables to be measured are HC, CO, and NOx concentra-
tions. Unfortunately, there is no cost-effective, practical sensor for such measurements that can be built

into the car’s exhaust system. On the other hand, there is a relatively inexpensive sensor that gives an

indirect measurement of HC, CO, and NOx concentrations. This sensor generates an output that de-

pends on the concentration of residual oxygen in the exhaust after combustion. As will be explained

in detail in Chapter 5, this sensor is called an exhaust gas oxygen (EGO) sensor. There, it is shown that
the EGO has evolved since its introduction in the earliest electronic control systems for engines with

TWC. For the purposes of the present chapter, we consider the simplest model for an EGO sensor.

In this simplified model, the EGO sensor output switches abruptly between two voltage levels depend-

ing on whether the input air/fuel ratio is richer than or leaner than stoichiometry. Such a sensor is ap-

propriate for use in a limit-cycle type of CL control. Although the EGO sensor is a switching-type

sensor, it provides sufficient information to the controller to maintain the average air/fuel ratio over

time at stoichiometry, thereby meeting the mixture requirements for optimum performance of the

three-way catalytic converter.

In a typical modern electronic fuel control system, the fuel delivery is partly OL and partly CL. The

OL portion of the fuel flow is determined by measurement of mass airflow. This portion of the control

sets the air/fuel ratio at approximately stoichiometry. A CL portion is added to the fuel delivery to

ensure that time-average air/fuel ratio is at stoichiometry (within the tolerances of the window).

There are exceptions to the stoichiometric mixture setting during certain engine-operating condi-

tions, including engine start, heavy acceleration, and deceleration. There are also exceptions due to

ambient environmental conditions, particularly engine temperature and ambient air temperature and

pressure. These conditions represent a very small fraction of the overall engine-operating times. They

are discussed in Chapter 6, which explains the operation of a modern, practical digital electronic engine

control system.

ENGINE CONTROL SEQUENCE
The step-by-step process of events in fuel control begins with engine start. During engine cranking, the

mixture is set rich by an amount depending on the engine temperature (measured via the engine coolant

sensor), as explained in detail in Chapter 6. Generally speaking, the mixture is relatively rich for start-

ing and operating a cold engine as compared with a warm engine. However, the discussion of this

requirement is deferred to Chapter 6. Once the engine starts and until a specific set of conditions is

satisfied, the engine control operates in the OL mode.

After combustion, the exhaust gases flow past the EGO sensor, through the TWC and out the tail-

pipe. Once the EGO sensor has reached its operating temperature (typically a few seconds to about

2 min depending upon ambient conditions and the type of sensor used (see Chapter 5)), the EGO sensor

signal is input to the controller, and the system begins CL operation.
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OL CONTROL
Fuel control for an electronically controlled engine operates OL any time the conditions are not met for

CL operation. Among many conditions (which are discussed in detail in Chapter 6) for CL operations,

there are some temperature requirements. After operating for a sufficiently long period after starting, a

liquid-cooled automotive engine operates at a steady temperature.

However, an engine that is started cold initially operates in OLmode. This operating mode requires,

at minimum, measurement of the mass airflow into the engine and a measurement of RPM, as well as

measurement of coolant temperature (CT). The MAF measurement in combination with RPM permits

computation (by the engine controller) of the mass of air (Ma) drawn into each cylinder during intake

for each engine cycle. The correct fuel mass (Mf) that is injected with the intake air is computed by the

electronic controller:

Mf ¼ rfa Ma (4.24)

where rfa is the desired ratio of fuel to air.

For a fully warmed-up engine, this ratio is 1/14.7, which is about 0.068. That is, 1 lb of fuel is

injected for each 14.7 lb of air, making the air/fuel ratio 14.7 (i.e., stoichiometry). The desired fuel/

air ratio varies with temperature in a known way such that the correct value can be found from the

measurement of CT. For a very cold engine, the mixture ratio can go as low as about 2 (i.e., rfa ffi 0:5).
Theoretically, if there were no changes to the engine, the sensors, or the FI, an engine control system

could operate OL at all times. In practice, owing to errors in the calculation of Ma, variations in man-

ufactured components and to factors such as wear, the OL control would not be able to maintain the

mixture at the desired air/fuel ratio if it were used alone. In order to maintain the very precise air/fuel

mixture ratio required for emission control over the full-life of the vehicle, the engine controller is

operated in CL mode for as much of the time as possible. Compensation for the OL mode variations

above is possible via adaptive CL control as explained in Chapter 6.

CL CONTROL
Referring to Fig. 4.20, the control system in CL mode operates as follows. For any given set of oper-

ating conditions, the fuel metering actuator provides fuel flow to produce an air/fuel ratio set by the

controller output.

This mixture is burned in the cylinder, and the combustion products leave the engine through the

exhaust pipe. The EGO sensor generates a feedback signal for the controller input that depends on the

EGO concentration. This concentration is a function of the intake air/fuel during the intake portion of

the same cycle, which is approximately 1.5 crankshaft revolutions earlier than the time at which the

EGO sensor output is measured.

One CL control scheme that has been traditionally used in practice (i.e., limit-cycle control) results

in the air/fuel ratio cycling around the desired set point of stoichiometry. The following sections of this

chapter present a somewhat simplified version of the traditional CL fuel control in order to develop a

model that explains the basic principles involved in such a control system. The practical digital control

technology involved in contemporary vehicles is presented in Chapter 6. The important parameters for

this type of control include the amplitude and frequency of excursion away from the desired stoichio-

metric set point. Fortunately, the three-way catalytic converter’s characteristics are such that only the

short-term time-average air/fuel ratio determines its performance. The variation in air/fuel ratio during
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the limit-cycle operation is so rapid that it has no effect on engine performance or emissions, provided

that the average air/fuel ratio remains at stoichiometry.

EGO concentration
TheEGOsensor,whichprovides feedback,will be explained inChapter 5. In essence, theEGOgenerates

an output signal that depends on the amount of oxygen in the exhaust. This oxygen level, in turn, depends

on the air/fuel ratio entering the engine. The amount of oxygen is relatively low for rich mixtures and

relatively high for lean mixtures. In terms of equivalence ratio (λ), recall that λ¼1 corresponds to stoi-

chiometry, λ>1 corresponds to a leanmixturewith an air/fuel ratio greater than stoichiometry, and λ<1

corresponds to a rich mixture with an air/fuel ratio less than stoichiometry. (The EGO sensor is some-

times called a lambda sensor.) Fuel entering each cylinder having a relatively lean mixture (i.e., excess

oxygen) results in a relatively high oxygen concentration in the exhaust after combustion. Correspond-

ingly, intake fuel and air having a relatively richmixture (i.e., lowoxygen) result in relatively lowoxygen

concentration in the exhaust.

For the purposes of the present chapter, a relatively simple continuous time model for an ideal EGO

sensor output voltage Vo is given in Eq. (4.25):

Vo tð Þ¼V1�V2 sgn λ t� tdð Þ�1½ � (4.25)

where td is the time delay from input mixture for a given engine cycle to the corresponding exhaust

gases reaching the EGO sensor. This time delay that is about three-quarters of the period of an engine

cycle (for a given cylinder) varies inversely with engine RPM. The parameters V1 and V2 are derived

from the pair of actual EGO sensor voltages for λ<1 and λ>1 (see Chapter 5) and are approximately

V1 ’ :55,V2 ’ :45

Although there are many potential control strategies for a switching-type sensor such as the EGO sen-

sor, we will illustrate with a relatively straightforward example. Any control system incorporating a

switching sensor (as characterized by the above model) will operate in a form of limit-cycle type of

operation. As explained above, the fuel delivered to any given cylinder by its FI during the kth engine
cycle (Mf(k)) is proportional to the time interval (τF(k)) of its binary-valued control electric signal VF(k)
(see Fig. 4.20). In our present example controller, the FI (i.e., actuator) control voltage is given by

Air

Fuel

Fuel
metering Engine

Exhaust

EGO

Electronic
controllerVF

λ

V0

FIG. 4.20 Simplified typical closed-loop fuel control system block diagram.
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VF kð Þ¼V tk,n � t< tk,n + τF kð Þ
¼ 0 tk,n + τF kð Þ< t< tk + 1,n

(4.26)

where tk,n is the injection time during kth engine cycle for the nth cylinder.

The FI duration τF(k) consists of an OL component τo(k) plus a CL component τFc:

τF kð Þ¼ τo + τFc kð Þ (4.27)

where τo(k) is calculated based on _Ma measurement.

CL OPERATION
In the present example, the CL portion of the pulse duration τF(k) for each cycle τFc(k) is a function of
the equivalence ratio at the EGO sensor:

τFc kð Þ¼ τFc k�1ð Þ + δτ sgn λ kð Þ�1½ � (4.28)

Whenever the mixture is lean of stoichiometry (i.e., λ>1), the pulse duration increases by δτ from the

previous cycle, thereby richening the mixture (and causing λ to decrease toward 1). Correspondingly,

whenever λ<1 (rich of stoichiometry), the pulse duration is decreased from cycle k to cycle k+1. The
OL portion of τF is a pulse whose duration τo(k) (called base pulse duration) is calculated to yield MF

corresponding to stoichiometric mixture based upon MAF _Ma measurements. We illustrate the oper-

ation of this example fuel control system in Fig. 4.20.

The variable λ is used in the block diagram of Fig. 4.20 to represent the equivalence ratio at the

intake manifold. The EGO concentration determines the EGO output voltage (Vo). The EGO output

voltage abruptly switches between the lean and the rich levels as the air/fuel ratio crosses stoichiom-

etry. The EGO sensor output voltage Vo is at its higher of two levels for a rich mixture and at its lower

level for a lean mixture.

Reduced to its essential features, the engine control system operates as a limit-cycle controller in

which the air/fuel ratio cycles up and down about the set point of stoichiometry, as shown by the

idealized waveforms in Fig. 4.21.

The air/fuel ratio is either increasing or decreasing; it is never constant. The increase or decrease is

determined by the EGO sensor output voltage. Whenever the EGO output voltage level indicates a lean

mixture, the controller causes the air/fuel ratio to decrease, that is, to change in the direction of a rich

mixture. On the other hand, whenever the EGO sensor output voltage indicates a rich mixture, the con-

troller changes the air/fuel ratio in the direction of a lean mixture.

The electronic fuel controller changes the mixture by changing the duration of the actuating signal

to each FI. Increasing this duration causes more fuel to be delivered, thereby causing the mixture to

become richer. Correspondingly, decreasing this duration causes the mixture to become leaner.

Fig. 4.21B is a plot of the example FI signal duration versus time.

In Fig. 4.21A, the EGO sensor output voltage is at the higher of two levels over several time in-

tervals, including 0–1 and 1.7–2.2. This high voltage indicates that the mixture is rich. The controller

causes the pulse duration (Fig. 4.21B) to decrease during this interval. At time of 1 s, the EGO sensor

voltage switches low, indicating a lean mixture. At this point, the controller begins increasing the ac-

tuating time interval to tend toward a rich mixture. This increasing actuator interval continues until the
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EGO sensor switches high, causing the controller to decrease the FI actuating interval. The process

continues this way, cycling back and forth between rich and lean around stoichiometry.

The engine controller continuously computes the desiredFI actuationduration andmaintains the current

value inmemory.At the appropriate time in the intake cycle, the controller reads thevalue of the FI duration

and generates a pulse of the correct duration to activate the proper FI for the computed time interval τF.
One point that needs to be stressed at this juncture is that the air/fuel ratio deviates from stoichi-

ometry. However, the catalytic converter will function as desired as long as the time-average air/fuel

ratio is at stoichiometry. The controller continuously computes the average of the EGO sensor voltage.

Ideally, the air/fuel ratio should spend as much time rich of stoichiometry as it does lean of stoichi-

ometry. In the simplest case, the average EGO sensor voltage �VEGO should be halfway between the

rich and the lean values: Eq. (4.29)

�VEGO ¼Vrich +Vlean

2
(4.29)

Whenever this condition is not met, the controller adapts its computation of pulse duration (from EGO

sensor voltage) to achieve the desired average stoichiometric mixture. Chapter 6 explains this adaptive

control in more detail than is given here.

Frequency and deviation of the fuel controller
It is shown in Appendix A that a limit-cycle controller regulates a system between two limits and that it

has an oscillatory behavior; that is, the control variable oscillates about the set point or the desired value

for the variable. The simplified fuel controller operates in a limit-cycle mode, and as shown in Fig. 4.21,
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FIG. 4.21 Simplified waveforms in a closed-loop fuel control system. (A) EGO sensor voltage, (B) Fuel injector

duration.
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the air/fuel ratio oscillates about stoichiometry (i.e., average air/fuel ratio is 14.7). The two end limits are

determined by the rich and lean voltage levels of the EGO sensor, by the controller, and by the charac-

teristics of the fuel metering actuator. The time necessary for the EGO sensor to sense a change in fuel

metering is known as the transport delay. As engine speed increases, the transport delay decreases.

The frequency of oscillation fL of this limit-cycle control system is defined as the reciprocal of its

period. The period of one complete cycle is denoted Tp, which is proportional to transport delay. Thus,
the frequency of oscillation varies inversely with Tp and is given by

fL ¼ 1

Tp

Furthermore, the transport delay varies inversely with engine speed (RPM). Therefore, the limit-cycle

frequency is proportional to engine speed. This is depicted in Fig. 4.22 for a representative typical

engine.

Another important aspect of limit-cycle operation is the maximum deviation of air/fuel ratio from

stoichiometry. It is important to keep this deviation small because the net TWC conversion efficiency is

optimum for stoichiometry. Themaximum deviation typically corresponds to an air/fuel ratio deviation

of about �0.1. Although the air/fuel ratio is constantly deviating up and down, the average value of

deviation is held within �0.05 of the 14.7:1 ratio. In addition, the limit-cycle frequency and deviation

in a practical engine control are influenced by hysteresis in the transfer characteristics VF(λ) for an
actual EGO sensor as discussed in Chapter 6.

Generally, the maximum deviation decreases with increasing engine speed because of the corre-

sponding decrease in transport delay. The parameters of the control system are adjusted such that at

the worst case the deviation is within the required acceptable limits for the TWC used.
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FIG. 4.22 Representative limit-cycle frequency versus RPM.
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The preceding discussion applies only to a simplified idealized fuel control system. Chapter 6

explains the operation of practical electronic fuel control systems in which the calculation of FI dura-

tion is done numerically in a microprocessor-based engine control system.

ANALYSIS OF INTAKE MANIFOLD PRESSURE
As explained earlier, OL fuel control is based on a measurement of MAF and on regulation of fuel flow

to maintain a desired air/fuel ratio. Mass airflow measurement can be accomplished either directly or

indirectly via computation based on measurement of other intake variables. For an understanding of

this important measurement, it is helpful to consider the characteristics of the intake system and the

relationship between the relevant variables.

Fig. 4.23 is a very simplified sketch of an intake manifold. In this simplified sketch, the engine is

viewed as an air pump pumping air into the intake manifold.

Whenever the engine is not running, no air is being pumped, and the intake manifold absolute pres-

sure (MAP) is at atmospheric pressure. This is the highest intake MAP for a nonsupercharged engine.

(A supercharged engine has an external air pump called a supercharger.) When the engine is running,

the airflow is impeded by the partially closed throttle plate. This reduces the pressure in the intake

manifold so it is lower than atmospheric pressure; therefore, a partial vacuum exists in the intake.

If the engine were a perfect air pump and if the throttle plate were tightly closed, a perfect vacuum

could be created in the intake manifold. A perfect vacuum corresponds to zero absolute pressure. How-

ever, the engine is not a perfect pump, and some air always leaks past the throttle plate. (In fact, some

air must get past a closed throttle or the engine cannot idle.) Therefore, the intake MAP fluctuates

during the stroke of each cylinder and as pumping is switched from one cylinder to the next.

Each cylinder contributes to the pumping action every second crankshaft revolution. For an

N-cylinder engine, the frequency fp, in cycles per second, of the manifold pressure fluctuation for

an engine running at a certain RPM is given by

fp ¼N�RPM

120

Fig. 4.24 shows manifold pressure fluctuations qualitatively and average MAP.

Air flow
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Intake manifold

Throttle plate
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FIG. 4.23 Simplified intake system configuration.
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For a control system application, only average manifold pressure is required. The torque produced

by an engine at a constant RPM is approximately proportional to the average value of MAP. The rapid

fluctuations in instantaneous MAP are not of interest to the engine controller. Therefore, the manifold

pressure measurement method should filter out the pressure fluctuations at frequency fp and measure

only the average pressure. One way to achieve this filtering is to connect the MAP sensor to the intake

manifold through a very small diameter tube. The rapid fluctuations in pressure do not pass through this

tube, but the average pressure does. The MAP sensor output voltage then corresponds only to the

average manifold pressure. Of course, electronic filtering of the MAP sensor voltage is also possible

as explained in Appendix A.

MEASURING AIR MASS
A critically important aspect of fuel control is the requirement to measure the mass of air that is drawn

into the cylinder (i.e., the air charge). The amount of fuel delivered can then be calculated such as to

maintain the desired air/fuel ratio. There is no practically feasible way of measuring the mass of air in

the cylinder directly. However, the air charge can be determined from the mass flow rate of air into the

engine intake since all of this air eventually is distributed to the cylinders (ideally uniform).

There are two methods of determining the mass flow rate of air into the engine. One method uses a

single sensor that directly measures MAF. The operation of this sensor is explained in Chapter 5. The

other method uses a number of sensors that provide data from which mass flow rate can be computed.

This method is known as the speed-density method.

Speed-density method
Although the speed-density method of measuring _Ma has disappeared from contemporary engines, it is,

perhaps, worthwhile to review it briefly in part because of its existence in older vehicles and in part to

develop an understanding of this engine intake process. The concept for this method is based on the

mass density of air as illustrated in Fig. 4.25A.
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FIG. 4.24 Intake manifold pressure fluctuations.
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For a given volume of air (V) at a specific pressure (p) and temperature (T) having mass Ma, the

density of the air (ρa) is given by

ρa ¼
Ma

V
(4.30)

This concept can be extended to moving air, as depicted in Fig. 4.25B. Here, air is assumed to be

moving through a uniform tube (e.g., the intake pipe for an engine) past a reference point for a specific

period of time. This is known as the volume flow rate.

Earlier, it was shown that the MAF _Ma in the engine is given by

_Ma ¼ _Viρa (4.31)
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FIG. 4.25 Volume flow rate calculation.
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where ρa is the density of the mixture of fuel air and water vapor: Eq. (4.32)

ρa ¼
p
a

RTi
(4.32)

with pa being MAP, Ti being inlet air absolute temperature, and R being constant for air and _Vi is the

volume flow rate.

In the above model, we neglect the relatively small contribution to manifold pressure of water vapor

and assume that fuel is injected at the intake valve location, which is downstream from the

throttle plate.

In Chapter 5, sensors are described for measuring pa (i.e., MAP sensor) and Ti (i.e., inlet air
temperature sensor). Thus, the air density can readily be calculated based on measurements of these

sensors. It was also shown earlier in this chapter in the discussion of volumetric efficiency that the

air volume flow rate _Vi into the intake is given by

_Vi ¼ ev
N

2
VD (4.33)

Where N¼RPM

60
VD is the displacement, and ev is the volumetric efficiency.

The engine angular speed (N) is readily measured, and the volumetric efficiency is normally mea-

sured during the engine mapping process. Tables of ev versus throttle angle and RPM can be stored in

memory for retrieval during a calculation of _Ma in the engine controller. Thus, via measurement and

table lookup, the engine control has sufficient data to calculate (or at least to closely estimate) _Ma from

which fuel delivery quantities are readily computed.

INFLUENCE OF VALVE SYSTEM ON VOLUMETRIC EFFICIENCY
For any given engine configuration, volumetric efficiency is determined by the intake manifold, the

valve sizes, and locations, as well as the timing and profile of the cam lobe characteristics. The design

of the cam lobe profile determines when the valves open and close and determines the maximum valve-

opening (lift). Any given cam profile is optimum only for a relatively narrow range of RPMs and throt-

tle settings. Compromises are made between low-, high-, and midrange RPMs and part throttle versus

open or closed throttle.

Ideally, it would be desirable to vary valve timing and lift continuously as the engine operates so as

to optimize volumetric efficiency. One technology exists for such variable valve timing (VVT) and is

found in certain production vehicles. VVT is also called VVP, which is the preferred terminology in

this book.

This technology involves separate camshafts for intake and exhaust valves. These two camshafts

are driven via a mechanism that varies the relative timing for intake and exhaust. This mechanism

(which includes an electromechanical actuator) and its operation are explained in Chapter 5. There,

it is shown that either (or both) intake or exhaust valve timing is varied relative to the engine cycle.

The control strategy for regulating VVP is explained in Chapter 6.

In essence, the exhaust valve is open primarily during the exhaust stroke, and the intake valve is

open primarily during the intake stroke. Typically in automotive engines, the exhaust valve remains

open during the initial portion of the intake valve-opening period. The crankshaft angle over which

the two valves are both open (or partially open) is called overlap. Valve overlap permits exhaust action
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to assist the intake and improve volumetric efficiency. It also permits some exhaust gas to be mixed

with intake gases such the EGR system is at least partially implemented by engine pumping processes.

In a variable cam-phasing system, this overlap is minimum at idle and varies with operating conditions

to optimize emissions and performance. This topic is discussed in detail in Chapters 5 and 6.

Including EGR
Calculating _Vi is relatively straightforward in a computer-based control system. Another factor must be

taken into account in determining MAF. EGR requires that a certain portion of the charge into the cyl-

inders be exhaust gas. Because of this, a portion of the displacement VD is exhaust gas. Therefore, the

volume flow rate of EGR must be known. A valve-positioning sensor in the EGR valve can be cali-

brated to provide the flow rate.

From this information for the speed-density method of calculating _Ma, the true volume flow rate of

air, _Va, can be determined by subtracting the volume flow rate of EGR _VEGR from _Va. The total

cylinder air charge rate _Va is thus given as follows:

_Va ¼ _Vi� _VEGR (4.34)

The volume flow rate of EGR is known from the position of the EGR valve and from engine-operating

conditions, as explained in Chapter 6.

Substituting the equation for _Va, the volume flow rate of air is

_Va ¼NVDev
2

� _VEGR (4.35)

Knowing _Va and the density ρa gives the mass flow rate of air _Ma as follows:

_Ma ¼ ρa _Va (4.36)

Knowing _Ma, the stoichiometric mass flow rate for the fuel, _Mf , can be calculated as follows:

_Mf ¼
_Ma

14:7
(4.37)

Continuing with the discussion of the speed-density method for measuring _Ma, it is the function of the

fuel metering actuator to set the fuel mass flow rate at this desired value based on the values of _Va and

pa. The control system continuously calculates _Ma from _Va and ρa at the temperature and manifold

pressure involved and generates an output electric signal to operate the FIs to produce a stoichiometric

mass fuel rate. For a practical engine control system, it completes such a measurement, computation,

and control signal generation at least once for each cylinder firing.

IDLE SPEED CONTROL
The operation of an automotive engine at idle involves a special consideration. Under idle conditions,

there is no input to the throttle from the driver via the accelerator pedal. The engine must produce ex-

actly the torque required to balance all applied load torques from the transmission and any accessories

and internal friction and pumping torques in order to run at a steady idle angular speed (RPM). Certain

load torques occur as a result of driver action (e.g., change in the transmission selector from park or
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neutral to drive or reverse and switching electric loads). However, certain other load torques occur

without a direct driver command (e.g., air conditioner clutch actuation).

As in all engine-operating modes, the torque produced by the engine at idle is determined by the

mass flow rate of intake air. The electronic fuel control regulates fuel flow to maintain stoichiometry as

long as the engine is fully warmed and may briefly regulate fuel to somewhat richer than stoichiometry

during cold starts. Normally, at engine idle condition, the electronic engine control is intended to op-

erate the engine at a fixed RPM regardless of load. It does this by regulating mass airflow with the

throttle command from the driver at zero. The airflow required to maintain the desired idle RPM must

enter the engine via the throttle assembly with the throttle at a small but nonzero angle. Alternatively,

some engines are equipped with a special air passage that bypasses the throttle plate. For either method,

an actuator is required to enable the electronic engine control system to regulate the idle MAF.

Chapter 5 discusses various actuators having application for idle airflow control. For the present dis-

cussion, we assume a model for the idle MAF that is representative of the practical actuator configu-

rations discussed in Chapter 5. (Note, in the following analysis, the subscript I is included for all

variables and parameters to emphasize that the present system refers to idle speed control.)

Regardless of the idle air bypass configuration, the mass airflow at idle condition (which we denote
_MaI) is proportional to the displacement of a movable element that regulates the size of the aperture

through which the idle air flows (e.g., the throttle angle θT or its equivalent xT in an idle bypass struc-

ture). For the purposes of the present discussion, we assume that the engine indicated torque at idle TiI is
given by

TiI ¼KI
_MaI (4.38)

where KI is the constant for the idle air system; we further assume that _MaI varies linearly with the

position of the idle bypass variable xI:

_MaI ¼KmxI (4.39)

where xI is the opening in the idle bypass passage way and Km the constant for this structure.

Typically, the movable element in the idle air bypass structure incorporates a spring that acts to hold

xI¼0 in the absence of any actuation. The actuation force (or torque) acts on the force (torque) of this

spring and the internal force (torque) in accelerating the mass mI (or moment of inertia for rotating air

bypass configuration) of the movable elements and the friction force (torque). We assume, for the pre-

sent, a linear model for the actuator motion:

mI €xI + dI _xI + kIxI ¼Kau (4.40)

where dI is the viscous friction constant, kI the spring rate of restoring spring, u the actuator input signal,
and Ka the actuator constant.

It is also necessary for this discussion of idle speed control to have a model for the relationship

between indicated torque and engine angular speed at idle. To avoid potential confusion with other

frequency variables, we adapt the notation ΩI for the crankshaft angular speed of idle (rad/sec). This

variable is given by Eq. (4.41)

ΩI ¼ π
RPMI

30
(4.41)

Where RPMI ¼RPM at idle
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In general for relatively small changes in ΩI, the load torques (including friction and pumping tor-

ques) can be represented by the following linear model:

TL ΩIð Þ¼ReΩI

where Re is essentially constant for a given engine/load configuration at a particular operating temper-

ature. The indicated torque at idle TiI has the following approximate linear model:

Ti ffi Je _ΩI + TL Ωð Þ (4.42)

where Je is the moment of inertia of engine and load rotating components.

Using the Laplace transform methods of Appendix A, it is possible to obtain the engine transfer

function at idle HeI(s):

HeI sð Þ¼ΩI sð Þ
Ti sð Þ (4.43)

¼ 1

Jes+Re
(4.44)

Similarly, the transfer function for the idle speed actuator dynamics HaI(s) is given by

HaI sð Þ¼ xI sð Þ
u sð Þ

¼ Ka

mI s2 + 2ζIωIs +ω2
Ið Þ

(4.45)

Where ωI ¼
ffiffiffiffiffiffiffiffiffiffiffi
kI=mI

p

ζI ¼
dI

2mIωI

These transfer functions can be combined to yield the transfer function (in standard form) of the idle

speed control “plant” HpI(s):

HpI sð Þ¼ΩI sð Þ
u sð Þ (4.46)

¼ KaKmKI

JemI s2 + 2ζωIs+ω2
Ið Þ s+

Re

Je

� �� � (4.47)

where u is the control variable that is sent to the actuator.

Open loop control of idle speed is not practical owing to the large variations in load and parameter

changes due to variations in operating environmental conditions. On the other hand, CL control is well

suited to regulating idle speed to a desired value. Fig. 4.26 is a block diagram of such an idle speed

control system.

Using the analysis procedures of Appendix A and denoting the idle speed set point Ωs, it can be

shown that the idle speed control CL transfer function HCLI is given by
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HCLI sð Þ¼ΩI sð Þ
ΩS sð Þ

¼ HCI sð ÞHpI

I +Hs sð ÞHCI sð ÞHpI sð Þ
(4.48)

where HcI is the transfer function for the idle speed controller and Hs(s) the transfer function for the

crankshaft speed sensor.

In Appendix A, there were three control strategies introduced, P, PI, and PID. Of these, the propor-

tional only (P) is undesirable since it has a nonzero steady-state error between ΩI and its desired value

(Ωs). It was also shown in Appendix A that a proportional-integral (PI) control had zero steady-state

error but could potentially yield an unstable CL system. However, depending upon the system param-

eters, there are ranges of values for both the proportional gain (Kp) and integral gain (KI) for which

stable operation is possible and for which the idle speed control system has acceptable performance.

The controller transfer function for PI control is given by

HcI sð Þ¼Kp +
KI

s
¼Kp

s+ s0
s

	 

(4.49)

For the purpose of illustrating exemplary idle speed control performance, we assume the following set

of parameters:

ζI ¼ 0:5

ωI ¼ 25rad=s

ωe ¼Re=Je ¼ 10 rad=s

Knum ¼KaKmKI ¼ 250

Kden ¼ JemI ¼ 0:05

s0 ¼KI=Kp ¼ 10

The forward transfer function HF(s) is defined by the following expression:

Ws Wl
Idle

control
system
Hcl(s)

Actuator
Hal(s)

Engine
(plant)
Hel(s)

Engine speed
sensor
Hs(s)

C+

−

u xI

FIG. 4.26 Idle speed control system block diagram.
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HF sð Þ¼HcI sð ÞHpI sð Þ

¼ Knum s+ s0ð Þ
Kden s3 + 2ζωIs2 +ω2

I sð Þ s +ωeð Þ½ �
(4.50)

The present analysis is simplified by assuming a perfect angular speed sensor such thatHs(s)¼1. In this

case, the CL idle speed control transfer function (HCLI(s)) is given by Eq. (4.51)

HCLI sð Þ¼ KpHF sð Þ
1 +KpHF sð Þ (4.51)

The influence of proportional gain on stability of this CL idle speed control can be evaluated via root

locus techniques as explained in Appendix A. Fig. 4.27 is a plot of the root locus for this idle speed

control with the assumed parameters.

It can be seen from this figure that the CL poles all begin in the left half complex plane and are all

stable. However, as Kp increases, a pair of poles cross over into the right half complex plane and are

unstable. Using the MATLAB “data cursor” function under the tools bar on the root locus plot, it can be

seen that for Kp¼1.2, the poles that migrate to the right-hand side of the complex plane are stable and

have a damping ratio of about 25%.

60

0.8

0.9

0.97

0.97

0.9

0.8
0.66 0.52 0.4 0.26 0.12

0.66 0.52 0.4 0.26 0.12

40

20

0

−20

−40

−60
−70 −60 −50 −40

60 50
w

40 30 20 10

−30 −20
Real axis

Root locus

Im
ag

in
ar

y 
ax

is

−10 0 10 20

FIG. 4.27 Root locus for idle speed control.

180 CHAPTER 4 THE BASICS OF ELECTRONIC ENGINE CONTROL



Using this value for Kp (i.e., Kp¼1.2), the CL dynamic response for the system was examined by

commanding a step change in RPM from an initial 550–600 RPM at t¼0.5 s. Fig. 4.28 is a plot of the

dynamic response of engine idle speed (in RPM) to this command input.

It can be seen that the idle speed reaches the command RPM after a brief transient response with

zero steady-state error.

The parameters used in this idle speed control simulation are not necessarily representative of any

particular engine. Rather, they have been chosen to illustrate characteristics of this important engine

control function. In Chapter 6 where digital engine (power train) control is discussed, a discrete-time

control is modeled.

ELECTRONIC IGNITION
The engine ignition system exists solely to provide an electric spark to ignite the mixture in the cyl-

inder. As explained earlier in this chapter, the engine performance is strongly influenced by the spark

timing relative to the engine position during the compression stroke (see also Appendix A). The spark

advance (relative to TDC) is determined in the electronic engine control based on a number of
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measurements made by sensors. As will be explained in Chapter 6, the optimum spark advance varies

with the intake manifold pressure, RPM, and temperature.

However, in order to generate a spark at the correct spark advance, the electronic engine control

must have a measurement of the crankshaft angular position within an engine cycle. The engine po-

sition measurement is determined by a sensor coupled to the camshaft and another coupled to the crank-

shaft as explained by Chapter 5.

Electronic ignition can be implemented as part of an integrated system or as a stand-alone ignition

system. A block diagram for the latter system is shown in Fig. 4.29.

Based on measurements from the sensors for engine position, mass airflow or manifold pressure,

and RPM, the electronic controller computes the correct spark advance for each cylinder. At the ap-

propriate time, the controller sends a trigger signal to the driver circuits, thereby initiating spark. Before

the spark occurs, the driver circuit sends a relatively large current through the primary (P) of the coil.

When the spark is to occur, a trigger pulse is sent to the driver circuit to interrupt the current in the

primary. A very high voltage is induced at this time in the secondary (S) of the coil. The physical mech-

anism by which this interrupted primary current causes the high voltage in the coil secondary windings

is explained in Chapter 5. This high voltage is applied to the spark plugs, causing them to fire. In those

cases for which a coil is associated with two cylinders, one of the two cylinders will be in this com-

pression stroke. Combustion will occur in this cylinder, resulting in power delivery during its power

stroke. The other cylinder will be in its exhaust stroke, and the spark will have no effect. Most engines

have an even number of cylinders, and there can be a separate driver circuit and coil for each pair of

cylinders.

Before proceeding with a discussion of contemporary discrete-time digital control of the complete

power train, however, it is necessary to explain and develop models for the critically important com-

ponents of a control system, sensors and actuators. Chapter 5 is devoted to these important components.
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FIG. 4.29 Electronic ignition system configuration.
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The previous chapter introduced two critically important components found in any electronic control

system: sensors and actuators. This chapter explains the operation of the sensors and actuators used

throughout a modern car. Special emphasis is placed on sensors and actuators used for power train

(i.e., engine and transmission) applications since these systems often employ the largest number of such

devices. However, this chapter will also discuss sensors found in other subsystems on modern cars.

In any control system, sensors provide measurements of important plant variables in a format suit-

able for the digital control system (often called an ECU). Similarly, actuators are electrically operated

devices that regulate inputs to the plant that directly controls its output. For example, as we shall see,

fuel injectors are electrically driven actuators that regulate the flow of fuel into an engine for engine

control applications.

In Appendix A, it is explained that fundamentally an electronic control system uses measurements

of the plant variable being regulated in the closed-loop mode of operation. The measured variable is

compared with a desired value (set point) for the variable to produce an error signal. In the closed-loop

mode, the electronic controller generates output electrical signals that regulate inputs to the plant in

such a way as to reduce the error to zero. In the open-loop mode, it uses measurements of the key input

variable to calculate the desired control variable. Automotive instrumentation (as described in

Appendix A) also requires measurement of some variable. For either control or instrumentation appli-

cations, such measurements are made using one or more sensors. However, since control applications

of sensors demand more accurate sensor performance models, the following discussion of sensors will

focus on control applications. The reader should be aware, however, that many of the sensors discussed

below also can be used in instrumentation systems.

As will be shown throughout the remainder of this book, automotive electronics has many examples

of electronic control in virtually every subsystem. Modern automotive electronic control systems use

microcontrollers based on microprocessors (as explained in Chapter 4) to implement almost all control

functions. Each of these subsystems requires one or more sensors and actuators in order to operate.

AUTOMOTIVE CONTROL SYSTEM APPLICATIONS OF SENSORS
AND ACTUATORS
In any control system application, sensors and actuators are, in many cases, the critical components for

determining system performance. This is especially true for vehicular control system applications. The

availability of appropriate sensors and actuators dictates the design of the control system and the type of

function it can perform.

The sensors and actuators that are available to a control system designer are not always what the

designer wants, because the ideal device may not be commercially available at acceptable costs. For

this reason, special signal processors or interface circuits often are designed to adapt an available sensor

or actuator, or the control system is designed in a specific way to fit available sensors or actuators.

However, because of the large potential production run for automotive control systems, it is often

worthwhile to develop a sensor for a particular application, even though it may take a long and expen-

sive research project to do so.

Although there are many subsystems on automobiles that operate with sensors and actuators, we

begin our discussion with a survey of the devices for power train control. To motivate the discussion

of engine control sensors and actuators, it is helpful to review the variables measured (sensors) and the

184 CHAPTER 5 SENSORS AND ACTUATORS



controlled variables (actuators). Fig. 5.1 is a simplified block diagram of a representative electronic

engine control system illustrating most of the relevant sensors used for engine control.

As explained in Chapter 6, the position of the throttle plate, sensed by the throttle position sensor

(TPS), directly regulates the airflow into the engine, thereby controlling output power. A set of fuel

injectors (one for each cylinder) delivers the correct amount of fuel to a corresponding cylinder during

the intake stroke under the control of the electronic engine controller to maintain the fuel/air mixture at

stoichiometry within a narrow tolerance band. A fuel injector is, as will presently be shown, one of the

important actuators used in automotive electronic application. The ignition control system fires each

spark plug at the appropriate time under control of the electronic engine controller. The exhaust gas

recirculation (EGR) is controlled by yet another output from the engine controller. All critical engine

control functions are based on measurements made by various sensors connected to the engine in an

appropriate way. Computations made within the engine controller based on these inputs yield output

signals to the actuators. We consider inputs (sensors) to the control system first, and then, we will dis-

cuss the outputs (actuators).

VARIABLES TO BE MEASURED
The set of variables sensed for any given power train is specific to the associated engine control con-

figuration. Space limitations for this book preclude a complete survey of all power train control systems

and relevant sensor and actuator selections for all car models. Nevertheless, it is possible to review a set

of possible sensors, which is done in this chapter, and to present representative examples of practical

digital control configurations, which is done in the next chapter.

The set of variables sensed in engine control includes the following:

1. Mass airflow (MAF) rate

2. Exhaust gas oxygen concentration

3. Throttle plate angular position

4. Crankshaft angular position/RPM

5. Camshaft angular position

6. Coolant temperature

Inlet
air

TPS

Engine
control

Fuel
injectors

Ignition
system

Crankshaft/
camshaft
position
sensor

Coolant
temperature
sensor

MAF Engine EGO EGR

FIG. 5.1 Representative electronic engine control system.
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7. Intake air temperature

8. Ambient air pressure

9. Ambient air temperature

10. Manifold absolute pressure (MAP)

11. Differential exhaust gas pressure (relative to ambient)

12. Vehicle speed

13. Transmission gear selector position

14. Actual transmission gear in use

15. Various pressures

In addition to measurements of the above variables, engine control is also based on the status of the

vehicle as monitored by a set of switches. These switches include the following:

1. Air conditioner clutch engaged

2. Brake on/off

3. Wide open throttle

4. Closed throttle

5. Transmission gear selection

AIRFLOW RATE SENSOR
In Chapter 4, we showed that the correct operation of an electronically controlled engine operating with

government-regulated exhaust emissions requires a measurement of the mass flow rate of air _Ma

� �
into

the engine. Throughout this book, the over dot in this notation implies time rate of change. The majority

of cars produced since the early 1990s use a relatively simple and inexpensive mass airflow rate (MAF)

sensor. This is normally mounted as part of the intake air assembly, where it measures airflow into the

intake manifold. It is a ruggedly packaged, single-unit sensor that includes solid-state electronic signal

processing. In operation, the MAF sensor generates a continuous signal that varies as a function of true

mass airflow _Ma.

Before explaining the operation of the MAF, it is, perhaps, helpful to review the characteristics of

the inlet airflow into an engine. It has been shown in Chapter 4 that a four-stroke reciprocating engine

functions as an air pump with air pumped sequentially into each cylinder every two crankshaft revo-

lutions. The dynamics of this pumping process are such that the airflow consists of a fluctuating com-

ponent (at half the crankshaft rotation frequency times the number of cylinders) superposed on a

quasisteady component. This latter component is a constant only for constant engine operation (i.e.,

steady power at constant RPM such as might be achieved at a constant vehicle speed on a level road).

However, automotive engines rarely operate at absolutely constant power and RPM. The quasisteady

component of airflow changes with load and speed. It is this quasisteady component of _Ma tð Þ that is
measured by the MAF for engine control purposes. One way of characterizing this quasisteady-state

component is as a short-term time average over a time interval τ (which we denote _Maτ tð Þ) where

_Maτ tð Þ¼ 1

τ

ðt
t�τ

_Ma t0ð Þdt0 (5.1)
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The integration interval (τ) must be long enough to suppress the time-varying component at the lowest

cylinder pumping frequency (e.g., idle RPM) yet short enough to preserve the transient characteristics

of airflow associated with relatively rapid throttle position changes.

Alternatively, the quasisteady component of mass airflow can be represented by a low-pass-filtered

version of the instantaneous flow rate. Appendix A explains that a low-pass filter (LPF) can be char-

acterized (in continuous time) by an operational transfer function (HLPF(s)) of the form

HLPF sð Þ¼ bo + b1s +⋯ bms
m

ao + a1s +⋯ ansn
(5.2)

where the coefficients determine the response characteristics of the filter. The filter bandwidth effec-

tively selects the equivalent time interval over which mass airflow measurements are averaged. Of

course, in practice with a digital power train control system, mass airflow measurements are sampled

at discrete times, and the filtering is implemented as a discrete time transformation of the sampled data

(see Appendix B).

A typical MAF sensor is a variation of a classic airflow sensor that was known as a hot-wire an-

emometer and was used, for example, to measure wind velocity for weather forecasting and for various

scientific studies. In the typical MAF, the sensing element is a conductor or semiconductor thin-film

structure mounted on a substrate. On the air inlet side, a honeycomb flow straightener is mounted that

“smoothes” the airflow (causing nominally laminar airflow over the film element).

The concept of such an airflow sensor is based upon the variation in resistance of the two-terminal

sensing element with temperature. A current is passed through the sensing element supplying power to

it, thereby raising its temperature and changing its resistance. When this heated sensing element is

placed in a moving airstream (or other flowing gas), heat is removed from the sensing element as a

function of the mass flow rate of the air passing the element and the temperature difference between

the moving air and the sensing element. For a constant supply current (i.e., heating rate), the temper-

ature at the element changes in proportion to the heat removed by the moving airstream, thereby pro-

ducing a change in its resistance. A convenient model for the sensing element resistance (RSE) at

temperature (T) is given by Eq. (5.3)

RSE Tð Þ¼Ro + kT T�Trefð Þ (5.3)

where Ro is the resistance at some reference temperature Tref (e.g., 0°C) and kT is the resistance/

temperature coefficient. The current i2 flowing through RSE causes its temperature to rise above

ambient temperature such that T¼Ta+ΔT. The relationship between ΔT and _Ma is explained later

in this section of the chapter for a conducting sensing element, kT>0, and for a semiconducting

sensing element, kT<0.

The mass flow rate of the moving airstream is measured via a measurement of the change in resis-

tance. There are many potential methods for measuring mass airflow via the influence of mass airflow

on the sensing element resistance. One such scheme involves connecting the element into a so-called

bridge circuit as depicted in Fig. 5.2.

In the bridge circuit, three resistors (R1, R2, and R3) are connected as depicted in Fig. 5.2 along with

a resistive sensing element denoted RSE(T). This sensing element consists of a thin film of conducting

(e.g., Ni) or semiconducting material that is deposited on an insulating substrate. The voltages V1 and

V2 (depicted in Fig. 5.2) are connected to the inputs of a relatively high-gain differential amplifier.
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The output voltage of this amplifier vo is connected to the bridge (as shown in Fig. 5.2) and provides the

electrical excitation for the bridge. This voltage is given by

vo ¼G V1�V2ð Þ (5.4)

where G is the amplifier voltage gain.

In this bridge circuit, only that sensing element is placed in the moving airstream whose mass flow

rate is to be measured. The other three resistances are mounted such that they are at the same ambient

temperature (Ta) as the moving air.

The combination of bridge circuit and differential amplifier forms a closed loop in which the tem-

perature difference ΔT between the sensing element and the ambient air temperature remains fixed

independent of Ta (which for an automobile can vary by more than 100°F). We discuss the circuit op-

eration first and then explain the compensation for variation in Ta.
For the purposes of this explanation of the MAF operation, it is assumed that the input impedance at

both differential amplifier inputs is sufficiently large that no current flows into either the + or � input.

With this assumption, the differential input voltage ΔV is given by

ΔV¼V1�V2 (5.5)

¼ vo
R2

R1 +R2

� RSE

RSE +R3

� �
(5.6)

However, since it has been shown that vo¼GΔV, the following equation can be shown to be valid:

1

G
¼ R2

R1 +R2

� RSE

RSE +R3

� �
(5.7)

In the present MAF sensor configuration, it is assumed (as is often found in practice) that G≫1. For

sufficiently large G, from Eq. (5.7), we can see that RSE is given approximately by

RSE Tð Þ¼R2R3

R1

(5.8)

R1

R2

R3

vo

RSE(T)

Bridge
circuit

Differential
amplifier

+

−
i1 i2

V1

V2

FIG. 5.2 Mass airflow sensor.
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In this case, it can be shown using Eq. (5.3) that the temperature difference between the sensing element

and the ambient air is given approximately by

KTΔT¼R2R3

R1

� R0 +KT Ta�Trefð Þ½ � (5.9)

where Tref is an arbitrary reference temperature.

This temperature difference can be made independent of ambient temperature Ta by the proper

choice of R3, which is called the temperature-compensating resistance. In one such method, R3 is made

with the same material but possibly with a different structure as the sensing element such that its

resistance is given by

R3 Tað Þ¼R3o +KT3 Ta�Trefð Þ (5.10)

where R3o is the resistance of R3 at Ta¼Tref and KT3 is the temperature coefficient of R3.

The sensing element temperature difference ΔT is given by

KTΔT¼ R2R3o

R1

�R0

� �
+

R2

R1

KT3�KT

� �
Ta�Trefð Þ (5.11)

If the sensor is designed such that

R2KT3

R1

¼KT

then ΔT is independent of Ta and is given by Eq. (5.12)

ΔT¼ 1

KT

R2R3o

R1

�Ro

� �
(5.12)

This temperature difference is determined by the choice of circuit parameters and is independent of

amplifier gain for sufficiently large gain (G).
The preceding analysis has assumed a steady mass airflow (i.e., _Ma ¼ constant). The mass airflow

into an automotive engine is only approximate constant for certain driving conditions, so it is useful to

consider the MAF sensor dynamic response to time-varying _Ma. The combination of bridge circuit and

differential amplifier has essentially instantaneous dynamic response to changes in _Ma. The dynamic

response of the MAF of Fig. 5.2 is determined by the dynamic temperature variations of the sensing

element. Whenever the mass airflow rate changes, the temperature of the sensing element changes. The

voltage vo changes, thereby changing the power PSE dissipated in the sensing element in such a way as

to restore ΔT to its equilibrium value. An approximate model for the dynamic response of ΔT to

changes in _Ma is given by

Δ _T +
ΔT
τSE

¼ α1PSE
�α2 _Ma (5.13)

where PSE ¼ i22RSE:

PSE ¼ vo

RSE +R3

� �2

RSE

In Eq. (5.13), i2¼current shown in Fig. 5.2
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τSE¼ sensing element time constant and where, α1 and α2 are constants for the sensing element

configuration.

The Laplace methods of analysis in Appendix A are not applicable for solving this nonlinear

differential equation for the exact time variation of TSE. However, a well-designed sensing element

has a sufficiently short time constant τSE such that the variation inΔT is negligible (i.e.,ΔT⋍constant).

In this case, the change in power dissipation from the zero airflow condition is given by

α1 PSE
_Ma

� ��PSE 0ð Þ� 	¼ α2 _Ma (5.14)

It can be shown from Eq. (5.14) that MAF sensor output voltage varies as given below:

vo _Ma

� �¼ v2o 0ð Þ+KMAF
_Ma

� 	1=2
(5.15)

where KMAF is the constant for the MAF configuration.

As an example of this variation, Fig. 5.3 is a plot of the sensor voltage versus airflow for a pro-

duction MAF sensor. This example sensor uses a Ni film for the sensing element.

The conversion of MAF to voltage is nonlinear, as indicated by the calibration curve depicted in

Fig. 5.3, for the example MAF sensor. Fortunately, a modern digital engine controller can convert the

analog bridge output voltage directly to mass airflow by simple computation. As will be shown in

Chapter 6, in which digital engine control is discussed, it is necessary to convert analog sensor voltage

from the MAF to a digital format. The analog output of the differential amplifier can be sampled and

converted to digital format using an A/D converter (see Chapter 3). The engine control system can

calculate _Ma from vo using the known functional relationship vo _Ma

� �
.
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FIG. 5.3 Output voltage for example MAF versus mass flow rate g/s.
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PRESSURE MEASUREMENTS
There are numerous potential applications for the measurement of pressure (both pneumatic and hy-

draulic) at various points in the modern automobile, including ambient air pressure, intake manifold

absolute pressure, tire pressure, oil pressure, coolant system pressure, transmission actuation pressure,

and several others. Essentially, in all such measurements, the basis for the measurement is the change in

an electrical parameter or variable (e.g., resistance and voltage) in a structure that is exposed to the

pressure. Space limitations prevent us from explaining all of the many pressure sensors used in a

vehicle. Rather, we illustrate pressure-type measurements with the specific example of intake manifold

absolute pressure (MAP). Although it is obsolete in contemporary vehicles, the speed-density method

(discussed in Chapter 4) of calculating mass airflow in early emission regulation vehicles used such a

MAP sensor. The following (MAP) sensor discussion is representative of other pressure sensors in that

it illustrates the change in circuit parameters with pressure.

Strain gauge MAP sensor
One relatively inexpensive MAP sensor configuration is the silicon-diaphragm diffused strain-gauge

sensor shown in Fig. 5.4. This sensor uses a silicon chip that is�3 mm2. Along the outer edges, the chip

is�250 μm (1 μm¼10�6 m) thick, but the center area is only 25 μm thick and forms a diaphragm. The

edge of the chip is sealed to a Pyrex plate under vacuum, thereby forming a vacuum chamber between

the plate and the center area of the silicon chip.

A set of sensing resistors is formed around the edge of this chamber, as indicated in Fig. 5.4. The

resistors are formed by diffusing a doping impurity into the silicon. External connections to these

resistors are made through wires connected to the metal bonding pads. This entire assembly is placed

in a sealed housing that is connected to the intake manifold by a small-diameter tube.Manifold pressure

applied to the diaphragm causes it to deflect.

Diaphragm deflection in response to an applied pressure results in a small elongation of the

diaphragm along its surface. The elongation of any linear isotropic material of length L corresponds

to the length becoming L+δL in response to applied pressure. For linear deformation, δL≪L. The
elongation is quantitatively represented by its strain 2 , which is given by

2 ¼ δL

L
(5.16)

In any diaphragm made from a linear material, the strain is proportional to the applied pressure (p):

2 ¼KDp (5.17)

where KD is a constant that is determined by the diaphragm configuration (e.g., its shape and area

exposed to p and its thickness).

The resistance of the sensing resistors changes in proportion to the applied manifold pressure by a

phenomenon that is known as piezoresistivity. Piezoresistivity occurs in certain semiconductors so that

the actual resistivity ρ (the reciprocal of conductivity as explained in Chapter 2) changes in proportion
to the strain. The strain induced in each resistor is proportional to the diaphragm deflection, which, in

turn, is proportional to the pressure on the outside surface of the diaphragm. For a MAP sensor, this

pressure is the manifold absolute pressure.

An electrical signal that is proportional to the manifold pressure is obtained by connecting the

resistors in a circuit called a Wheatstone bridge (similar to that for the MAF sensor), as shown in
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the schematic of Fig. 5.5A. The voltage regulator holds a constant DC voltage (Vs) across the bridge.

The resistors diffused into the diaphragm are denoted R1, R2, R3, and R4 in Fig. 5.5A. When there is no

strain on the diaphragm, all four resistances are equal, and the bridge is balanced, which means that the

voltage between points A and B is zero. When manifold pressure changes, it causes these resistances to

change in such a way that R1 and R3 increase by an amount that is proportional to pressure; at the same

time, R2 and R4 decrease by an identical amount. This unbalances the bridge, and a net difference volt-

age is present between points A and B. The differential amplifier generates an output voltage propor-

tional to the difference between the two input voltages (which is, in turn, proportional to the pressure),

as shown in Fig. 5.5B.

We illustrate the operation of this sensor with the following model. The voltage at point A is

denoted VA and at point B as VB. The resistances R1 and R3 are given by

Rn 2ð Þ¼Ro +R2 2 n¼ 1,3 (5.18)

where

R2 ¼ dR

d2





2¼o

> 0 (5.19)

Sensing resistors (4)

Diaphragm edge

Metal bonding pad (4)

Piezoresistor
p material

n-Silicon

Pyrex plate Vacuum

Silicon
dioxide

Thin silicon
diaphragm

Metal interconnect
and bonding

AA

(A)

(B)

FIG. 5.4 Exemplary manifold pressure sensor configuration. (A) Top view and (B) section A-A.
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For resistances R2 and R4, the model for resistance is given by

Rm 2ð Þ¼Ro�R2 2 m¼ 2,4 (5.20)

The voltages VA and VB are given, respectively, by

VA ¼VS
R3

R3 +R4

� �
¼VS

Ro +R2 2ð Þ
2Ro

(5.21)

VB ¼VS
R2

R2 +R4

� �
¼VS

Ro�R2 2ð Þ
2Ro

(5.22)

The voltage difference VA�VB is given by

VA�VB ¼VS
R2 2
Ro

(5.23)
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circuit
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+

–
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R4

R2 R3
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amplifier

(Vacuum)
0 14.7

(Atmospheric)

FIG. 5.5 Example MAP sensor circuit. (A) Circuit and (B) Vo versus MAP.
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The differential amplifier output voltage (Vo) is given by

Vo ¼GA VA�VBð Þ (5.24)

¼GA

VSR2 2
Ro

(5.25)

where GA is the amplifier voltage gain. Since the sensor strain is proportional to pressure, the output

voltage is also proportional to the applied pressure:

Vo ¼GA

VSR2
Ro

KDp

This pressure signal can be input to the digital control system via sampling and an analog-to-digital

converter (see Appendix B).

ENGINE CRANKSHAFT ANGULAR POSITION SENSOR
Another important measurement for electronic engine control is the angular position of the crankshaft

relative to a reference position. The crankshaft angular position is often termed the “engine angular

position” or simply “engine position.” It will be shown that the sensor for measuring crankshaft angular

position can also be used to calculate its instantaneous angular speed. It is highly desirable that this

measurement be made without any mechanical contact with the rotating crankshaft. Such noncontact-

ing measurements of any rotating shafts (i.e., in engine or drivetrain) can be made in a variety of ways,

but the most common of these in automotive electronics use magnetic or optical phenomena as the

physical basis. Magnetic means of such measurements are generally preferred in engine applications

since they are unaffected by oil, dirt, or other contaminants. There are other applications in vehicular

systems of a sensor capable of measuring angular position/velocity.

The principles involved in measuring rotating shafts are illustrated by this example that is one of the

most significant applications for engine control (the measurement of crankshaft angular position or

angular velocity (i.e., RPM)). Imagine the engine as viewed from the rear, as shown in Fig. 5.6.

On the rear of the crankshaft is a large, circular steel disk called the flywheel that is connected to and
rotates with the crankshaft A point on the flywheel is denoted the flywheel mark, as shown in Fig. 5.6. A

reference line is taken to be a line through the crankshaft axis of rotation and a point (b) on the engine
block. For the present discussion, the reference line is taken to be a horizontal line. The crankshaft

angular position is the angle between the reference line and the line through the axis and the

flywheel mark.

Imagine that the flywheel is rotated so that the mark is directly on the reference line. This is an

angular position of 0 degree. For our purposes, assume that this angular position corresponds to the

no. 1 cylinder at top dead center (TDC) on either intake or power strokes. As the crankshaft rotates,

this angle increases from 0 to 360 degrees in one revolution. However, one full engine cycle from in-

take through exhaust requires two complete revolutions of the crankshaft; that is, one complete engine

cycle corresponds to the crankshaft angular position going from 0 to 720 degrees. During each cycle, it

is important to measure the crankshaft position relative to the reference for each cycle in each cylinder.

This information is used by the electronic engine controller to set ignition timing and to set the fuel

injector pulse timing.
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In automobiles with electronic engine control systems, angular position θe can be sensed on the

crankshaft directly or on the camshaft. Recall that the piston drives the crankshaft directly, while

the valves are driven from the camshaft. The camshaft is driven from the crankshaft through a 1:2

reduction drivetrain, which can be gears, belt, or chain. Therefore, the camshaft rotational speed is

one-half that of the crankshaft, so the camshaft angular position goes from 0 to 360 degrees for one

complete engine cycle. Either or both of these sensing locations can be used in electronic control sys-

tems. Although the crankshaft location is potentially superior for accuracy because of torsional and

gear backlash errors in the camshaft drivetrain, many production systems locate this sensor such that

it measures camshaft position. For the measurement of engine position via a crankshaft sensor, an un-

ambiguous measurement of the crankshaft angular position relative to a unique point in the cycle for

each cylinder requires some measurement of camshaft position and crankshaft position. Typically, it is

sufficient to sense camshaft position at one point in a complete revolution. Traditionally, engine po-

sition involved measuring crankshaft position directly in combination with measuring camshaft

position. In principle, it is sufficient for engine control purposes to measure crankshaft/camshaft

position at a small number of fixed points. The number of such measurements (or samples), for

example, could be determined by the number of cylinders.

MAGNETIC RELUCTANCE POSITION SENSOR
One noncontacting engine sensor configuration that measures crankshaft position directly (using mag-

netic phenomena) is illustrated in Fig. 5.7. This sensor consists of a permanent magnet with a coil of wire

wound around it. A steel disk that is mounted on the crankshaft (usually in front of the engine) has tabs

that pass between the pole pieces of thismagnet. In Fig. 5.7 for illustrative purposes, the steel disk has four

protruding tabs, which is theminimumnumber of tabs for an eight-cylinder engine. In general, there areN
tabs where N is determined during the design of the engine control system. The passage of each tab could

correspond, for example, to the TDC position of a cylinder, although other reference positions are also

possible. The crankshaft position θ at all other times in the engine cycle are given by

Engine
block

Rotation
Flywheel

Crankshaft
angular
position

Horizontal
center line
of  crankshaft
(Reference line)

Axis of
rotation

qe
b

Flywheel mark

FIG. 5.6 Illustration of crankshaft angular position representation.
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θ�θn ¼
ðt
tn

ω tð Þdt tn < t< tn+ 1 (5.26)

where θn is the angular position of the nth tab relative to a reference line, tn is the time of passage of

the nth tab associated with the reference point for the corresponding cylinder during the nth engine

cycle, and ω is the instantaneous crankshaft angular speed. Of course, the times tn are determined

in association with camshaft reference positions. The camshaft sensor provides a reference point in

the engine cycle that determines the index n above. The precision in determining engine position within

each cycle for each cylinder is improved by increasing the number of tabs on the disk.

The sensor in Fig. 5.7 (and any magnetic sensor) incorporates one or more components of its

structure that are of a ferromagnetic material such as iron, cobalt, or nickel or any of the class of

manufactured magnetic materials (e.g., ferrites). Performance analysis and/or modeling of automotive

sensors based upon magnetic phenomena, strictly speaking, requires the determination of the magnetic

fields associated with the configuration. The full, precise, and accurate determination of the magnetic

field distributions for any sensor configuration is beyond the scope of this book. However, approximate

analysis of such magnetic fields for structures having relatively simple geometries is possible with the

introduction of the following simplified theory for the associated magnetic field distributions.

The magnetic field in a material is described by a pair of field quantities that can be compared with

the voltage and current of an ordinary electric circuit. One of these quantities is called the magnetic
field intensity vector �H. It exerts a force analogous to voltage. The response of the magnetic circuit

To control
circuit
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Magnetic
circuit pathMagnet

Pole piece
Pole piece
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steel disc

Protruding
tab

Extension of
crankshaft

N
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qqn

Reference
line

Signal
processing
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FIG. 5.7 Magnetic crankshaft angular position sensor configuration.
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to the magnetic field intensity is described by the second vector, which is called magnetic flux density
vector �B, which is analogous to current. In these two quantities, the overbar indicates that each is a

vector quantity.

The structure of any practical magnetic sensor (which provides noncontact measurement capabil-

ity) will have a configuration that consists, at least, in part of ferromagnetic material. Ferromagnetism

is a property of the transition metals (iron, cobalt, and nickel) and certain alloys and compounds made

from them. Magnetic fields in these materials are associated with electron spin for each atom. Phys-

ically, such materials are characterized by small regions called domains, each having a magnetic field

associated with it due to the parallel alignment of the electron spins (i.e., each domain is effectively a

tiny permanent magnet). If no external magnetic field is applied to the material, the magnetic field

directions of the domains are randomly oriented, and the material creates no permanent external mag-

netic field. Whenever an external magnetic field is applied to a ferromagnetic material, the domains

tend to be reoriented such that their magnetic fields tend to align with the external field, thereby in-

creasing the external magnetic flux density in the direction of the applied magnetic field intensity.

Fig. 5.8 illustrates the functional relationship of the scalar magnitudes B(H) for a typical ferromag-

netic material having a configuration such as is depicted in Fig. 5.7.
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FIG. 5.8 Magnetization curve for exemplary ferromagnetic material.
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The externally applied magnetic field intensityHi is created by passing a current through the coil of

N turns. If the material is initially unmagnetized and the current is increased from zero, the B(Hi)

follows the portion labeled “initial magnetization curve.” The arrows on the curves of Fig. 5.8 indicate

the direction of the change in Hi. The contribution of the ferromagnetic material to the flux density is

called magnetization M and is given by

M¼ B

μo
�Hi (5.27)

where μo is the magnetic permeability of free space.

For a sufficiently large appliedHi (e.g.,Hi>Hm), all of the domains are aligned with the direction of

H and B saturates such that (B�Bm)¼μo(Hi�Hm), where Hm and Bm are depicted in Fig. 5.8. If the

applied field is reduced from saturation to zero, the ferromagnetic material has a nonzero flux density

denoted Br in Fig. 5.8, and the corresponding magnetizationMr (called remanent magnetization) causes

the material to become a permanent magnet. Essentially, all ferromagnetic materials exhibit hysteresis

in the B(H) relationship as depicted in Fig. 5.8. Certain ferromagnetic materials have such a large rem-

anent magnetization that they are useful in providing a source of magnetic field for some automotive

sensors. The structure depicted in Fig. 5.7 is such a sensor.

Normally, in automotive sensors, the signals involved correspond to relatively small incremental

changes in B and H about a steady value. For example, the sensor of Fig. 5.7 operates with small B and

H incremental changes about the remanent magnetization such that B is given approximately by

B¼Br + μHi (5.28)

where

μ¼ dB

dHi





Hi¼0 (5.29)

is the incremental permeability of the ferromagnetic materials.

The straight line of Fig. 5.8 passing through B¼Br and Hi¼0 has slope μ as defined above.

Ferromagnetic materials have very high incremental permeability relative to nonmagnetic

materials. For sensor regions that can be described by the scalar model (i.e., B¼μH), the incremental

permeability is given by

μ¼ μrμo

where μo is the permeability of free space and μr is the relative permeability of the material. For any

ferromagnetic material μr≫1.

From electromagnetic theory, there is an important fundamental equation, which is useful in the

present analysis of any magnetic automotive sensor. That equation relates the contour integral of �H
along a closed contour C and is given by

þ
C

�H � d‘¼ IT (5.30)

where IT is the total current passing normal to and through the surface enclosed by C and where d‘ is a
differential length along contour C. This integral equation will be shown to be useful for analyzing

magnetic automotive sensors of the type depicted in Fig. 5.7.
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Another relationship that is useful for developing the model for a magnetic sensor is continuity of

the normal component of �B at the interface of any two materials. This continuity is expressed by the

relationship

�B1 � n̂¼ �B2 � n̂ (5.31)

where �B1 and �B2 are the magnetic flux densities in two materials at their interface and n̂ is the unit

vector normal to the surface at the interface. These two important fundamental equations are used

in the modeling of the sensor of Fig. 5.7 and other similar magnetic sensors.

The path for the magnetic flux of the sensor of Fig. 5.7 is illustrated in Fig. 5.9.

In Fig. 5.9, gc is the width of the gap in the pole piece, and tT is the thickness of the steel disk. For a
configuration such as is shown in Fig. 5.9, the lines of constant magnetic flux follow paths as indicated

in the figure. The following notation is used:

�Bm is the flux density within the ferromagnetic material.
�Hm is the magnetic field intensity within the ferromagnetic material.
�Bg is the flux density within air gaps.
�Hg is the magnetic field intensity within air gaps.

From Eq. (5.30) above, the following equation can be written for the contour shown in Fig. 5.9:ð
C

�H � d‘ffiHgga +Hm Lm (5.32)

where ga is the total air gap length along contour C, Lm is the total length along contour C within the

material, and C is the closed path along line of constant B.
We consider first the open-circuit case in which IT¼0. In this case, the air gap magnetic field

intensity Hg is given by

Hg ffi�Hm Lm=ga (5.33)

Sensing coil Permanent
magnet

Line of
constant
magnetic flux

Magnet pole
piece

Steel disc

Tab
gc

Vo

tT

hc

FIG. 5.9 Magnetic circuit of the sensor of Fig. 5.7.
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From Eq. (5.31), the following equation can be written for the interface between the ferromagnetic

material and the air gap:
�Bg � n̂g ¼ �Bm � n̂m

However, since the lines of magnetic flux are normal to this interface,

�Bg � n̂g ¼Bg

and
�Bm � n̂m ¼Bm

or

Bg ¼Bm

That is, the magnetic flux density for the configuration of Fig. 5.9 is constant along the path denoted

therein. Within the material, the following relationship is valid:

Bm ¼ μo Hm + Mrð Þ
¼Bg

¼ μoHg

(5.34)

where Mr is the remanent magnetization of the pole piece. Thus, we can write

Hm ¼Hg�Mr (5.35)

For a magnetized ferromagnetic material Mr≫Hg such that

Hm ffi�Mr (5.36)

Combining Eqs. (5.29), (5.30), the flux density is given by

Bg ¼ μoHg

¼ μo
MrLm
ga

(5.37)

Eq. (5.37) shows that the magnitude of B around the contour C varies inversely with the size of the air

gap along that path. Note that when one of the tabs of the steel disk is located between the pole pieces of

the magnet, a large part of the gap between the pole pieces is filled by the steel. The total air gap ga in
this case is given by ga¼gc– tT. On the other hand, when a tab is not positioned between the magnet

pole pieces, the total air gap is gc. Since B varies inversely with the size of the air gap for the config-

uration of Fig. 5.8, it is much larger whenever any of the tabs is present than when none are present.

Thus, the magnitude of the magnetic flux that “flows” through the magnetic circuit depends on the

position of the tab, which, in turn, depends on the crankshaft angular position.

The magnetic flux is least when none of the tabs is near the magnet pole pieces. As a tab begins to

pass through the gap, the magnetic flux increases. It reaches a maximum when the tab is located

symmetrically between the pole pieces and then decreases as the tab passes out of the pole piece region.

In any control system employing a sensor such as that of Fig. 5.7, the position of maximum magnetic

flux has a fixed relationship to TDC for one of the cylinders.

An approximate model for the sensor configuration of Fig. 5.7 is developed as follows using the

model developed above for B(ga). The terminal voltage Vo (according to Faraday’s law) is given by

the time rate of change of the magnetic flux linking the N turns of the coil:

200 CHAPTER 5 SENSORS AND ACTUATORS



Vo ¼N
dΦ

dt

where

Φ¼
ð
Ac

Bds

¼ μoMrLmAc

ga

where

Ac ¼ hcwc

where wc is the width of the magnet normal to the page.

The integral is taken over the cross-sectional area of the coil Ac (i.e., orthogonal to the contour of

constant flux density). However, since the flux density is essentially constant around this contour C,
the integral can be taken in the gap.

When the tabs are far away from the magnetic piece, the flux density magnitude is approximately

given by

B¼ μoMrLm
gc

and gc is the pole piece gap.

In this case, the magnetic flux Φ is given to close approximation by

Φ� μoMrLmhcwc

gc
(5.38)

When the tab moves between the pole pieces, the flux increases roughly in proportion to the projected

overlap of the tab and gap cross-sectional areas, reaching a maximum when the tab is symmetrically

located between the pole faces. The value forΦwhen the tab is located symmetrically is given approx-

imately by

Φ¼ μoMrLmhcwc

gc� tTð Þ (5.39)

The sensor terminal voltage, which is proportional to the time derivative of this flux, reaches a

maximum and then crosses zero at the point when the tab is centered between the pole pieces. It then

decreases and is antisymmetric about the center point as depicted in Fig. 5.10. The zero crossing of this

voltage pulse is a convenient point for crankshaft and camshaft position measurements.

In the theory of electromagnetism, the ratio Φ/M for a structure such as is depicted in Fig. 5.8 is

known as “permeance”℘with its reciprocal known as “reluctance” and is denotedℜ, which is given by

℘¼ℜ�1 ¼ μoLmhcwc

ga

Since the air gap ga varies with the position of the steel disk in the sensor depicted in Fig. 5.7, this sensor
is often termed a “variable reluctance sensor.” It is, in fact, an inductive variable reluctance sensor since

its output voltage is generated only when the magnetic flux changes with time.
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One of the disadvantages of the inductive type of variable reluctance sensor as depicted in Fig. 5.7 is

that it only produces a nonzero voltage when the shaft is moving. Static engine timing such as was used

in preemission-regulated vehicles is impossible with this type of variable-reluctance-type sensors.

However, it will be shown later in this chapter that there are noncontacting magnetic position sensor

configurations that are capable of static timing.

Another disadvantage of the inductive variable reluctance angular position sensor is the variation in

the zero-crossing point with angular speed due to the impedance characteristics of the sensor. The pre-

cise timing requirements of modern digital engine control require that some compensation be made for

the slight variation in timing reference of this sensor due to its source impedance. Fig. 5.11 gives an

equivalent circuit for this sensor in which the open-circuit voltage source is represented by the voltage

waveform of Fig. 5.10B. In this figure, Ls represents the inductance of the coil, which varies somewhat

with steel disk angular position. The source resistance (Rs) is primarily the physical resistance of the

coil wire but includes a component due to energy losses in the magnetic material.

Typically, these parameters are determined empirically for any given sensor configuration. The

load impedance (resistance) of the signal processing circuitry is denoted R‘. When the sensor of

Fig. 5.7 is connected to signal processing circuitry, the exact zero-crossing point of its terminal voltage

can potentially vary as a function of RPM. The variation in zero-crossing point is associated with the

phase shift of the circuit of Fig. 5.11. At any sinusoidal frequency ω, the approximate phase shift φ(ω)
between vo and v‘ is given by

Pole piece

Tab

TDC

Crankshaft
angle

Vo

(A)

(B)

FIG. 5.10 Variable reluctance sensor voltage. (A) Position of tab and pole piece and (B) output voltage.
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ϕ¼� tan�1 ωLs
Rs +R‘

� �

where Ls is the inductance when the tab lies within the pole piece. The exact variation with RPM can be

determined empirically such that compensation for this error can be done in the electronic engine con-

trol system. Compensation for such variations in the zero-crossing point is important for precise fuel

delivery and ignition timing as explained in Chapter 6.

Fig. 5.7 illustrates a sensor having a ferromagnetic disk with four protruding tabs, which is a useful

configuration for an eight-cylinder engine. However, engine position can readily be measured with the

number of tabs being more than one-half the number of cylinders. For crankshaft position measure-

ment, it is only necessary for the angular position of the tabs relative to crankshaft reference line

position to be known. In fact, the precision and accuracy of crankshaft position can theoretically be

improved with an increase in the number of tabs.

On the other hand, an increase in the number of tabs for a practical sensor increases the sensor ex-

citation frequency (ωs) for a given crankshaft angular speed. This increased excitation frequency in-

creases the phase shift φ(ωs) of the signal applied to a load resistance (R‘) by an amount given by

ϕ ωsð Þ¼� tan�1 nωs Ls
Rs +R‘

� �
n¼ 1,2…

for each harmonic (n) component of the sensor output voltage. Typically, the crankshaft angular

position is sensed at the zero crossings of the sensor output voltage as explained above. The phase shift

associated with the sensor inductance introduces errors in this zero-crossing point relative to the actual

tab center. However, this phase error is reduced by increasing load resistance (R‘). Any compensation

for this error via calculation in the digital engine control system is a unique process for any specific

sensor/signal processing configuration.

Engine angular speed sensor
An engine angular speed sensor is needed to provide an input for the electronic controller for several

functions. The crankshaft angular position sensor discussed previously can be used to measure engine

speed. The reluctance sensor is used in this case as an example; however, any of the other position

sensor techniques could be used as well. Refer to Fig. 5.7 and notice that the four tabs will pass through

the sensing coil once for each crankshaft revolution.

vo

Ls Rs

v R

FIG. 5.11 Equivalent circuit for variable reluctance sensor.
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For each crankshaft revolution, there are four voltage pulses of a waveform depicted qualitatively in

Fig. 5.10B. For a running engine, the sensor output consists of a continuous stream of such voltage

pulses. We denote the time of the nth zero crossing of voltage Vo (corresponding to TDC for a cylinder)

as tn. With this notation, the sensor output voltage is characterized by the following relationships:

Vo tnð Þ¼ 0

dVo
dt





t¼tn

< 0
(5.40)

The crankshaft angular speed (ωe(t) in rad/sec) is given by

ωe tð Þ¼ 2π

M tn+ 1� tnð Þ (5.41)

whereM¼number of tabs (four in the example illustrated in Fig. 5.6). Thus, a measurement of the time

between any pair of successive zero crossings of Vo can be used by a digital controller to calculate

crankshaft angular speed.

One convenient way to measure this time interval is via the use of a binary counter and a high-

frequency oscillator (clock). A high-frequency clock is a required component for the operation of a

microprocessor/microcontroller as described in Chapter 3. A digital subsystem is readily configured

to start counting the clock at time tn and stop counting at tn+1. The contents of the binary counter will

contain the binary equivalent of Bc where

Bc ¼ fc tn+ 1� tnð Þ (5.42)

Then, in one scheme, the time from tn+1 to tn+2 can be used for the digital control to access Bc for later

computation of ωe.

Control of this counting process can be implemented with a circuit known as a zero-crossing

detector (ZCD). This circuit responds to the zero-crossing event at each tn by producing an output pulse
VZCD of the form

VZCD ¼V1 tn � t< tn + τZCD

¼V2 tn + τZCD < t< tn+ 1
(5.43)

where the time interval τZCD≪ (tn+1� tn) at all engine speeds and V1 is a voltage that corresponds to

binary 1 in a digital system and V2 to binary 0.

The ZCD pulse can be used to control an electronic switch (gate) to alternately supply oscillator

pulses to the binary counter or stop the counting. The ZCD, gate, and counter can be implemented

by ad hoc dedicated circuitry (see Chapter 2) or within the controller/microprocessor.

Timing sensor for ignition and fuel delivery
As explained above, the combination of crankshaft and camshaft angular position measurements is

sufficient to unambiguously determine the instantaneous position in the cycle for each cylinder.

The measurement of engine position via crankshaft and camshaft position sensors (and its use in timing

fuel delivery and ignition) is described in Chapter 6. Normally, it is sufficient to measure camshaft

position at a single fixed point in each camshaft revolution. Such a measurement of camshaft position

is readily achieved by a magnetic sensor similar to that described above for the crankshaft position

measurement.
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This sensor detects a reference point on the angular position of the camshaft that defines the be-

ginning of a complete engine cycle. Once this reference point has been detected, crankshaft position

measurements (as described above) provide sufficient information for timing fuel injection pulses and

ignition.

In one scheme, a variable reluctance sensor is located near a ferromagnetic disk on the camshaft.

This disk has a notch cut as shown in Fig. 5.12 (or it can have a protruding tab). The disk provides a low-

reluctance path (yielding high magnetic flux) except when the notch aligns with the sensor axis. When-

ever the notch aligns with the sensor axis, the reluctance of this magnetic path is increased because the

permeability of air in the notch is very much lower than the permeability of the disk. This relatively

high reluctance through the notch causes the magnetic flux to decrease and produces a change in sensor

output voltage.

As the camshaft rotates, the notch passes under the sensor once for every two crankshaft revolu-

tions. The magnetic flux abruptly decreases, then increases as the notch passes the sensor. This gen-

erates a pulse in the sensor output voltage Vo that can be used in electronic control systems for timing

purposes. For the configuration depicted in Fig. 5.12, the sensor output voltage resembles that of

Fig. 5.9 with a polarity reversal; that is, the output voltage satisfies the conditions:

Vo < 0 t< Tnotch

Vo > 0 t> Tnotch

where Tnotch is the time at which the notch is symmetrically located along the magnet axis. The precise

camshaft angular location is determined by the zero crossing of the sensor output voltage.

HALL-EFFECT POSITION SENSOR
As mentioned previously, one of the main disadvantages of the magnetic reluctance sensor is its lack of

output when the engine is not running. A crankshaft position sensor that avoids this problem is the Hall-

effect position sensor. This sensor can be used to measure either camshaft position or crankshaft

position.

A Hall-effect position sensor is shown in Fig. 5.13. This sensor is similar to the reluctance sensor in

that it employs a steel disk having protruding tabs and a magnet for coupling the disk to the sensing

Harmonic
damper

Extension
of  crankshaft

Notch

Permanent
magnet

VO

FIG. 5.12 Exemplary camshaft angular sensor configuration.
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element. Another similarity is that the steel disk varies the reluctance of the magnetic path as the tabs

pass between the magnet pole pieces. This sensor is useful for measuring the angular position θ of any
shaft (e.g., crankshaft) relative to a reference line. Its operation depends upon a phenomenon known as

the Hall effect. For convenience, this reference line is the intersection of the vertical plane of symmetry

of the magnet with the flat surface of the disk. In Fig. 5.13, θn is the angle between the reference line and
the center of the nth tab as shown.

The Hall-effect
The Hall element is a thin, flat slab of semiconductor through which a current I caused by an applied

external potential Vs is flowing. Fig. 5.14 depicts a Hall element in the form of a semiconductor slab of

length Lx, width Ly, and depth d that has an applied voltage Vs with current I.
In this configuration, there is a uniform magnetic field in the z direction (i.e., normal to the page).

Although the electric field intensity �Es due to the applied voltage Vs is a function of position in the

material, for a relatively long, thin slab of semiconductor (i.e., Lx≫Ly≫d), it is nearly uniform over

much of the sample and given approximately by

�Es ffiVs

Lx
x̂¼Exx̂ (5.44)

where x̂ is a unit vector in the x-direction. The concentrations of electrons and holes in this material

are denoted n and p, respectively. In the absence of the magnetic field, the current that would flow is

given by

I¼
ðLy
o

ðd
o

Jxdydz (5.45)
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FIG. 5.13 Representative Hall-effect sensor configuration.
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where Jx is the current density (i.e., the current/unit area across any y- and z-plane):

Jx ¼ q nvex + pvhx½ � (5.46)

where vex¼μeEx¼electron drift velocity; vex¼μhEx¼hole drift velocity, and where n and p are the

electron and hole concentrations; μe and μn are the electron and hole mobilities, respectively.

However, when the magnetic flux density (B) is nonzero, there is a force acting on the electrons and
holes known as the Lorentz force �FLe (electrons) and �FLh (holes), which are proportional to the vector

product of �B and velocities �ve and �vh:
�FLe ¼ q�ve	 �B
�FLh ¼ q�vh	 �B

(5.47)

where �B¼Bzẑ and ẑ is the unit vector in the z direction.
This Lorentz force acts on the electrons and holes causing them to drift in the y direction with ve-

locity components vey (electrons) and vhy (holes) creating a current flow in this direction represented by

current density Jy:

Jy ¼ q pvhy + nvey
� 	

If (as is the usual case) the input impedance of the differential amplifier A in Fig. 5.13 is extremely

large, Jy’0, which means that pvhy ¼�nvey: The charge carriers will drift orthogonal to Jx and Bz cre-

ating an electric field Ey whose strength cancels the Lorentz force.

The strength of this y-directed electric field is given by

Ey ¼RHJxBz

where RH is the Hall-effect coefficient.

The terminal voltage of the sensor Vo is given by

Vo ¼
ðLy
0

Eydx

ffiEyLy ¼RHJxBzLy

I

I

y

Vs

Vo

Lx

Ly
Es

Jx

Jy B

Thickness = d

x

FIG. 5.14 Schematic illustration of Hall-effect sensor.
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Thus, the Hall-effect sensor generates an open-circuit voltage that is proportional to the x-directed cur-
rent density Jx and to the magnetic flux density Bz.

The operation of the angular position sensor configuration depicted in Fig. 5.13 is based upon the

variation of magnetic flux density normal to the Hall element and its relationship to the terminal voltage

Vo derived above. Recall that the magnetic flux density is essentially constant along a closed path

through the magnetic pole pieces and across the two gaps.

This flux density has a relatively low magnitude for all shaft positions for which the protruding tabs

are away from the lower gap shown in Fig. 5.13. As a tab approaches this gap, it begins to fill the gap with

a ferromagnetic material having a much higher magnetic permeability than air. Themagnitude of the flux

density increases in proportion to the projected overlap area of the tab on the magnet pole face (i.e., the

face orthogonal to the magnetic path). This magnetic flux density reaches a maximum when any of the

tabs is symmetrically located within the magnet’s lower gap. If the angular position of the nth tab is

denoted θn (as shown in Fig. 5.13), then the terminal voltage Vo of the sensor has a waveform as depicted

in Fig. 5.15; that is, the terminal voltage reaches a maximum whenever θn¼0 (n¼1,2,…,N) where
N¼number of tabs. Thus, this sensor produces a voltage pulse of the general waveform of Fig. 5.15 each

time a tab passes through the gap. As in the case of the active variable reluctance sensor discussed above,

if this sensor is used for crankshaft position measurement, it must be combined with a camshaft angular

position sensor (possibly also a Hall-effect sensor) for unambiguous timing within each engine cycle.

Shielded-field sensor
Fig. 5.16A shows another concept that uses the Hall-effect element in a way different from that just

discussed. In this method, the Hall element is normally exposed to a magnetic field and produces an

output voltage. When one of the tabs passes between the magnet and the sensor element, the low-

reluctance values of the tab and disk provide a path for the magnetic flux that bypasses the Hall-effect

sensor element, and the sensor output drops to near zero. Note in Fig. 5.16B that the waveform is just

the opposite of the one in Fig. 5.15 in the sense of high versus low voltages.

OPTICAL CRANKSHAFT POSITION SENSOR
In a sufficiently clean environment, a shaft position can also be sensed using optical techniques.

Fig. 5.17 illustrates such a system. Again, as with the magnetic system, a disk is directly coupled to

the crankshaft. This time, the disk has holes in it that correspond to the number of tabs on the disks

Vo

qn0

FIG. 5.15 Hall sensor output voltage waveform.
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FIG. 5.16 Shielded-field Hall-effect sensor. (A) Sensor configuration; (B) Sensor output voltage.
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FIG. 5.17 Optical angular position sensor. (A) Sensor configuration; (B) Sensor circuit.



of the magnetic systems. Mounted on each side of the disk are fiber-optic light pipes. The hole in the

disk allows transmission of light through the light pipes from the light-emitting diode (LED) source to

the phototransistor used as a light sensor. Light would not be transmitted from source to sensor when

there is no hole because the solid disk blocks the light. On the other hand, whenever a disk hole is

aligned with one of the fiber-optic light pipes, light from the LED passes through the disk to the

phototransistor.

The light-emitting diode used as a light source for this sensor has an increasing number of other

applications in automotive systems including lighting (e.g., brake lights, turn signals, and instrumen-

tation displays). The theory of operation of the LED is explained in Chapter 9. LEDs are made from a

variety of semiconductor materials and are available in wavelength regions from infrared through ul-

traviolet depending upon the material, fabrication, and excitation voltage. There is even now a white-

light LED.

The other important component of the optical position sensor of Fig. 5.17A is the phototransistor. A

bipolar phototransistor has essentially the configuration of a conventional transistor having collector,

base, and emitter regions. However, instead of injecting minority carriers into the base region via an

electrical source (i.e., via base current ib), the received light performs this function. The phototransistor

is constructed such that light from a source is focused onto the junction region. The energy bandgap of

the base region ΔEg (i.e., the gap in allowable electron energy from the top of the valence band to the

bottom of the conduction band; see Chapter 2) determines the wavelength of light to which the pho-

totransistor responds.

Fig. 5.17B depicts an NPN phototransistor and its grounded emitter circuit configuration. The

collector-base junction is reverse biased. Incoming light of illumination level P is focused by a lens

arrangement onto the base (b) region of the phototransistor. When photons of the incoming light

are absorbed in the base region, they create charge carriers that are equivalent to the base current

of a conventional bipolar transistor. As explained in Chapter 2, increases in base region carriers cause

the collector-emitter current to increase. Consequently, the collector current Ic varies linearly with

P and is given by

Ic ¼ Io + βγP (5.48)

where β¼grounded emitter current gain and γ¼conversion constant from light intensity to equivalent

base current.

The load voltage VL is given by

VL ¼Vcc� IcRL

¼Vcc�RL Io + βγPð Þ (5.49)

Each time a hole in the disk passes the fiber-optic light path depicted in Fig. 5.17A, the load voltage will

be a high-to-low voltage pulse. The amplifier can be configured with a negative voltage gain such that

its output will be a positive voltage pulse at the time any hole passes the optical path. These voltage

pulses can be used to obtain the angular position of a rotating shaft (e.g., crankshaft) in a way similar to

the magnetic position sensors explained above.

One of the problems with optical sensors is that they must be protected from dirt and oil; otherwise,

the optical path has unacceptable transmissivity. On the other hand, they have the advantages that they

can sense position without the engine running and that the pulse amplitude is essentially constant with

variation in speed.
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THROTTLE ANGLE SENSOR
Still another variable that must be measured for electronic engine control is the throttle plate angular

position. In most automobiles, the throttle plate is linked mechanically to the accelerator pedal and

moves with it. When the driver depresses the accelerator pedal, this linkage causes the throttle plate

angle to increase, allowing more air to enter the engine and thereby increasing engine power.

Measurement of the instantaneous throttle angle is important for control purposes, as will be

explained in Chapter 6. Most throttle angle sensors are essentially potentiometers. A potentiometer
consists of a resistor with a movable contact, as illustrated in Fig. 5.18.

The basis for the throttle angle position sensor is the influence of geometric size and shape on the

resistance of a conductive material. To illustrate this relationship, consider the resistance of a long sec-

tion of a conductor of length L with a uniform cross-sectional area A with a voltage VS applied at the

ends along the long axis. As long as the lateral dimensions are small compared with length (i.e.,ffiffiffi
A

p
≪L), the current density is essentially uniform across the cross-sectional area. The current density

magnitude of a current flowing through this area J is related to the electric field intensity magnitude E
along the conductor long axis by Eq. (5.50)

J¼ σE (5.50)

where σ is the conductivity of the material. The total current through the conductor I for uniform J is
given by

I¼
ð
A

Jds

ffi JA

(5.51)
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material
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FIG. 5.18 Potentiometer schematic circuit.
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where the integral is taken over the cross-sectional area of the conductive material. Furthermore, the

terminal voltage at the conductor ends is given by

Vs ¼
ðL
o

Edx

ffiEL

(5.52)

where the x-coordinate is along the long axis. The voltage relative to ground at contact point x, which is
denoted Vo in Fig. 5.18, varies linearly with position x:

Vo xð Þ¼
ðx
o

Edx 0� x� L

¼VSx

L

(5.53)

The resistance R of this conductor is defined as

R¼V

I

¼ EL

σEA

(5.54)

R¼ Lρ

A
(5.55)

where ρ¼1/σ¼material resistivity (ohm m).

Consider now a resistive material formed in a segment of a circle of radius r as depicted in Fig. 5.19.
Let the radial dimension and the thickness of the material be uniform and small compared with the

circumferential distance along the arc (rα). A movable metallic contact that pivots about the center

of the circular arc makes contact with the resistive material at an angle α (measured from a line through

the center and the grounded end of the resistive material). The opposite end of the material (at an angle

αmax) is connected to a constant voltage Vs. A structure such as that depicted in Fig. 5.19 is known as a

rotary potentiometer (or just as a potentiometer). Let the total resistance from the end of the material

that is connected to Vs be denoted Rp and the resistance from the movable contact to ground at any angle

α be denoted R(α). With the assumptions of uniform geometry given above, this resistance varies lin-

early with arc length rα. Thus, the resistance R(α) can be shown to be given by

R αð Þ¼ Rpα

αmax

(5.56)

The current I flowing into this potentiometer is given by

I¼ Vs

Rp
(5.57)

The open-circuit voltage at the movable contact V(α) is given by

V αð Þ¼ IR αð Þ

¼ Vs

Rp
R αð Þ

¼Vs
α

αmax

(5.58)
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A potentiometer is made by connecting the movable contact to a shaft at the pivot point whose axis is

orthogonal to the plane of the conductor. If this shaft is mechanically connected to another rotary shaft

(e.g., the throttle plate pivot shaft), the configuration of Fig. 5.19 is a sensor for measuring the angular

position (α) of that other shaft. In the case of the throttle plate shaft, this potentiometer constitutes a

throttle angle sensor in which the voltage V(α) provides a measurement of the throttle angle and thereby

yields a measurement of the driver command for engine power. For digital engine control, the voltage

V(α) must be converted to digital format using an analog-to-digital converter. As explained elsewhere

in this book, there are other vehicular applications in which angular position (to a maximum that is

<2π) is measured via a potentiometer.

TEMPERATURE SENSORS
Temperature (T) is an important parameter throughout the automotive system. In the operation of an

electronic fuel control system, it is vital to know the temperature of the coolant, the temperature of the

inlet air, and the temperature of the exhaust gas oxygen sensor (a sensor to be discussed in the next

section). Several sensor configurations are available for measuring these temperatures, but we can il-

lustrate the basic operation of most of the temperature sensors by explaining the operation of a typical

coolant sensor. The temperature sensor for any given application is designed to meet the expected tem-

perature range. For example, a coolant, temperature sensor experiences far lower temperatures than a

sensor exposed to exhaust gases.

Resistor

Movable contact

r

I

Vs

v(a)

a

FIG. 5.19 Throttle angle sensor, a potentiometer.
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TYPICAL COOLANT SENSOR
A typical coolant sensor, shown in Fig. 5.20, consists of a thermistor mounted in a housing that is

designed to be inserted in the coolant stream. This housing is typically threaded such that it seals

the assembly against coolant leakage.

A thermistor is a two-terminal semiconductor whose resistance varies inversely with its temp-

erature. The theory of operation is based upon the influence of temperature on the charge carrier con-

centrations that, in turn, depend upon the difference in energy between the valence and conduction

band and are an exponential function of temperature. The resistance of a thermistor is a nonlinear

function of temperature that can be modeled over a given temperature range by a polynomial function

of T.
However, a relatively commonly used model that is valid over the range of coolant temperatures

represents the thermistor resistance RT as a logarithmic function of T is given by

ln RTð Þ¼A

T
�B (5.59)

where, for an exemplary sensor, the coefficients are approximately Affi5000 and Bffi3.96, and T is

absolute temperature (K).

The sensor is typically connected in an electrical circuit like that shown in Fig. 5.21, in which the

coolant temperature sensor resistance is denoted RT. This resistance is connected to a reference voltage

through a fixed resistance R. The sensor output voltage, VT, is given by the following equation:

VT ¼V
RT

R +RT
(5.60)

Combining Eqs. (5.59), (5.60) yields the following equation for temperature T:

T¼A= B + ln VT R = V�VTð Þ½ �f g

The terminal voltage VT is input to the digital engine control system (e.g., via an A/D converter) where

RT is computed from VT. Then, temperature is obtained using the model for RT(T) given above or an-

other model (e.g., polynomial).

Electrical
connection

Temperature
sensing
element

FIG. 5.20 Coolant temperature sensor.
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SENSORS FOR FEEDBACK CONTROL
The sensors that we have discussed until now have been part of the open-loop (i.e., feed forward) con-

trol. Next, we consider sensors that are appropriate for feedback engine control. Recall from Chapter 4

that feedback control for fuel delivery is based on maintaining the air/fuel ratio at stoichiometry (i.e.,

14.7:1 for gasoline). The primary sensor for fuel control is the exhaust gas oxygen sensor.

EXHAUST GAS OXYGEN SENSOR
Recollect from Chapter 4 that the amount of oxygen in the exhaust gas is used as an indirect measure-

ment of the intake air/fuel ratio. As a result, one of the most significant automotive engine sensors in

use today is the exhaust gas oxygen (EGO) sensor. This sensor is often called a lambda sensor from the

Greek letter lambda (λ), which is commonly used to denote the equivalence ratio (as defined in

Chapter 4):

λ¼ air=fuelð Þ
air=fuel@ stoichiometryð Þ (5.61)

Whenever the air/fuel ratio is at stoichiometry, the value for λ is 1.When the air-fuel mixture is lean, the

condition is represented by λ>1. Conversely, when the air-fuel mixture is rich, the condition is repre-

sented by (λ<1).

The two types of EGO sensors that have been used are based on the use of active oxides of two types

of materials. One uses zirconium dioxide (ZrO2), and the other uses titanium dioxide (TiO2). The for-

mer is traditionally the most commonly used type. Fig. 5.22A is a photograph of a traditional ZrO2 EGO

sensor. Fig. 5.22B schematically depicts the mounting of the sensor on the exhaust system. Fig. 5.22C

schematically shows the structure of the individual components and the way in which the exhaust gas

acts on the EGO sensor.

In essence, the EGO sensor consists of a thimble-shaped section of ZrO2 with thin platinum elec-

trodes on the inside and outside of the ZrO2. The inside electrode is exposed to air, and the outside

electrode is exposed to exhaust gas through a porous protective overcoat.

A simplified explanation of EGO sensor operation is based on the distribution of oxygen ions.

Oxygen ions have two excess electrons such that the ions are negatively charged. The ZrO2 has a ten-

dency to attract the oxygen ions, which accumulate on the ZrO2 surface just inside the platinum

electrodes.

R

V

Reference
voltage

RT VT

FIG. 5.21 Temperature sensor circuit.
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The platinum plate on the air reference side of the ZrO2 is exposed to a much higher concentration

of oxygen ions than the exhaust gas side. The air reference side becomes electrically more negative than

the exhaust gas side; therefore, an electric field exists across the ZrO2 material and a voltage, Vo, re-

sults. The polarity of this voltage is positive on the exhaust gas side and negative on the air reference

side of the ZrO2. The magnitude of this voltage depends on the concentration of oxygen in the exhaust

gas and on the sensor temperature.

The quantity of oxygen in the exhaust gas is represented by the oxygen partial pressure. Basically,

this partial pressure is that proportion of the total exhaust gas pressure slightly above (but nearly at

atmospheric pressure) that is due to the concentration of oxygen in the composite exhaust gas. The

Exhaust gas
(A)

(B)

(C)

Sensor mounted in exhaust manifold

Porous protective
overcoat

Electrodes

Exhaust gas

Air

Air

Inside the sensor tip

ZrO2Vo

Vo

+

–

FIG. 5.22 Illustration of EGO sensor. (A) Picture of exemplary EGO sensor; (B) Illustrative installation; and (C)

Exposure to exhaust gas.
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exhaust gas oxygen partial pressure for a rich mixture varies over the range of 10�16–10�32 of atmo-

spheric pressure. The oxygen partial pressure for a lean mixture is roughly 10�2 atm. Consequently, for

a rich mixture, there is a relatively low oxygen concentration in the exhaust and a higher EGO sensor

output voltage. For a fully warmed EGO sensor, the output voltage is about 1 V for a rich mixture and

about 0.1 V for a lean mixture.

Desirable EGO characteristics
The EGO sensor characteristics that are desirable for the type of limit-cycle fuel control system that

was discussed in Chapter 4 are as follows:

1. Abrupt change in voltage at stoichiometry

2. Rapid switching of output voltage in response to exhaust gas oxygen changes

3. Large difference in sensor output voltage between rich and lean mixture conditions

4. Stable voltages with respect to exhaust temperature

Switching characteristics
The switching time for the EGO sensor also must be considered in control applications. An ideal char-

acteristic for a limit-cycle controller is shown in Fig. 5.23. The arrow pointing down indicates the

change in Vo as the air/fuel ratio was varied from rich to lean. The up arrow indicates the change in

Vo as the air/fuel ratio was varied from lean to rich. Note that this EGO sensor has switching charac-

teristics with hysteresis. A model for the ideal EGO sensor was used in Chapter 4 for explaining closed-

loop fuel control in which the hysteresis was taken to be negligible.

Fig. 5.24 depicts the actual sensor voltage/equivalence ratio characteristics for a common commer-

cially available (fully warmed) EGO sensor. Comparing this sensor’s characteristics to that of the ideal

sensor characteristics shows that the voltage drop from a rich mixture to lean has a finite slope and

occurs on the lean side of stoichiometry. Furthermore, the EGO sensor terminal voltage is a continuous

function of λ. This voltage is also a continuous function of λ for a lean to rich transfer but has a very

steep slope at λ¼1.

Temperature affects switching times and output voltage. Switching times at two temperatures are

shown in Fig. 5.25. Note that the time per division is twice as much for the display at 350°C as at 800°C.

1

Rich
mixture

Vo

l

Lean
mixture

FIG. 5.23 Switching characteristics of ideal EGO sensor.
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FIG. 5.24 Commercial EGO sensor voltage versus λ.
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FIG. 5.25 EGO sensor switching transients. (A) At 350°C and (B) at 800°C.
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This means that the switching times are roughly 0.1 s at 350°C, whereas at 800°C, they are about 0.05 s.

This is a 2:1 change in switching times due to changing temperature.

The temperature dependence of the EGO sensor output voltage is very important. The graph in

Fig. 5.26 shows the temperature dependence of an EGO sensor output voltage for lean and rich mix-

tures and for two different load resistances 5 and 0.83 MΩ. The EGO sensor output voltage for a rich

mixture is in the range of about 0.80–1.0 V for an exhaust temperature range of 350–800°C. For a lean
mixture, this voltage is roughly in the range of 0.05–0.07 V for the same temperature range.

Under certain conditions, the fuel control using an EGO sensor will be operated in open-loop mode,

and for other conditions, it will be operated in closed-loop mode (as will be explained in Chapter 6).

The EGO sensor should not be used for control at temperatures below about 300°C because the

difference between rich and lean voltages decreases rapidly with temperature in this region.
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FIG. 5.26 EGO sensor temperature characteristics.
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This important property of the sensor is partly responsible for the requirement to operate the fuel con-

trol system in the open-loop mode at low exhaust temperatures. Closed-loop operation with the EGO

output voltage used as the error input cannot begin until the EGO sensor temperature exceeds about

300°C. Open-loop mode operation is undesirable since exhaust emission regulation is not as reliable

as closed-loop operation particularly as a vehicle ages and engine parameters can change. Although it is

important to hasten the change from open- to closed-loop operation (particularly during a cold engine

start), the EGO sensor voltage must be sufficient for closed-loop operation.

OXYGEN SENSOR IMPROVEMENTS
Improvements have also been made in the exhaust gas oxygen sensor, which remains today the primary

sensor for closed-loop operation in cars equipped with the three-way catalyst. As we have seen, the

signal from the oxygen sensor is not useful for closed-loop control until the sensor has reached a tem-

perature of about 300°C. Typically, the temperature of the sensor is too low during the starting and

engine warm-up phase, and it can also be too low during relatively long periods of deceleration. It

is desirable to return to closed-loop operation in as short a time as possible. Thus, the oxygen sensor

must reach its minimum operating temperature in the shortest possible time.

An improved exhaust gas oxygen sensor has been developed that incorporates an electric heating

element inside the sensor, as shown in Fig. 5.27. This EGO sensor is known as the heated exhaust gas

oxygen, or HEGO, sensor. The heat current is automatically switched on and off depending on the en-

gine operating condition. When available in a vehicle configuration, an exhaust gas temperature sensor

can closely estimate the HEGO temperature. Heating can then be applied as necessary to reach closed-

loop operation as soon as possible. The heating element is made from resistive material and derives heat

from the power dissipated in the associated resistance. The HEGO sensor is packaged in such a way that

this heat is largely maintained within the sensor housing, thereby leading to a relatively rapid

temperature rise.

Normally, the heating element needs only be turned on for cold-start operations. Shortly after en-

gine start, the exhaust gas has sufficient heat to maintain the EGO sensor at a suitable temperature.

Shield Ceramic zirconia tube Heater

FIG. 5.27 Heated EGO sensor configuration.
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KNOCK SENSORS
Another sensor having applications in closed-loop engine control is the so-called knock sensor. As

explained in Chapter 6, this sensor is employed in closed-loop ignition timing to prevent undesirable

knock. Although a more detailed explanation of knock is given in Chapter 6, for the purposes of this

chapter, it can be described generally as a rapid rise in cylinder pressure during combustion. It does not

occur normally, but only under special conditions. It occurs most commonly with high manifold pres-

sure and excessive spark advance and at relatively high combustion temperatures. It is important to

detect knock and avoid excessive knock; otherwise, there may be damage to the engine.

As will be explained in Chapter 6, one way of controlling knocking is to sense when knocking be-

gins and then retard the ignition until the knocking stops. A key to the control loop for this method is a

knock sensor.

Knock sensors fundamentally detect impulsive acoustic signals associated with the rapid pressure

rise of cylinder pressure. The phenomenon is called knock because the acoustic signal associated with it

is in the audio range and sounds like a “knock.” It is characterized by a short, relatively intense, pulse

followed by rapidly decaying oscillations in the few kilohertz range depending on engine configura-

tion. The associated cylinder pressure waveform is depicted in Chapter 6 in Fig. 6.20.

The configuration of a representative knock sensor using magnetostrictive techniques is shown in

Fig. 5.28A. Magnetostriction is a phenomenon whereby the magnetic properties of a material depend

on stress (due to an applied force). When sensing knock, the magnetostrictive rods, which are in a

magnetic field, change the flux field in the coil due to knock-induced forces. In Fig. 5.28A, the forces

associated with knock cylinder pressure are transmitted through the mounting frame to the magneto-

strictive rods. Magnetostriction is a property of ferromagnetic materials, which were introduced in the

discussion of the sensor of Fig. 5.7. Recall that a ferromagnetic material is physically made up of in-

dividual domains in which the magnetic fields associated with the electron spins within a domain are all

aligned in a given direction.

Wherever an external magnetic field is applied, the domains are reoriented such that their axes tend

to be parallel with the applied field. The reorientation of the magnetic domains induces a strain within

the material, which slightly changes its size and shape.

Conversely, these same materials when magnetized and when subject to stress/strain due to an ap-

plied external force change magnetic permeability μ. It is this latter effect (known as reverse magne-

tostriction) that is of interest in a knock sensor.

Although magnetostriction is strictly speaking an anisotropic phenomenon, for the purposes of the

present discussion, a typical magnetostrictive material in a knock sensor is fabricated with relatively

long thin rods. In this case, only the permeability change along the axis is of importance and can be

treated as an isotropic scalar permeability μR (rather than tensor) model as given below.

In Fig. 5.28A, the small magnet creates a magnetic field having a magnetic flux density �B in the

form of closed loops passing through the magnet, the magnetostrictive rods, and the coil of N turns and

return through the magnetically “soft” (i.e., relatively high magnetic permeability) magnetic shell

(i.e., see Fig. 5.28B). These loops are basically lines of constant flux density magnitude. The strength

of this flux density is determined by the magnet and the permeability of the magnetostrictive rods μR.
The magnetic permeability of the shell μs is assumed to satisfy the inequality: μs≫μR.

A simplified model for the amplitude of the flux density is given by
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BffiMμR
‘R

(5.62)

where ‘R is the length of the magnetostrictive rods and M is the remanent magnetization that is a con-

stant for the magnet. The total magnetic flux Φ through the rods is approximately given by

Φ¼
ð
AR

Bds

ffiBAR

(5.63)

where ds is a differential area in a plane orthogonal to the rod long axis and AR is its entire cross-

sectional area. In a typical sensor, B is nearly uniform over the rod area AR. In this case, the total mag-

netic flux is given approximately by

Φ¼MARμR
‘R

(5.64)
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FIG. 5.28 Knock sensor configuration. (A) Knock sensor configuration; (B) Magnetic field illustration.
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The sensor terminal voltage Vo is given by Eq. (5.65)

Vo ¼N
dΦ

dt

¼NMAR

‘R

dμR
dt

(5.65)

where N¼number of turns of the coil.

The time derivative of μR is due to magnetostriction in the rods. An approximate model for μR is

given by

μR ¼ μ1 + μ2σR (5.66)

where σR is the stress induced in the rod by knock forces, which are transmitted to the rods by the frame,

and where μ1 and μ2 are constants for the magnetostrictive rod material.

During normal combustion, dσR/dt is relatively small. However, during knock, this time derivative

is relatively large and is proportional to the knock cylinder pressure fluctuations. Thus, the sensor ter-

minal voltage contains a term that is proportional to knock intensity. This voltage is used to sense ex-

cessive knock (see Chapter 6). Other sensors use piezoelectric crystals or the piezoresistance of a doped

silicon semiconductor. Whichever type of sensor is used, it forms a closed-loop system that retards the

ignition to reduce the knock detected at the cylinders. Systems using knock sensors are explained in

Chapter 6.

The problem of detecting knock is complicated by the presence of other vibrations and noises in the

engine. Normally, signal processing in the form of filters “tuned” to the knock frequency of the specific

engine configuration enhances the detection of knock (see Chapter 6).

ANGULAR RATE SENSOR
An important sensor having multiple applications in vehicle motion control, as explained in later chap-

ters (e.g., Chapters 7 and 10), is a sensor that is capable of measuring the angular rate of the vehicle

body relative to an inertial reference frame. Measurement of the angular roll rate and angular yaw rate

are related to control of vehicular roll and yaw. For example, both have applications in safety-related

control systems. In addition, the measurement of angular pitch rate has potential for vehicle suspension

control.

The aerospace industry has had the need to measure angular rate of an aircraft (or satellite) for many

decades. The aerospace angular rate sensors are implemented with instrumented gyroscopes that yield

highly accurate measurements. However, owing to the relatively high cost for gyroscope-based angular

rate sensors, they are not economically viable for automotive applications.

On the other hand, a relatively low-cost angular rate sensor that is based on the dynamic motion of a

tuning-fork-type structure has found much application in vehicle electronic control system. The phys-

ical configuration of a representative vehicular angular rate sensor is depicted in Fig. 5.29. The struc-

ture depicted in Fig. 5.29 is fabricated with a thin layer of quartz (SiO2). It consists of a pair of tuning-

fork-shaped structures that are effectively mounted on a support. However, the entire structure shown

in Fig. 5.29 is fabricated as a single piece. The slender z-directed pieces are called tines, since they

actually physically resemble and oscillate (when driven electrically) the same way as the tines of a
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traditional musical tuning fork. The top tines are denoted TTL and TTR for the left and right tines, re-

spectively. Similarly, the bottom tines are TBL and TBR, respectively.
The top two tines are electromechanically excited into oscillation by a sinusoidally varying electric

field denoted �E, which is a vector parallel to the x-axis. In the example configuration, this electric field

is produced by a voltage source (vS(t)) that is applied to a pair of planar electrodes p1 and p2.
The motion of the tines in response to an electric field results from the piezoelectric property of the

quartz material fromwhich this structure is fabricated. An important property of piezoelectric materials

is that the internal molecular structure is that the centers of positive and negative charges of a crystal

cell are displaced a small amount resulting in a small electric dipole (i.e., + and� charges separated by

a small distance d). The application of an electric field lengthens or shortens d (depending on polarity)
in proportion to the strength of �E. This dimensional change results in internal stresses that cause the

tines to oscillate in the x- and z-plane toward and away from each other. These tines (TTL and TTR) are
called the drive tines.

The voltage vS(t) in the example sensor is given by

vS tð Þ¼VS sinωt

The driven tines that experience the piezoelectric tone oscillate at the same frequency. The dynamic

analysis of the motion of the tines is presented in Appendix C. There, the dynamic motion of the driven
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FIG. 5.29 Angular rate sensor configuration.
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tines is derived for a differential length dz of either TTL or TTR at a distance �z from the origin of the

coordinate system at the center of the support derived from basic mechanics. The center of this differ-

ential length is at a distance xT from the z-axis. The vector position of this point from the origin of the

coordinate system is denoted �r and is given by

�r¼ �z + xTx̂ (5.67)

where x̂¼ unit vector in the x-direction. The angular motion to be sensed by this angular rate sensor is

rotation about the z-axis at a vector angular velocity �Ω. In Appendix C, it is shown that the relative

acceleration of this point €�r
� �

is given by

€�r¼ €�xT + �Ω	 �Ω	 �xTð Þ+ �Ω	 �xT + 2�Ω	 _�xT (5.68)

The first three terms are the absolute acceleration of the point, and the fourth term is the Coriolis

acceleration. The differential force d �F acting on the differential segment of the tine is given by

d �F €¼dm€�r (5.69)

where

dm¼ ρQwtSdz

¼mass of the differential segment

ρQ ¼ quartz mass density

and where w and tS are depicted in Fig. 5.29. This last force is in a direction orthogonal to the plane of
the sensor element and is in opposite sense for TTL and TTR and is responsible for the out-of-plane

deflection of the tines as depicted in the side view of Fig. 5.29.

The total force on each tine due to the Coriolis acceleration can be found by integrating the differ-

ential force over the length of each tine and results in a couple on the center segment connecting the

upper and lower tines �M, which is proportional to the vector product �Ω	 _�xTt and is given by

�M¼K �Ω	 _�xTt (5.70)

where _�xTt ¼ tip velocity of the tine and K¼constant for the structure of the tines.

The structure of the sensor configuration is such that this moment is transmitted to the lower tines

that cause them to oscillate with an amplitude proportional to the couple �M. The displacement of the

lower tines is depicted in the side view of Fig. 5.29. The amplitude of the tine tips δyT is proportional to
the product of the amplitude Ω and _xT when

Ω¼ �Ωk k
_xT ¼ _�xTk k

that is

δyT ¼ γTΩ _xT

where γT¼constant. The tine x-velocity component _xT is proportional to the excitation voltage vs(t). It
should be noted that while the δyT in Fig. 5.29 is greatly exaggerated, it is only for illustrative purposes.

The motion of the lower tines (called the sensing tines) depicted in this figure can be measured via a

pair capacitive electrodes one associated with each sensing tine. The internal dipolar electric fields

induce charges of opposite polarity on the two electrodes (denoted e1 and e2 in Fig. 5.29), which results
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in a differential voltage vo(t) that is proportional to the instantaneous lower tine deflection δyB that, in
turn, is proportional to δyT. As a result, the output voltage is given by

vo ¼ γBΩvS tð Þ (5.71)

where γB¼constant for the structure of the angular rate sensor.

The sensor output voltage is, in effect, an amplitude-modulated version of the excitation voltage

vs(t) with the amplitude that is proportional to the angular velocity amplitude Ω(t). A measurement

of Ω(t) can be achieved using the double tuning fork configuration of Fig. 5.29 by demodulating

vo(t). A circuit for accomplishing this demodulation is depicted in Fig. 5.30.

In this figure, the excitation voltage and sensed voltage are sent to an electronic multiplier denoted

EM in Fig. 5.30, which generates an output voltage vp(t) that is proportional to the instantaneous prod-
uct of vs and vo:

vp tð Þ¼KpvSvo
¼KpvSγB sinωtð Þ Ω sinωtð Þ½ �
¼KpvSγBΩ sin2ωt

¼Kp
VS

2
γBΩ 1� sin 2ωtð Þð Þ

(5.72)

where Kp is a constant for the multiplier circuit.

The low-pass filter (LPF) of Fig. 5.30 has a sinusoidal frequency responseHLPF(jω) (as explained in
Appendix A) given by

HLPF jωð Þ¼ Ho

1 + j
ω

ωLPF

where, Ho¼passband amplitude, ωLPF¼ filter bandwidth (3 at B), ωLPV≪ω.
The filter bandwidth is such that the LPF suppresses the 2ω frequency component of vp and passes

the low-frequency component. The LPF output voltage vΩ is given by

vΩ ¼HoKpVSγB
2

Ω (5.73)

Thus, the double-tine tuning fork structure in combination with the circuit of Fig. 5.30 is a sensor for

measuring the angular velocity Ω of rotational motion about the z-axis of the structure as depicted in

Fig. 5.29. Contemporary vehicles have the potential need for multiple vehicle angular rate sensors.
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vo

vs EM
LPF

vW

vp

FIG. 5.30 Angular rate sensor demodulator.
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LIDAR
One of the increasingly important sensor systems for use in vehicle applications is called LIDAR,

which is an acronym for “light detection and ranging.” It is an optical carrier frequency equivalent

of RADAR and performs the same functions. It can be used to detect the presence of objects in the

region surrounding a vehicle at distances that are within the range of a potential collision. Many of

the applications are involved in vehicle safety systems as discussed in Chapter 10 and for autonomous

vehicles as discussed in Chapter 12 and for maintaining safe intervehicle distances in advanced cruise

control as discussed in Chapter 7. A properly designed LIDAR sensor system can supplement the ve-

hicle environmental information obtained visually by the driver and can be the only source of such

information for fully autonomous vehicles.

In contemporary vehicles, there are numerous configurations of LIDAR systems. The LIDAR system

incorporates one or more (depending on its configuration) optical sources that scan the regions surround-

ing the vehicle. Also, depending on the LIDAR configuration, an optical source can be (and often is) a

laser diode whose theory of operation is explained in Chapter 2. In addition to the optical source, a

LIDAR sensor system requires optical detectors that have very fast response times for detecting

short-duration optical pulses. In addition, to be able to gather information about the vehicle environment,

there must be a means of scanning the light source over the region being covered. The actual beam width

of light from a laser diode is small, which means that the LIDAR system can have good angle resolution

both in azimuth and elevation angles when scanned over the region of its coverage.

The range resolution for a pulsed LIDAR is determined by the resolution in time of the received

pulses relative to their time of transmission. The LIDAR operation of detecting an object depends on its

reflectance of the incident light pulses. Let the time of transmission of the kth optical pulse be denoted
tT(k), and the time that the reflected pulse is received by the optical detector be denoted tR(k). The time

difference of δtk is proportional to the range r(k) to the object surface from the light source, which re-

flects the light that is given by

δt kð Þ¼ tT kð Þ� tR kð Þ k¼ 0,1,2,…

¼ 2r kð Þ
c

(5.74)

where

c¼ speed of light

¼ 3	108m=s in air

For an ideal pulsed LIDAR, the transmitted optical intensity IT(k) is given by

IT kð Þ¼ Io tT � t � tT kð Þ+ τ
¼ 0 tT kð Þ + τ � t � tT k + 1ð Þ (5.75)

where, Io¼amplitude of the transmitted intensity; τ¼pulse duration.

The received optical intensity IR(k) is given by

IR kð Þ¼ ρIoe
�2αr kð Þ + In TT kð Þ + δt kð Þ� t< TT kð Þ+ δt kð Þ + τ

¼ In TT kð Þ+ δt kð Þ + τ� t< TT k + 1ð Þ+ δt kð Þ
(5.76)
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where In is the intensity of any other optical source that happens to be propagating along the instan-

taneous LIDAR path toward the optical detector during the time of the kth pulse. In the above equation,
the parameter ρ is the object reflectivity at laser frequency, and α is the attenuation constant of the

optical beam along the path to and from the object and the laser. This parameter is strongly influenced

by atmospheric conditions (e.g., clear air versus rain, sleet, snow, and dust). Due to the exponential

character of the attenuation, the received intensity amplitude varies over an extremely large dynamic

range over the intended domain of r(k) for any given LIDAR system.

For vehicular applications, the maximum intended range for LIDAR under maximal attenuation and

minimal reflectivity calls for a very sensitive optical detector in the receiver portion of the system.

There are certain photodiodes that have high sensitivity including so-called avalanche photodiodes.

In such diodes, the photoionization releases charge carriers that, via collisions with neutral atoms, cre-

ate increasing charge carriers. For such photodiodes, the current that flows due to IR(k) is effectively
amplified by the avalanche process, thereby increasing the receiver sensitivity. The current pulse from

each received LIDAR pulse passes through a high-resistance component creating a proportional volt-

age that is amplified by a high-gain amplifier (see Chapter 2). It is important to note that the information

about the object range is contained in the leading edge of the received pulse and is independent of the

amplitude provided that the pulse amplitude is sufficiently large to exceed the amplitude of interference

(In) or noise.
One of the most important requirements for LIDAR when applied to a vehicle safety system (e.g.,

automatic braking) or to upper-level autonomous vehicles is the surveillance of the vehicle environ-

ment with sufficient resolution to take required action. This resolution of LIDAR is due, in part, to

scanning of the environment with the laser source or sources. There are numerous techniques for

achieving the required scanning. One such technique incorporates a rotating mirror. For a full 360 de-

grees view, the scanning mirror and laser assembly need to be mounted on the highest point on the

vehicle (e.g., the roof of the vehicle). For scanning in both azimuth and elevation, one method involves

a mirror that oscillates about an axis that is on a lateral vehicle axis. The maximum deviation of the

mirror as it oscillates corresponds to the deviation in elevation for the LIDAR sensor system. The light

that is reflected by the oscillating mirror is directed to a mirror that rotates about a vertical axis. The

rotating mirror is inclined at an angle such that the light that it reflects covers the elevation region re-

quired for the LIDAR sensor.

To be useful as a sensor for surveillance of the vehicular environment, the LIDAR system must

incorporate an optical receiver that detects the reflected pulses. A block diagram of an illustrative LI-

DAR sensor system is depicted in Fig. 5.31.

In Fig. 5.31, the oscillating mirror is denoted OM, and the rotating mirror is denoted RM. Also

depicted is a fixed, partially reflecting mirror denoted PR and a photodetector that is denoted PD.

The PR mirror (e.g., 50% reflecting and 50% transmitting) passes light from the source IS to the

OM and RM where, in this example, IT¼½IS. The received light is reflected by RM, OM, and PR

to the PD receiver.

The PD generates a pulsed signal (denoted VR in Fig. 5.31) that is sent to a digital signal processor

(DSP). Also sent to the DSP are the measurements of the azimuth angle of RM about the z-axis θ and the
elevation angle ϕ from a pair of sensors. The signal processing unit generates the three-dimensional

position at times tk of the reflecting surface (rk θk ϕk) using the range algorithm described above and the

measured angles of RM and OM. Such a system is capable of producing a “point cloud” of data repre-

senting the LIDAR system surveillance of the vehicle environment. These data are then sent to the
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vehicle control systems that initiate action (e.g., braking, steering, and deceleration) as called for by the

control algorithms. The details of such actions are vehicle- and control-system-specific, but illustrative

examples are given in Chapters 10 and 12.

There are other technical means for achieving the scanning that is necessary for the LIDAR sensor.

One such mean involves multiple lasers, each with a specific angle toward which the light propagates.

Scanning can be achieved by sequentially switching the lasers a single one at a time. By scanning in this

way, the same result as achieved by the mirror system can be accomplished by the switched laser

scanning method.

DIGITAL VIDEO CAMERA
In addition to LIDAR as a sensor system for surveillance of the region surrounding a vehicle, there are

digital video cameras that can provide the necessary data for various control applications. There are

many applications of these cameras that are discussed later in this book including blind-spot detection,

lane following or changing with automatic steering systems, and obstacle detection for collision avoid-

ance systems. In this section, we present the basic theory of operation of digital video cameras.

The basic configuration of such a camera is depicted in Fig. 5.32.
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FIG. 5.31 Illustrative LIDAR block diagram.
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In this figure, the block labeled PD consists of a planar array of photodetecting semiconductor el-

ements that interact with the light projected onto the surface by a lens of lens system denoted L in

Fig. 5.32. The lens projects a two-dimensional real image of objects within the field of view (FOV)

of the lens onto the surface of the PD that is positioned at the image plane of L.
The two-dimensional image on the PD is converted to a single-dimensional signal v(t) called the

video, which is a function of time by a process that is called scanning. At each of the tiny picture el-

ements or pixels in the PD array, there are separate semiconductor elements for the three primary colors

(red R, green G, and blue B). The scanning mechanism must scan all RGB pixel semiconductor ele-

ments. One means of separating the three primary colors in a camera is to cover the array of photo-

detecting elements with a matching cover array of filters passing R, G, or B. The photodetecting

element beneath each of these colors generates a response to the intensity in each of the three colors.

The scanning process involves sequentially sampling each consecutive pixel in a row/column at a fixed

clock rate. At the end of scanning each row/column, the next adjacent row/column in the PD is scanned.

The process continues until all rows and columns have been scanned in a single cycle. The camera can

be used for obtaining video of images with motion by repeating the scanning cycle continuously at a

rate compatible with vision perception (e.g., 30 Hz or more).

One technology for implementing the PD structure that has scanning capability is a so-called

charge-coupled device (CCD). In a CCD-type digital camera, each pixel is in effect a photosensitive

capacitor with associated charge transfer gates (electrodes). A simplified configuration of a photosen-

sitive capacitor is depicted in Fig. 5.33.

The PD itself is made of a slab of p-type Si covered with an insulating thin layer of SiO2. An op-

tically transparent gate G is deposited on the SiO2 layer. The incident light of intensity I enters the
depletion region. Each photon creates a hole-electron pair. A voltage VG is applied to the gate relative

to the ground electrode creating an electric field vector �E that attracts the electrons to the region im-

mediately near G. The total number of electrons determined by I and by the time VG is nonzero. Let

VG(t) be

VG tð Þ¼VO Tk < t< tk +T
¼ 0 tk +T< t< tk + 1

(5.77)

where

tk ¼ kTF

TF¼picture frame time interval, T¼photon collecting interval, and TF>T.
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FIG. 5.32 Illustration of digital camera configuration.
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The total charge, which is proportional to the number of electrons near the gate (Np), collected dur-

ing a picture frame within the region surrounding the gate G is given by

Np kð Þ¼ γ

ðtk + T
tk

I tð Þdt (5.78)

where

γ¼ constant for the structure

When VG¼0, the charge stops accumulating. In essence, the gate voltage serves a “shuttering” action.

The scanning for a column of photon-generated charge for each pixel can be implemented by one of

many methods, each of which depends on the PD configuration. We illustrate scanning with a config-

uration that is called “interline.” The following description of a CCD scanning method is illustrative

and not exactly based on any existing camera configuration. However, it explains some of the basic

operations involved in scanning the array of charge distributions obtained during a shuttering step.

For this illustrative configuration, each column of charge accumulation pixels is adjacent to a column

of CCD pixels that have an opaque cover and do not generate charge from incident photons. That is, the

charge accumulation and CCD columns are interchanged along the face of the PD.

For this illustrative interline configuration, the CCD columns have three gates for each pixel that is

adjacent to the corresponding photosensitive pixel. The combination of a photosensitive column of

pixels and its adjacent CCD column constitutes a so-called channel. Each channel configuration is sep-

arated from the adjacent channels by an insulating layer of oxides that are created during the PD fab-

rication process. These regions, which are called channel stops, prevent charge from crossing channels

and cause the charges to be moved along a channel during the scanning process.

The CCD scanning portion of each channel for the scanning example considered here consists of

three gates for each pixel, as depicted for a portion of one channel in Fig. 5.34.
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FIG. 5.33 Illustrative photosensitive capacitor configuration.
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In this figure, the two columns in (a) and (b) are actually physically side by side and constitute a

single channel.

Each of the three gates on any CCD scanning column is activated by voltages such that GA is con-

nected to VA, GB to VB, and GC to VC. The three voltages have pulse waveforms and are at the same

frequency but have different phases as depicted in Fig. 5.35.

The time variable δt is the differential time following the shuttering interval of the frame k:

δt¼ t� tk +Tð Þ tk +T< t� tk + 1 + T (5.79)

The scanning interval τ1, which is the time required to moveQn from CCD pixel n to CCD pixel n+1, is

divided into three intervals of equal duration such that

TB ¼ τ1=3

TC ¼ 2τ1=3
(5.80)

At any given time within each scanning cycle when one of the voltages is high, there is charge in any

pixel only under the gate. For example, in pixel n of Fig. 5.34, the charge denoted Qn(B) is the position
of the total charge within that pixel during the time interval for which VB is high (i.e., 0�δt�TB). Dur-
ing that time interval, there is (theoretically) no charge under GA or GC in any pixel. During the next

subinterval of the scanning cycle, VC is high, and the charge moves from under GB to under GC and is

denotedQn(C). During the final interval of a scan cycle, voltage VA is high, and the charge in each pixel

moves under GA. At this point, the charge created in photosensitive pixel n has moved into the first

region of pixel n+1 as illustrated in Fig. 5.34 by Qn(A).
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FIG. 5.34 Illustration of scanning CCDs (A) and adjacent photosensitive pixels (B).
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All columns are shifted synchronously such that all rows of charge move toward the end of the

columns (to the right in Fig. 5.35) simultaneously.

At the end of all of the columns is another CCD scanning structure similar to the column but ori-

ented orthogonal to the column CCD part of each channel. This scanning CCD receives photogenerated

charge from each column, thereby receiving in each of its pixel elements the charge from the channel to

which it is connected and is termed a row scanning CCD. Once a given row has transferred to this CCD,

the charge is shifted toward an end where it constitutes row scanning and yields a charge sequence that

is converted to the video signal as explained later.

Assuming there are M rows of pixels in the PD, the time to scan all columns to the row scanning

CCD corresponds to the video frame time interval TF. The time interval to shift all charge in

columns from row n to row n+1 in the column CCD is τ1. Thus, for M rows, the complete scan time

TM is given by

TM ¼ M + 1ð Þτ1

During the first one-third of the initial scanning interval 0 � δt<τ1, the voltage VB is high, and the

photogenerated in pixel n is transferred to the region under gate GB for that pixel. During the next sub-

interval TB�δt<TC, only voltage VC is high, and VA and VB are low. This high VC voltage shifts the

charge to the region under gate GC in pixel n. Then, during the final interval TC�δt< τ1, only voltage
VA is high. This transfers the charge to the region under gate GA in pixel n+1. During the next scan

cycle in the period τ1�δt<τ2, the same set of moves occurs except that the first step is for the charge to

VB

VC

VA

TB TC t1+TB t1+TC t2
d t

d t

d t

t1

FIG. 5.35 Timing diagram for scanning voltages.
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move from under gate GA to under GB instead of from the photocapacitor. For all of the next charge

coupling cycles from mτ1�δt< (m+1)τ1 with m¼1,2,…M, the charges move in sequence to the right

as depicted in Fig. 5.34.

In the example configuration, theGC gate of pixelM for each column is adjacent to aGB gate of the

row scanning CCD. During the final step in each column scan, this charge is transferred from the end of

each column into a horizontally oriented CCD.

During row scanning in the horizontal CCD, a similar configuration for each pixel having three

gates/pixel is activated by a set of three voltages having the same sequence as depicted in

Fig. 5.35. However, the row scanning must be completed before the succeeding column scan step.

The frequency of the column scanning FC (i.e., the frequency of VA VB VC) is given by

FC ¼ 1

τ1
(5.81)

The row scanning frequency FR must be at least satisfy

FR ¼NFC (5.82)

where N¼number of columns.

For this set of scanning frequencies, all N-charge packets that are transferred to the row scanning

CCD are transferred out before the next row of charge is supplied to that CCD, since all of the charge

being transferred into it simultaneously from each column. Furthermore, with the column scanning

frequency FC given above, all charges that were put into each photonsensitive pixel in each channel

will have been scanned out.

To be useful, for creating a video signal that corresponds to the image on PD for each shuttering

interval, the charges leaving the row scanning CCD must be converted to a voltage that is proportional

to the charge. A circuit that accomplishes this process is called a charge amplifier. An example circuit

diagram for such a charge-to-voltage converter that is implemented with an FET and an op-amp is

depicted in Fig. 5.36.

One of the major issues in obtaining a voltage that is proportional to the charge being transferred to

the output node is the relatively small magnitude of the charge. A typical PD will supply charge with a

Row CCD
Output
node C

i
G

D

vDD

+

–

SvGS RL

R1
Rf

vO

FIG. 5.36 Example CCD output amplifier.
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maximum value of only 100,000–200,000 electrons. The output node supplies a voltage to the FET

source-follower amplifier vGS, which is given by

vGS ¼Qn,m

C
(5.83)

where Qn,m¼photon-generated charge from row n, column m, and C¼net capacitance from G to

ground, which contains charge Qn,m.

The voltage that is developed across the FET source load resistance RL is amplified with a nonin-

verting op-amp circuit. The output voltage vo(t) is an analog version of the scanned image. For most

applications, the analog video is converted to a digital format via A/D conversion.

For color video, the PDmust have pixel elements that respond to the RGB. Onemethod of achieving

the color separation is to incorporate R, G, and B filters in a cover for the PD and to have photosensitive

elements for each color in each pixel. The photogeneration and scanning are accomplished as explained

above. There are numerous vehicular applications as mentioned in the introduction to this section. The

discussions of each application in the various chapters of this book make reference to this section.

FLEX-FUEL SENSOR
Another sensor, which has evolved in recent years, has the capability to measure the composition of a

mixture of gasoline and ethanol that is called flex fuel. As explained in Chapter 6 and based on the

theory presented in Chapter 4 concerning the control of fuel delivered to an engine, for a vehicle

equipped with an engine that can run on flex fuel, the composition of the fuel must be measured

for the engine control system to determine the quantity of fuel delivered to the engine. In this section,

we explain the theory of operation of a sensor for measuring this composition, that is, the fraction of

ethanol in gasoline (ηeF). A flex-fuel sensor (FFS) is essentially a capacitor having capacitance that is a

unique function of fuel composition. Circuitry for measuring the capacitance C(ηeF) yields the data

necessary for the engine control to determine fuel delivery.

In order to explain the theory of an FFS, it is helpful to briefly review some of the basic elements of

electrostatic field theory. Electrostatic field theory is analogous in many respects to magnetic field the-

ory in that it is characterized by a pair of field vectors that have distributions in space determined by

charge distributions and conducting boundaries.

The relationship between these two field vectors is determined by the surrounding medium. The

most basic configuration for explaining these two vectors is a point charge of magnitude q (units¼
coulombs) located at the origin of a spherical coordinate system. One of the vectors that is called

the electric flux density vector and at a point of vector position �r is denoted �D �rð Þ and is given by

�D �rð Þ¼ q

4πr2
r̂ (5.84)

where r̂¼ unit vector directed radially away from the origin and

r¼ �rk k¼ distance to the given point from the origin.

An electric flux density vector exists in association with any distribution of electric charges (e.g., on

a conductor). The theory for calculating the distribution in space of �D for any arbitrary charge distri-

bution is well covered in books that are devoted to electromagnetic field theory, but it is not required for

the simplified FFS analysis presented below.
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One of the important field properties of an electric flux density vector that is very useful in com-

puting the capacitance of an FFS is the integral of the normal component of �D over a closed surface that

is equal to the total charge enclosed by the surface. This integral can be expressed as follows:

QT ¼
ð
S

�D � n̂ds (5.85)

where S is the closed surface,

n̂¼ outer normal unit vector to the surface at differential surface element ds, and

QT ¼ total charge enclosed by the surface.

The other important vector in electrostatic field theory is the electric field intensity vector, which is

denoted �E. This vector is related to �D by the properties of the material in which the change distribution

responsible for generating �D is located. For an isotropic homogeneous material (IHM) such as is found

in an FFS, these vectors are related as given below:

�E¼
�D

2 (5.86)

where 2 ¼ dielectric constant for thematerial also called permittivityð Þ: For a vacuum, 2 is denoted

2 o. For an IHM, this parameter is given by

2 ¼2 o2 r (5.87)

where 2 r¼ relative dielectric constant (dimensionless) for the material.

For the two components of flex fuel, 2 r is given by

2 g ¼ 2r for gasoline

ffi 2
(5.88)

2e ¼ 2r for ethanol

ffi 25

The electric field intensity vector provides the fundamental basis for calculating the difference in volt-

age between a pair of oppositely charged conductors that are separated in space by an insulating ma-

terial having dielectric constant 2 as depicted in Fig. 5.37.

The voltage difference between these two conductors δV is given by

δV¼�
ð
CS

�E � d‘ (5.89)

whereCS¼contour in space from the�Q conductor to the +Q charged conductor, d‘ vector differential
length element along CS (i.e., tangent to C).

This equation is also important in analyzing the capacitance C of a flex-fuel sensor. In any such

sensor, there is a pair of circuit connections (i.e., wires) such as are denoted ω1 and ω2.

In the configuration depicted in Fig. 5.38, the pair of coaxial cylindrical conductors Cr and C2, with

leads w1 and w2 form a capacitor. The capacitance of any such configuration is denoted C and is

given by

C¼ Q

δV

The two integral equations given above can be used to model the capacitance of an FFS in a somewhat

simplified version of a common FFS configuration depicted in Fig. 5.38.
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The FFS configuration depicted in this figure consists of a pair of coaxial cylindrical conductors.

The flex fuel, the composition of which is to be measured, is contained in the space between the two

conductors. The fluid connectors that allow the fuel to pass into the region between the conducting

cylinders are not specifically depicted since it is not essential for deriving the sensor model and because

it is manufacturer-specific. The inner cylinder radius is denoted r1 and the outer radius r2. The endcaps
that form a portion of this representative structure are made from insulating materials. A pair of leads

(w1, w2) are connected respectively to the outer and inner cylindrical conductors. These leads provide

the connection to the circuitry what is involved in the measurement of capacitance which ultimately

yields the fuel composition.

The flex fuel contained between the two cylindrical conductors is an isotropic homogeneous ma-

terial with a relative dielectric constant which we denote 2 FF. Any electrical structure in which a pair

of conductors is separated by an insulating material essentially forms a capacitor.

The capacitance of this FFS structure is denoted CFF and is given by

CFF ¼ Q

δV
(5.90)

where Q is the magnitude of the charge on the two cylinders with Q>0 assumed on the outer cylinder

and �Q on the inner cylinder. For simplicity of analysis, the geometry is assumed to be such that the

dV

E

– Q

–

+ Q

FIG. 5.37 Illustration of a pair of oppositely charged conductor.
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FIG. 5.38 Simplified flex-fuel sensor configuration.
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sensor length ‘≫ r2. In this case, the field vectors are essentially radially directed, except for a rela-

tively small region near the endcaps.

The analysis begins with the surface integral of the flux density vector. The surface S for this in-

tegral is a coaxial cylinder of radius r (r1 � r� r2). The integral of �D over this surface yields the charge

�Q on the inner conductor is given by

�Q¼
ð
S

�D � n̂ds (5.91)

where

�D ¼ �Drr̂

n̂¼ r̂

ds¼ rdθdz

With the assumption of radially directed �D, the flux density on surface S is constant for which the

equation for Q becomes

�Q¼�Dr

ð2π
o

ð‘
o

rdθdz

¼�2πDr‘r

(5.92)

Solving for Dr yields,

Dr ¼ Q

2π‘r

The electric field intensity vector is computed from Dr as follows:

�E¼
�D

2 FF2 o

¼� Dr

2 FF2 o
r̂

¼� Q r̂

2π2 FF2 or‘

(5.93)

The voltage difference between the conductor δV can be computed from the contour integral of �E over a

contour C that is a straight line radially directed such that the vector differential length d‘ is given by

d‘¼ drr̂

The voltage difference δV is given by

δV¼�
ðr2
r1

�E � r̂ dr

¼ Q

2π2 o2 FF‘

ðr2
r1

dr

r

¼ Q

2π2 FF2 o‘
‘n

r2
r1

� �
(5.94)
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The FFS sensor capacitance CFF is given by

CFF ¼ Q

δV

¼ 2π2 FF2 o‘

‘n
r2
r1

� � (5.95)

The factor CFF varies by a large amount depending on the ethanol fraction of the flex fuel that means

that CFF(ηeF) varies significantly with ηeF. A measurement of CFF, which is straight forward, yields the

value for ηeF as explained in the section of Chapter 6 that is devoted to flex-fuel vehicles.

A measurement of CFF yields a measurement of 2 FF since all parameters of CFF are known. In

Chapter 6, it is shown that the value of 2 FF contains the information required to determine flex-fuel

composition (i.e., ηeF). Thus, the FFS depicted in Fig. 5.38 provides the necessary fuel composition for

engine control from a measurement of CFF.

OSCILLATOR METHODS OF MEASURING CAPACITANCE
There are numerous methods of measuring capacitance that are readily adaptable to vehicular environ-

ments. One such method that is routinely used involves connecting the capacitor to an oscillator circuit

for which the frequency of oscillation is uniquely determined by its capacitance. A representative ex-

ample circuit is a so-called astable multivibrator that is one of three operating modes of a 555 timer IC.

The schematic of an astable multivibrator that is connected to CFF is depicted in Fig. 5.39.

The 555 timer circuit has a limited range of capacitance values that can be measured with the circuit

of Fig. 5.39. It may not be practical to use this circuit for measuring CFF depending on the FFS

To CFF
signal
processing

VCC

VCC

CFF

R2

R1

VC
Vmv

d

R

T

Thr

Tr

Gnd Ctrl

FIG. 5.39 Circuit for measuring CFF.
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configuration. However, this circuit illustrates an oscillator method of measuring capacitance. A block

diagram of the internal circuitry of a typical 555 timer IC is depicted in Fig. 5.40. A similar block di-

agram is presented in Chapter 2 but is repeated here for convenience.

The circuit pin labels are VCC¼ supply voltage, VC¼voltage across CFF, Thr¼ threshold, Tr¼
trigger input, d¼discharge input, OUT¼circuit output, and VFF ¼R-SFF output voltage. The block

diagram components are the following:

COMP1 and COMP2¼comparators

R-S FF¼ set-reset flip-flop

T1¼n-channel enhancement FET

Inv¼ logical inverter

The operation of this multivibrator is controlled by the state of the R-S FF that causes the d input to

switch between essentially open circuit and short circuit. The circuit oscillates such that VC charges

VCC/3 to⅔VCC as set by the three identical resistors, each of resistance Ro that forms a two-level voltage

divider circuit. Whenever VFF is in its low state (ideally 0 V), transistor T1 is effectively an open circuit
to the d input. During this period, the capacitor CFF is charging through resistors R1 and R2. When

VC¼⅔VCC, COMP 2 switches and the R-S FF is switched to the high state. This causes the d input

to be nearly zero, and CFF discharges through R2 until VC¼VCC/3. At this point, COMP 1 switches,

and the R-S FF switches such that VFF is low and the d input is nearly an open circuit. At this point, CFF

begins charging again until it reaches⅔VCC and the cycle is complete. The output voltage switches high

when VFF is low and vice versa. This output waveform is rectangular and is given by

Vmv tð Þ¼VH tk � t< tk +TH

¼VL tk +TH � t< tk + 1
(5.96)

COMP1
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Trig

COMP2

+

+

–

–

RSFF
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Vmv

T1
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S D d

S

FIG. 5.40 Block diagram of representation 555 timer circuit.
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where

VH¼high state voltage

VL¼ low state voltage

TH¼high level period

TL¼ low level period

tk¼ time of kth cycle of oscillation.

During the capacitor charging interval tk � t< tk + THð Þ, the capacitor satisfies the following differen-

tial equation:

R1 +R2ð ÞiC +VC ¼VCC (5.97)

where

ic ¼CFF
dVC

dt
tk � t< tk +TH k¼ 0,1,2,… (5.98)

The solution to this differential equation during the charging period is given by

VC tð Þ¼VCC 1� e�t=τc
� 


tk � t< tk +TH

where

τc ¼CFF R1 +R2ð Þ (5.99)

Similarly, during the discharge period, the equation becomes

R2iC +VC ¼ 0

The solution for this interval is left as an exercise for the reader.

The periods can be determined from the voltage VC. The voltage VC tk + THð Þ¼ 2
VCC

3
at which point

the d input causes Vmv to switch to VL and the capacitor begins discharging.

The high-level time interval TH can be computed from the ratio:

VC tk + THð Þ=VC tkð Þ

VC tkð Þ¼VCC

3
¼VCC 1� e�tk=τc

� 


VC tk + THð Þ¼ 2VCC

3
¼VCC 1� e� tk + THð Þ=τc

� 

(5.100)

The ratio VC tk + THð Þ=VC tkð Þ is given by

1� e
� tk + THð Þ

τc

1� e�tk=τc
¼ 2 (5.101)

Noting that 1� e�tk=τC ¼ 1

3
and 1� e

� tk + TH
τc

� 

¼ 2=3, the value TH can be found by substitution of the

above and simplifying algebraically from the result:

e�TH=τC ¼ 1=2

241FLEX-FUEL SENSOR



TH ¼ ‘n 2ð Þτc
¼ ‘n 2ð Þ R1 +R2ð ÞCFF

(5.102)

Similarly, it can be shown that the low interval TL is given by

TL ¼ ‘n 2ð ÞR2CFF (5.103)

The frequency of oscillation f is given by the reciprocal of the total period TH + TL:

f ¼ 1

TL +TH

¼ ‘n 2ð Þ R1 + 2R2ð ÞCFF½ �
(5.104)

Thus, CFF can be measured by measuring TH,TL or f yielding a measurement of fuel composition ηeF as
explained in Chapter 6 where the measurement of fuel composition is necessary for engine control in

flex-fuel vehicles. This measurement can be accomplished by the main engine control or by a dedicated

microprocessor as a part of the sensor that can compute CFF via algorithms, as exemplified above, and

compute ηeF from CFF and output this fuel composition to the main engine control. As explained in

Chapter 6 in detail, a fuel temperature measurement is also required, which is typically implemented

with a thermistor that is located as part of the FFS structure.

An example of capacitance measurement when accomplished in the FFS sensor system that is

equipped with a microprocessor and that generates a digital output to the main FFS control computer

involves measuring the duration of the high state of the multivibrator output signal. For illustrative

purposes, it is assumed that Vmv high and low voltages correspond to logic high and logic low, res-

pectively, of the CFF measurement circuit.

A representative measurement circuit is depicted in Fig. 5.41.

In this block diagram, the sensor is controlled by a microprocessor-based control system with

internal stored programs. This example system operates by first measuring the time interval TH and

then computing CFF from this measurement. The FFS control outputs the fuel composition ηeF to

the main FI control system that controls fuel delivery to the engine as explained in Chapter 6.

FFS
control

DB

BC

Main FI
control

I

AND
Ck

heF

Vmv
R

FIG. 5.41 Example CFF measurement block diagram.
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The measurement of TH is accomplished by counting clock (Ck) pulses at frequency fc for this du-
ration in a binary counter. At the transition of VmV from low to high, the binary counter is reset such that

counting ck pulses occur during the time interval:

tk � t< tk +TH kð Þ
The number of pulses counted during oscillator cycle k is given by

Nk ¼ fc TH kð Þb cf g (5.105)

In this example measurement system, it is assumed that the Ck signal is internally generated in the FFS

control. This control receives an interrupt input (I) from the multivibrator output that indicates to the

FFS control that the high interval has ended. At this time, the FFS control reads the value ofNk.The FFS

control is programmed to compute CFF from this measurement of TH.:

CFF ¼ Nk

fc‘n 2ð Þ R1 +R2ð Þ (5.106)

The value of ηeF is found via table lookup of ηeF(CFF), and this value is outputted to the main FF

computer.

To this point in the discussion of FFS, it has been implicitly assumed that the sensor is a purely

capacitive circuit element. However, as is the case of any circuit component, there are electrical prop-

erties that require a more complex equivalent circuit to analytically model the device. In the case of an

FFS, the equivalent circuit is depicted in Fig. 5.42.

In this equivalent circuit, the capacitance CFF is shunted by a resistance RC. The physical origin of

this resistance is the bulk electrical conductivity of flex fuel. Although both constituent components of

this fuel are essential electrical insulators, the mixture can have a nonzero conductivity partly due to

fuel additives yielding an equivalent shunt resistance RC. Although the flex-fuel conductivity is not

zero, it is relatively small corresponding to a relatively large value for resistance RC.

The influence on measurement of CFF (and thus ηeF) can be made negligible by proper design of the

measuring circuit. For example, the resistances Ro in the multivibrator of Fig. 5.46 can be chosen such

that Ro≪RC. In this case, the analysis of the oscillator circuit for TH, TC, and f is given below based on

flex-fuel conductivity.

RCCFF

FIG. 5.42 FFS equivalent circuit.
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The conductivity of the flex fuel is expressed by the conductivity Κff of the flex-fuel mixture. With

respect to Fig. 5.42, the resistance of the sensor RC is given by

RC ¼ V

IC
(5.107)

where IC is the current flowing through the fuel. This current is uniformly distributed circumferentially

around the concentric cylinders and can be computed from the vector current density �JC as given by

IC ¼
þ
S

�JC � n̂ ds (5.108)

where

�JC ¼Κff
�E

¼ Jrr̂

That is, the current flows radially between the cylinders such that IC is given by

IC ¼ 2πr‘Κff Dr

2 FF

¼Κff Q

2 FF
2 FF

(5.109)

Combining the equation for IC with the capacitance equation yields

RC ¼ EFF
Kff CFF

(5.110)

It can be shown that the analysis of the oscillator circuit in which there is a shunt resistance RC is similar

to the analysis of the circuit of Fig. 5.42. However, the TH,TL, and frequency are modified by RC

such that

TH ’ R1 +R2ð ÞCFF ‘n 2ð Þ
1 + R1 +R2ð Þ=RC

TL ffi ‘n 2ð Þ R1 + 2R2ð ÞCFF

1 +R2=RC

f ¼ TH + TL½ ��1

(5.111)

The two equations for TH and TL can be solved for both CFF and RC in the FFS control of Fig. 5.41.

The capacitance CFF is measured via a measurement of TH using the exemplary system of Fig. 5.41 and

then finding ηeF(CFF) (e.g., via table lookup).

ACCELERATION SENSOR
There are several applications of sensors for measuring vehicle acceleration along body axes directions.

These applications are discussed in Chapter 7 on vehicle motion control and in Chapter 10 on vehicle

safety-related systems. There are multiple technologies for measuring acceleration, virtually all of

which are based on Newton’s law of force F and acceleration a for a given mass m:

F¼ma
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Among the many vehicular applications of an acceleration sensor, there is a requirement to measure a

steady state (i.e., constant magnitude acceleration). For example, Chapter 10 explains a directional

stability system in which measurement of acceleration along the vehicle lateral axis (i.e., ay) is required
for a maneuver at a constant speed along a constant radius curve in a road. This acceleration is constant

along that path at a constant speed.

A sensor configuration that can generate a steady voltage that is proportional to this acceleration is

depicted in Fig. 5.43A. This sensor measures acceleration along a single (y) axis.
This sensor configuration consists of a cylindrical massmwithin a cylinder fabricated from an elec-

trically insulating material. A metallic endcap is fixed to the insulating cylinder. Between the mass m
and the endcap is a piezoresistive material that is attached, as shown, to the endcap and the cylindrical

mass. The entire structure is attached rigidly to the vehicle whose acceleration along the y-axis (ay) is to
be measured.

The mass m applies a force fy to the piezoresistive material where

fy ¼may (5.112)

As explained earlier in this chapter, a force applied to a piezoresistive material changes the resistivity ρ
of the material in proportion to the strain induced by the applied force.

Piezo-resistive/piezo-electric
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FIG. 5.43 Example single-axis acceleration sensor. (A) Illustrative configuration; (B) Piezoresistive Sensor circuit;

(C) Piezoelectric sensor circuit.
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For convenience, it is assumed that the mass m is made from a conducting material such that it and

the endcap form a pair of electrodes (em ec), to which wires are attached. The sensor is wired in a circuit
(which is depicted in Fig. 5.43B) with a supply voltage Vsup applied to the series connection of a load

resistance R1 and the resistance RS of the piezoresistive material.

The piezoresistive material resistivity ρ can be modeled as follows:

ρ¼ ρo +KSfy (5.113)

where ρo ¼ resistivity with zero force applied and KS ¼ constant for the material.

The applied voltage vS across the sensor configuration due to Vsup creates an electric field vector �E
as depicted in Fig. 5.43. It is assumed for simplifying the theory of the sensor that �E is given by

�E¼�vs

‘
ŷ (5.114)

and is uniform over the cross section of the piezoresistive material. The current density �J is given by

�J¼
�E

ρ
(5.115)

The current flowing through the piezoresistive structure i is given by the integral of the current density
over a surface parallel to the x and z axes within the piezoresistive material:

i¼�
ð
Sp

�J � ŷds

¼ vsSp
‘ρ

(5.116)

where Sp ¼ cross-sectional area of the piezoresistive material. The resistance RS of the sensor is

given by

RS ¼ vs

i

¼ ‘ρ

Sp

¼ ‘

Sp
ρo +KSfy
� �

(5.117)

This resistance can be written in a simple model:

RS ¼Ro +Kaay (5.118)

where Ro ¼ ‘ρo
Sp

Ka ¼ ‘Ksm

Sp

The sensor resistance has a component that is proportional to acceleration that is present even for

steady (DC) components of the acceleration. The voltage across the sensor in the circuit of

Fig. 5.43 is given by

vS ¼
Vsup Ro +Kaay

� �
R1 +Ro +Kaay

(5.119)
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In the exemplary circuit, the resistance R1 is sufficiently large that vs is given approximately by

vs ’ Vsup
Ro +Kaay

R1

� �
(5.120)

For a vehicle system requiring a measurement of ay, the voltage vs can be sampled and converted to

digital format via a standard A/D converter.

For vehicular electronic systems that do not require a measurement of a steady acceleration com-

ponent (e.g., crash sensors as described in Chapter 10), an alternate configuration can be fabricated in

which the piezoresistive material is replaced by a piezoelectric material. In such a material, the atomic

structure is such that a dipolar electric field is created that is proportional to any strain/stress applied to

the material. Quartz is an example of a material in which an internal electric field �E is produced that is

proportional to the internal strain.

We consider an exemplary configuration, such as that depicted in Fig. 5.43A, having a piezoelectric

material (e.g., quartz) between the mass and endcap instead of a piezoresistive material. Quartz is an

electrical insulator material having a dielectric constant 2 Q. The structure of Fig. 5.43 with quartz or

some other piezoelectric material actually forms a capacitor with the mass and endcaps forming the

electrodes. The force due to acceleration for the configuration of Fig. 5.43 produces an electric field

that (for the purposes of simplifying the explanation of the theory of this acceleration sensor) is as-

sumed to be uniform over the piezoelectric material and given by

�E¼�Kpfyŷ

¼�Kpmayŷ
(5.121)

The terminal voltage vs for this sensor is given by

vS ¼�
ð‘
o

�E � ŷ dy

¼Kpm‘ ay

(5.122)

If this sensor is connected to a very high input impedance amplifier, the voltage produced at its output is

linearly proportional to acceleration of the sensor along its y-axis. For a piezoelectric capacitive-type
sensor, the amplifier connected to the terminals is often a charge amplifier of the type described earlier

in this chapter with respect to the readout circuit of a digital camera. In theory, the piezoelectric ac-

celeration sensor could measure a steady acceleration, but in practice, any nonzero conductivity in the

material could discharge the capacitance to some extent.

AUTOMOTIVE ENGINE CONTROL ACTUATORS
In addition to the set of sensors, electronic engine control is critically dependent on a set of actuators to

control air/fuel ratio, ignition, and EGR. Each of these devices will be discussed separately.

In general, an actuator is a device that receives an electrical input (e.g., from the engine controller)

and produces an output of a different physical form (e.g., mechanical or thermal or other). Examples

of actuators include various types of electric motors, solenoids, and piezoelectric force generators.

In automotive electronic systems, the solenoid is a very commonly used device because it is relatively

simple and inexpensive.
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The solenoid is used in applications ranging from precise fuel control to mundane applications such

as electric door locks. A solenoid is, in essence, a powerful electromagnet having a configuration gen-

erally similar to that illustrated schematically in Fig. 5.44. The solenoid consists of a fixed cylindrical

steel (i.e., ferromagnetic) frame with a movable steel element. A coil having N turns is wound around

the steel frame, forming a powerful electromagnet.

Unlike the magnetic sensors explained above in which the source of magnetic field is a permanent

magnet, the source of the magnetic field in the solenoid is the current I that flows through the coil. The
lines of constant magnetic flux density B form closed contours such as denoted C1 in Fig. 5.44. These

contours include a segment through the center post and movable plunger, a segment directed radially in

the upper and lower portions and then through the outer shell. The contour C1 is in a plane that passes

through the axis of symmetry of the cylindrical solenoid structure. Note that any contour such as C1

passes through the ferromagnetic material and the nonmagnetic sleeve of thickness g and nonmagnetic

air gap of length x.
Fig. 5.44 also shows a movable element that is in the form of a cylinder of high-permeability (μ)

ferromagnetic material. This movable element is held away from the center post by a spring. The other

end of this spring is attached to a structure that is fixed rigidly to the ferromagnetic shell. This shell is

normally cylindrical in shape and coaxial with the center post.

The value of the magnetic field intensity �H can be related to the total current I that passes through
the surface enclosed by C1 using one of the fundamental equations (Eq. 5.30) given above:

IT ¼
þ
C1

�H � d‘ (5.123)

where d‘ is a differential vector along the contour C1. The magnetic flux density magnitude B is con-

stant along any contour C1. The magnitude of �H along any contour C1 is given by

H¼B

μ

Nonmagnetic
sleeve

Spring
Movable element

Ferro magnetic
shell (high m)

N turn coil

Center post

C1

vs

Rs l x

g

FIG. 5.44 Solenoid configuration.
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where

μ¼ μo in the sleeve and gap

¼ μrμo in the ferromagnetic material:

The relative permeability (μr) in the ferromagnetic material is so large that in the ferromagnetic

material H is negligibly small. The contour integral above reduces approximately to

IT ’Hg x+ gð Þ (5.124)

where Hg is the magnitude of H in the air and sleeve material and is given by

Hg ¼ B

μo

To a close approximation, H and B are essentially constant over the center post cross-sectional area.

The total current IT is given by

IT ¼NI

¼ B

μo
x+ gð Þ

The total flux linking the N turn coil λT is given by

λT ¼N

ðð
Ac

Bds

where ds is the differential area in the cross section of the post and where the integral is taken over the
cross-sectional area of the post AC. With the assumption of essentially uniform B over the post, the total

flux linking the coil becomes

λffiNBAC

¼ μo
N2IAc

x + g

The important circuit parameter that characterizes the electrical model for the coil, which is called its

inductance L, is defined as

L¼ λ

I

¼ μoN
2AC

x+ gð Þ
The terminal voltage vo of a two-terminal device having inductance L is given by

vo ¼ d LIð Þ
dt

(5.125)

For a fixed inductor, this model becomes familiar:

vo ¼ L
dI

dt
for constant Lð Þ (5.126)

However, for a magnetic actuator such as is used in automotive electrical systems (e.g., the example

solenoid), this inductance varies with the position of any movable element.
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For the purposes of modeling an actuator, the primary focus is on determining the dynamic response

(i.e., movement of the plunger) to an applied electrical signal. At any instant, the total energy is the sum

of the magnetic and mechanical energy. As a simplification (without loss of generality), it is convenient

to assume a lossless electromechanical system. In this case, the electric energy put into the system is

stored in the magnetic field. If electrical power is supplied to the system at constant x, the instantaneous
stored magnetic energy (Wm) is given by

Wm ¼
ðI
0

λT i, xð Þdi (5.127)

¼ 1

2
L xð ÞI2 (5.128)

If the total energy stored in the magnetic field is denoted Wm, conservation of energy requires that

dWm

dt
¼ IL

dI

dt
� fe

dx

dt
(5.129)

where the first term is the instantaneous electrical power Pe into the system and the second term rep-

resents time rate of change of mechanical energy due to the mechanical force of electrical origin fe
applied to the movable element. The negative sign on the second term indicates that the mechanical

energy is taken from the stored magnetic energy and is applied to the movable element. In this model,

both λT and x are independent variables. For our assumed conservative system, the force of electrical

origin (fe) for the solenoid of Fig. 5.43 is given by

fe ¼ @Wm

@x
(5.130)

¼�μoN
2ACI

2

2 x+ gð Þ2 (5.131)

Note that the minus sign indicates a force that is reducing x and that it varies inversely with x.
The solenoid of Fig. 5.44 is mechanically unstable in the sense that a current of sufficient strength

causes fe to increase as an inverse quadratic function of x, whereas the spring force countering fe varies
linearly with x. In any solenoid configured as in Fig. 5.44, the movable element will accelerate toward

the fixed post, stopping abruptly only when x¼0. In any practical solenoid, the plunger actually

bounces away from the post and oscillates briefly with decaying amplitude (typically at a very high

frequency). Normally, the nonmagnetic sleeve provides sufficient mechanical damping to rapidly

damp out any “bounce.” It should be noted that the introduction of the model for the solenoid using

stored energy is useful for explaining other types of actuators (e.g., motors to be discussed later in au-

tomotive electronic systems).

It is, perhaps, worthwhile to extend the static model developed above for the solenoid to develop the

dynamic equations. First, however, we simplify the notation for the flux linkage to the following:

λ I, xð Þ¼ LoI

1 + x=gð Þ (5.132)

where Lo ¼ μoACN
2

g
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and where Lo is the inductance of the solenoid at x¼0. Summing the voltages around the loop formed

by the source vs, Rs and the solenoid terminals yields

vs ¼ IRs +
dλ

dt

¼ IRs +
Lo

1 + x=gð Þ
dI

dt
� LoI

g 1 + x=gð Þ2
dx

dt

(5.133)

The first term on the right-hand side of Eq. (5.133) is the voltage drop across the source resistance Rs.

The second term is the familiar voltage due to the instantaneous inductance L(x), and the final term is a

voltage that is induced by the moving plunger.

Next, we write the mechanical equation of motion of the plunger:

fe ¼M
d2x

dt2
+D

dx

dt
+Ks x� ‘ð Þ

whereM is the plunger mass, D is the mechanical damping force due to the plunger motion (that is here

taken to linear),Ks is the spring rate of the spring that holds the movable element in its extended position,

and ‘ is the spring length in the absence of the mechanical force of electrical origin fe. This force has been
derived above, and using the new notation yields the mechanical equation of motion for the plunger:

�1

2

LoI
2

g 1 + x=gð Þ2 ¼M
d2x

dt2
+D

dx

dt
+Ks x� ‘ð Þ (5.134)

Since these equations are nonlinear in I and x, they cannot be solved by the Laplace operator method of

Appendix A. However, modern computer simulation (e.g., MATLAB/SIMULINK) provides a means

of calculating I(t) and x(t) once the numerical parameters for the structure are known. However, one

aspect of this model has not been considered. That aspect is the bounce of the plunger at the point where

x¼0 during the initial motion of the plunger. The model for bounce involves the elasticity of the me-

chanical stop and the damping of the nonmagnetic sleeve. It will be shown in the next chapter that the

details of this bounce are not normally relevant to the operation of an automotive solenoid type actuator

and will not be further explored here.

This abrupt motion of the movable element is essentially in the form of a mechanical switching

action such that the solenoid tends to be either in its rest position as held by the spring (i.e., x¼ ‘)
or against the center post (i.e., at x¼0). The movable element is typically connected to a mechanism

that is correspondingly moved by the snap action of this element. Applications of solenoids in auto-

motive electronics include fuel injectors and EGR valves.

FUEL INJECTION
A fuel injector is (in essence) a solenoid-operated valve. The valve opens or closes to permit or block

fuel flow to the engine. The valve is attached to the movable element of the solenoid and is switched by

the solenoid activation.

Fuel injector signal
Consider an idealized fuel injector as shown in Fig. 5.45, in which the injector is open when the applied

voltage is on and is closed when the applied voltage is off.

In this configuration, a solenoid has a movable element in the form of a pintle with a conical tip that

fits into a conical section forming a nozzle. A spring holds the pintle such that the nozzle is closed.
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Behind this nozzle is a small fuel-filled chamber holding fuel under pressure that is supplied by a tube

known as the fuel rail. With no control voltage applied (i.e., Vc¼0) and no current I flowing, the spring
holds the pintle in a closed position such that no fuel flows through the nozzle. With voltage of suf-

ficient amplitude applied, the solenoid pulls the pintle out of its seat, and fuel flows through the nozzle

into the intake system.

Once the pintle is pulled fully toward the solenoid center post, the fuel flow rate through the nozzle

is constant for a given regulated fuel pressure and nozzle geometry. Therefore, except for brief transient

periods, the quantity of fuel injected into the airstream is proportional to the time the valve is open. The

control current that operates the fuel injector is pulsed on and off to deliver precise quantities of fuel.

For most contemporary vehicles, fuel injection takes place in the intake port for each cylinder such that

the fuel spray is directed along with intake air flowing past the intake valve during the intake stroke. The

control voltage V depicted in Fig. 5.46 is the terminal voltage applied to the fuel injector by the electronic

enginecontrol system.Fig.5.46AandBdepicts idealizedbinary-valuedvoltage levels that are“on”or“off.”

However, it has been shown above that the terminal voltage of a solenoid is characterized by a non-

linear model and the plunger/pintle is similarly characterized by a nonlinear dynamic model. On the

other hand, the actual opening and closing pintle/plunger transient response normally represents a rel-

atively short period compared with the “on” time t even under idle conditions (i.e., low duty cycle). In

the idealized situation depicted in Fig. 5.46, the fuel is assumed to flow at an essentially constant rate

(i.e., _Mf ¼ constant) for a constant fuel rail pressure. In this situation, the mass of fuel delivered to a

cylinder during any given engine cycle Mf (k) is given by

Mf kð Þ¼ _Mf tk

where tk¼“on” time for the kth engine cycle. For a pulse train fuel injector control voltage signal, the ratio
of “on” time t to the period of the pulse T (“on” time plus “off” time) is called the duty cycle δFI. This is

Vc

I

Nonmagnetic
sleave

N turn coil

Ferromagnetic shell

Spring

Fuel rail

Fuel

Pintle

Nozzle

To intake

FIG. 5.45 Simplified fuel injector configuration.
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shown in Fig. 5.46. The fuel injector is energized for time tk to allow fuel to spray from the nozzle into the

airstream going to the intake manifold. The injector is de-energized for the remainder of the period. For a

constant fuel rail/pressure, the quantity of fuel supplied during the kth engine cycle [Mf (k)] is proportional
to δFI. Therefore, a low duty cycle, as seen in Fig. 5.46A, is used for a relatively high air/fuel ratio (lean

mixture), and a high duty cycle (Fig. 5.46B) is used for a relatively low air/fuel ratio (rich mixture).

EXHAUST GAS RECIRCULATION ACTUATOR
In Chapter 4, it was explained that exhaust gas recirculation (EGR) is used to reduce NOx emissions. The

amount of EGR is regulated by the engine controller, as explained in Chapter 6. When the correct amount

of EGR has been determined by the controller based on measurements from the various engine control

sensors, the controller sends an electrical signal to the EGR actuator. Typically, this actuator is a variable-

position valve that regulates the EGR as a function of intake manifold pressure and exhaust gas pressure.

Although there are many EGR configurations, only one representative example will be discussed to

explain the basic operation of this type of actuator. The example EGR actuator is shown schematically

in Fig. 5.47.
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FIG. 5.46 Fuel injector terminal voltage. (A) Duty cycle for relatively high A/F and (B) duty cycle for relatively

low A/F.
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This actuator is a vacuum-operated diaphragm valve with a spring that holds the valve closed if no

vacuum is applied. The vacuum that operates the diaphragm is supplied by the intakemanifold and is con-

trolled by a solenoid-operated valve. This solenoid valve is controlled by the output of the control system.

This solenoid operates essentially in the same manner as that explained in the discussion on fuel

injectors. Whenever the solenoid is energized (i.e., by current supplied by the control system flowing

through the coil), the EGR valve is opened by the applied vacuum.

The amount of valve opening is determined by the average pressure on the vacuum side of the di-

aphragm. This pressure is regulated by pulsing the solenoid with a variable-duty-cycle electrical con-

trol current. The duty cycle (see discussion on fuel injectors) of this pulsing current controls the average

pressure in the chamber that affects the diaphragm deflection, thereby regulating the amount of EGR.

VARIABLE VALVE TIMING
In the discussion of the four-stroke IC engine, it was explained that the intake and exhaust valves were

opened by a mechanism that is driven from the camshaft. It was explained that the intake valve is

opened during the intake stroke and closed otherwise. Similarly, the exhaust valve is opened during

FIG. 5.47 EGR actuator.
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the exhaust stroke. The exact time during the engine cycle at which these valves open and close is de-

termined by the profile of the camshaft lobes.

The engine performance (including power output and exhaust emissions) is determined partly by

the timing of these openings and closings relative to top dead center (TDC) and bottom dead center

(BDC) and by the amount of opening (valve lift). It has long been known that optimal cam timing

and lift vary with engine operating conditions (i.e., load and RPM). The design of a cam profile

has been a compromise that yields acceptable performance over the entire engine operating envelope.

A long-sought goal for the four-stroke IC engine has been the ability to continuously vary valve

timing and lift to achieve optimum performance at all operating conditions. In this chapter, variation

in the opening and closing of valves relative to a fixed point in the engine cycle (e.g., TDC) is termed

variable valve phasing (VVP). It is appropriate to use such a term since the relative time of occurrence

of multiple events in any cyclic process is often called phase.

After a considerable development period, various mechanisms have come into production automo-

tive engines for varying valve phasing under electronic control. Significant improvements in volumet-

ric efficiency are possible with VVP. For example, if the exhaust valve closing is delayed relative to

BDC and relative to intake valve opening, there is a portion of the cycle in which both valves are open

simultaneously (known as valve overlap). The gas dynamics of the exhaust gas leaving the cylinder and

intake air entering the cylinder are such that volumetric efficiency is improved by this valve overlap.

The optimum overlap varies with operating conditions, and electronic control (with a suitable actuator)

is required to achieve this optimum. VVP can be achieved by regulating the timing of either or both the

exhaust or intake valves.

A representative example of the mechanism for valve phasing is depicted in Fig. 5.48. Fig. 5.48A is

a front view of the engine. Both camshafts are driven via sprocket gears that are, in turn, driven by a

sprocket gear mounted at the end of the crankshaft. These sprocket gears can be coupled via a chain (or

a timing belt or possibly by a gear system) to a gear on the crankshaft.

In this hypothetical example, each cam sprocket includes a housing within that is a helical spline

gear that engages an inner gear connected rigidly to this sprocket gear. Fig. 5.48B shows an exploded

view of the helical gear and the camshaft sprocket gear. The camshaft is connected to the helical spline

and rotates with it relative to the sprocket as the helical gear moves axially. This conversion of axial

displacement to relative rotary motion is responsible for advancing and retarding the exhaust camshaft

relative to the exhaust camshaft sprocket.

The helical gear is moved axially by engine lubricating oil acting on a pair of pistons within

cylinders located at either end of the helical gear. Oil under pressure is supplied to a pair of sealed

chambers, the ends of which are the helical gear (acting as a piston). The axial displacement of

the helical gear is regulated by a variable-duty-cycle solenoid-activated control valve that is itself reg-

ulated by the engine electronic control system. By regulating the axial displacement of the helical gear,

the engine control system controls the relative phasing of the exhaust and intake camshafts.

An alternate cam phasing mechanism is depicted in Fig. 5.48C. This mechanism incorporates

extended vanes (V) on the camshaft (C). The vanes are located within recesses in the camshaft

gear G. Gear teeth T are circumferentially located around the gear. Although only three gear teeth

are shown in the figure, they extend around the periphery of the gear and engage the camshaft drive

chain/belt/gears. The vanes, which have the same thickness as the gear, fit tightly into the recesses.

Rotation of the camshaft/vanes within the recesses provides the rotational movement that is respon-

sible for variable valve phasing.
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The recesses are larger circumferentially than the vanes such that chambers A and R are formed

between the gear and the vanes. Oil, under pressure, is supplied to these sets of chambers differentially

filling them completely such that the volume of one chamber increases as the other decreases. The

pressure in the chambers is maintained by a pair of covering plates P1 and P2, which provide sealing

of the chambers. A single cam lobe (CL) is depicted on the camshaft extension from the variable valve

phasing mechanisms. Such a cam lobe is present for each cylinder operated by the camshaft. Although

they are not shown in Fig. 5.48C, there are passageways that supply the oil under pressure.

Fig. 5.48D depicts a spool valve assembly that permits the pressurized oil to be sent to either theA or

R chambers and allows the displaced oil on the opposite side (i.e., the nonpressurized side) to return to

the engine oil sump. When pressurized oil is supplied to the A chambers and released from the R cham-

bers, the camshaft rotates clockwise as shown in Fig. 6.33C, thereby advancing camshaft phase. The

reverse is true when the pressurized oil is supplied to the R chambers and the oil displaced from the A
chambers returns to the engine oil sump. Once the desired cam phasing has been achieved, this spool

valve is centered, and the oil is blocked from further movement. The camshaft phase is rigidly main-

tained under so-called “hydraulic lock” conditions. This hydraulic locking is important to maintain the

desired phasing because the camshaft itself is subjected to the reaction torque from the valve actuation.

The forces acting on each cam lobe include the compression of the valve springs (i.e., the springs that
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FIG. 5.48 Representative WP mechanisms. (A) Camshaft/crackshaft coupling; (B) Spline VVP adjustment; (C)

Differential pressure VVP configuration; (D) VVP control valve.
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hold the valves closed) and inertial forces due to acceleration of the valves and any mechanism required

to operate them. These latter forces predominate for RPM above a certain level depending on spring

rate and the mass of the valve actuation mechanism.

The spool valve actuation is implemented via one or more electromechanical actuators (depending

upon system configuration), which are typically solenoids. Fig. 5.48D depicts a pair of solenoids SA

and SR. The VVP control comes from the electronic engine control unit (ECU) in the form of currents

iA and iR. In one implementation, the current(s) that regulate spool valve position are variable-duty-

cycle electrical pulse signals, as described earlier in this chapter.

VVP MECHANISM MODEL
Next, an approximate model is developed for the VVPmechanism that has been described qualitatively

above. This model is used in Chapter 6 to explain the operation of the VVP under power train control. In

the implementation shown in Fig. 5.48C and D, the spool valve is centered via a spring when iA¼0 and

iR¼0. In this condition, the mechanism is in hydraulic lock, and the cam phase is constant. Whenever

the pulsed current iA is supplied to SA, the pressurized oil p is supplied to chamber A, and the displaced
oil from chamber R is sent to the oil sump causing the camshaft phase to advance. The displacement of

the spool valve within its housing (xA) is proportional to the duty cycle δA of the pulsed current iA.
The pressure in chamber A denoted pA (for a given supply pressure from the main oil galley) is

proportional to spool valve displacement, which is proportional to δA. The model for chamber

A pressure is given by

pA ¼ kpAδA

The torque acting on the camshaft to advance the camshaft phasing Tc is proportional to the pressure

differential between the A and R chambers. Since the oil in chamber R (for nonzero current iA) is
returned to the oil sump, the pressure in chamber R (i.e., pR) is slightly above oil sump pressure

(i.e., atmospheric pressure). The torque acting on the camshaft to advance the cam phase Tc is given by

Tc ¼ kcδA for iA nonzero (5.135)

where kc is the constant for the geometry and for constant oil supply pressure. Similarly, whenever

pulsed current iR (having duty cycle δR) is sent to solenoid SR, the spool valve position is negative,

and pressurized oil is sent to chamber R (causing the camshaft phase to retard). The corresponding

torque acting on the camshaft is negative and given by

Tc ¼�kcδR for iR nonzero (5.136)

With proper design, such a system can be modeled as a linear actuator in the following form:

Tc ¼ kcu (5.137)

where u is the control signal from electronic engine control system:

u¼ δA iA nonzero

¼�δR iR nonzero
(5.138)

The torque applied to the camshaft results in dynamic angular movement of the camshaft ϕc(t) mea-

sured relative to the camshaft drive gear (G; see Fig. 5.34C). It is convenient to represent this dynamic

motion with the following approximate linear model:
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Jc €ϕc +Bc
_ϕc ¼ Tc (5.139)

¼ kcu (5.140)

where Jc¼moment of inertia of the components that rotate relative to the gear and Bc¼viscous

damping coefficient for VVP mechanism.

The VVP actuator mechanism can now be modeled as a transfer function Hp(s) (see Appendix A),

which is given by

Hp ¼ϕc sð Þ
u sð Þ

¼ ka
s s+ soð Þ

(5.141)

where

ka ¼ kc
Jc

so ¼Bc

Jc

Parameters for a hypothetical VVP mechanism are as follows:

ka ¼ 2600

so ¼ 17

The transfer function Hp(s) is the plant for a VVP control system that is incorporated as a function in

the engine/power train control system for an engine with VVP. The electronic control for this VVP is

described and analyzed in Chapter 6.

ELECTRIC MOTOR ACTUATORS
Perhaps the most important electromechanical actuator in automobiles is an electric motor. Electric

motors have long been used on automobiles beginning with the starter motor, which uses electric power

supplied by a storage battery to rotate the engine at sufficient RPM that the engine can be made to start

running. Motors have also been employed to raise or lower windows and position seats and for

actuators on airflow control at idle (see Chapter 6). In recent times, electric motors have been used

to provide the vehicle primary motive power in hybrid or electric vehicles.

There are a great number of electric motor types that are classified by the type of excitation (i.e., DC

or AC), the physical structure (e.g., smooth air gap or salient pole), and the type of magnet structure for

the rotating element (rotor), which can be either a permanent magnet or an electromagnet. However,

there are certain fundamental similarities between all electric motors, which are discussed below. Still

another distinction between types of electric motors is based upon whether the rotor receives electrical

excitation from sliding mechanical switch (i.e., commutator and brush) or by induction. Regardless of

motor configuration, each is capable of producing mechanical power due to the torque applied to the

rotor by the interaction of the magnetic fields between the rotor and the stationary structure (stator) that

supports the rotor along its axis of rotation.
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It is beyond the scope of this book to consider a detailed theory of all motor types. Rather, we in-

troduce basic physical structure and develop analytic models that can be applied to all rotating elec-

tromechanical machines. Furthermore, we limit our discussion to linear, time-invariant models, which

are sufficient to permit performance analysis appropriate for most automotive applications.

We introduce the structures of various electric motors with Fig. 5.49, which is a highly simplified

sketch depicting only the most basic features of the motor.

This motor has coils wound around both the stator (having N1 turns) and the rotor (having N2 turns),

which are placed in slots around the periphery in an otherwise uniform gap machine. In this simplified

drawing, only two coils are depicted. In practice, there are more than two with an equal number in both

the stator and rotor. Each winding in either stator or rotor is termed a “pole” of the motor. Both stator

and rotor are made from ferromagnetic material having a very high permeability (see discussion above

on ferromagnetism). It is worthwhile to develop a model for this simplified idealized motor to provide

the basis for an understanding of the relatively complex structure of a practical motor. In Fig. 5.49, the

stator is a cylinder of length ‘, and the rotor is a smaller cylinder supported coaxially with the stator

such that it can rotate about the common axis. The angle between the planes of the two coils is

denoted θ, and the angular variable about the axis measured from the plane of the stator coil is

denoted α. The radial air gap between rotor and stator is denoted g. It is important in the design of

any rotating electric machine (including motors) to maintain this air gap as small as is practically fea-

sible since the strength of the associated magnetic fields varies inversely with g. The terminal voltages
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FIG. 5.49 Schematic representation of electric motor.
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of these two coils are denoted v1 and v2. The currents are denoted i1 and i2, and the magnetic flux link-

age for each is denoted λ1 and λ2, respectively. Assuming for simplification purposes that the slots car-

rying the coils are negligibly small, the magnetic field intensity H is directed radially and is positive

when directed outward and negative when directed inward.

The terminal excitation voltages are given by

v1 ¼ _λ1

v2 ¼ _λ2

The magnetic flux density in the air gap Br is also radially directed and is given by

Br ¼ μ0Hr (5.142)

where μo is the permeability of air.

This magnetic flux density is continuous through the ferromagnetic structure, but because the per-

meability of the stator and rotor (μ) is very large compared with that of air, the magnetic field intensity

inside both the rotor and stator is negligibly small:

H’0 inside ferromagnetic material.

The contour integral along any path (e.g., contour C of Fig. 5.49) that encloses the two coils is

given by

IT ¼
þ
C

�H:d‘¼ 2gHr αð Þ (5.143)

The magnetic flux density Br(α) is also directed radially and is given by

Br αð Þ¼ μoHr αð Þ
This magnetic field intensity is a piecewise continuous function of α as given below:

2gHr αð Þ¼N1i1� N2i2 0� α< θ

¼N1i1 + N2i2 θ< α< π

¼�N1i1 + N2i2 π< α< π + θ

¼�N1i1� N2i2 π + θ< α< 2π

The magnetic flux linkage for the two coils λ1 and λ2 are given by

λ1 ¼N1

ðπ
o

Br αð Þ‘Rrdα

λ2 ¼N2

ðπ + θ
θ

Br αð Þ‘Rrdα

(5.144)

where Rr is the rotor radius.

It is assumed in the integrals for λ1 and λ2 that the so-called fringing magnetic flux outside of

the axial length ‘ of the rotor/stator is negligible. Using the concept of inductance for each coil as

introduced in the discussion about solenoids, this flux linkage can be written as a linear combination

of the contributions from i1 and i2:

λ1 ¼ L1i1 +Lmi2 (5.145)

λ2 ¼ Lmi1 + L2i2 (5.146)
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where

L1 ¼N2
1Lo ¼ self inductance of coil 1 (5.147)

L2 ¼N2
2Lo ¼ self inductance of coil 2 (5.148)

Lo ¼ μo‘Rrπ

2g
(5.149)

The parameter Lm is the mutual inductance for the two coils that is defined as the flux linkage induced in

each coil due to the current in the other divided by that current and is given by

Lm ¼ LoN1N2 1�2θ

π

� �
0< θ< π

¼ LoN1N2 1 +
2θ

π

� �
�π< θ< 0

The above formulas for these inductances provide a sufficient model to derive the terminal voltage/

current relationships and the electromechanical models for motor performance calculations. The

self-inductances for each coil are independent of θ, but the mutual inductance varies with θ such that

Lm(θ) is a symmetrical function of θ. It can be formally expanded in a Fourier series in θ having only

cosine terms in odd harmonics as given below:

Lm θð Þ¼M1 cos θð Þ +M3 cos 3θð Þ+M5 cos 5θð Þ+⋯ (5.150)

In any practical motor, there will be a distribution of windings such that the fundamental componentM1

predominates; that is, the mutual inductance is given approximately by

Lm ’M cos θð Þ (5.151)

For notational convenience, the subscript 1 onM1 is dropped. Any motor made up of multiple matching

pairs of coils in the stator and rotor will have a set of terminal relations in the flux linkages for the stator

and rotor λs and λr, respectively, given by

λs ¼ Lsis +Mir cos θ

λr ¼ Lrir +Mis cos θ

The torque of electrical origin acting on the rotor Te is given by

Te ¼�@WmM

@θ

where, for a linear lossless system, the mutual coupling energy WmM is

WmM ¼�isirLm θð Þ
The torque Te is given by

Te ¼�isirM sin θ

The mechanical dynamics for the motor are given by

Te ¼ Jr
d2θ

dt2
+Br

dθ

dt
+Cc sign

dθ

dt

� �
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where Jr is the rotor moment of inertia about its axis, Bv is the rotational damping coefficient due to

rotational viscous friction, and Cc is the coulomb friction coefficient.

It is of interest to evaluate the motor performance by calculating the motor mechanical power Pm for

a given excitation. Let the excitation of the stator and rotor be from ideal current sources such that

is ¼ Is sin ωstð Þ
ir ¼ Ir sin ωrtð Þ

θ tð Þ¼ωmt+ γ

(5.152)

where ωm is the rotor rotational frequency (rad/s) and γ expresses an arbitrary time-phase parameter.

The motor power is given by

Pm ¼ Teωm (5.153)

¼�ωmIsIrM sin ωstð Þsin ωrtð Þsin ωmt+ γð Þ (5.154)

This equation can be rewritten using well-known trigonometric identities in the form

Pm ¼�ωmIsIrM

4
fsin ωm +ωs�ωrð Þt+ γ½ �+ sin ωm�ωs +ωrð Þt+ γ½ �

�sin ωm +ωs +ωrð Þt+ γ½ �� sin ωm�ωs�ωrð Þt+ γ½ �g
(5.155)

The time average value of any sinusoidal function of time is zero. The only conditions under which the

motor can produce a nonzero average power are given by the frequency relationships below:

ωm ¼
ωS
ωr (5.156)

For example, whenever ωm¼ωs+ωr, the motor time average power Pmav is given by

Pmav
¼ωmIsIrM

4
sin γ (5.157)

In such a motor, an equilibrium operation will be achieved when Pmav
¼PL where PL¼ load power.

Thus, the phase between rotor and stator fields is given by

sin γ¼ 4PL

ωmIsIrM
(5.158)

provided

PL �ωmIsIrM

4
(5.159)

The above frequency conditions (Eq. 5.156) are fundamental to all rotating machines and are required

to be satisfied for any nonzero average mechanical output power. Each different type of motor has a

unique way of satisfying the frequency conditions. We illustrate with a specific example, which has

been employed in certain hybrid vehicles. This example is the induction motor. However, before pro-

ceeding with this example, it is important to consider an issue in motor performance. Normally, electric

motors that are intended to produce substantial amounts of power (e.g., for hybrid vehicle application)

are polyphase machines; that is, in addition to the windings associated with stator excitation, a poly-

phase machine will have one or more additional sets of windings that are excited by the same frequency

but at different phases. Although three-phase motors are in common use, the analysis of a two-phase
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induction motor illustrates the basic principles of polyphase motors with a relatively simplified model

and is assumed in the following discussion.

TWO-PHASE INDUCTION MOTOR
A two-phase motor has two sets of windings displaced at 90 degrees in the θ direction and excited by

currents with a 90 degrees phase for both stator and rotor. A so-called balanced two-phase motor will

have its coil excited by currents ias and ibs for phases a and b, respectively, where

ias ¼ Is cos ωstð Þ
ibs ¼ Is sin ωstð Þ (5.160)

The rotor is also constructed with two sets of windings displaced physically by 90 degrees and excited

with currents iar and ibr having 90 degrees phase shift:

iar ¼ Ir cos ωrtð Þ
ibr ¼ Ir sin ωrtð Þ (5.161)

A two-phase induction motor is one in which the stator windings are excited by currents given above

(i.e., ias and ibs). The rotor circuits are short-circuited such that var¼vbr¼0, where var is the terminal

voltage for windings of phase a and vbr is the terminal voltage for the b phase. The currents in the rotor
are obtained by induction from the stator fields. By extension of the analysis of the single-phase ex-

citation, the terminal flux linkages are given by

λas ¼ Lsias +Miar cos θ�Mibr sin θ

λbs ¼ Lsibs +Miar sin θ +Mibr cos θ

λar ¼ Lriar +Mias cos θ +Mibs sin θ

λbr ¼ Lribr�Mias sin θ +Mibs cos θ

(5.162)

The torque Te and instantaneous power Pm for the two-phase induction motor are given by

Te ¼M iaribs� ibriasð Þcos θ� iarias + ibribsð Þsin θ½ �
Pm ¼ωmMIsIr sin ωm�ωs +ωrð Þt+ γ½ �

(5.163)

The average power Pav is nonzero when ωm¼ωs�ωr and is given by

Pa ¼ωmMIsIr sin γ

Since the rotor terminals are short-circuited, we have

dλar
dt

¼ dλbr
dt

¼ 0 (5.164)

The two rotor currents, thus, satisfy the following equations:

0¼Rriar +Lr
diar
dt

+MIs
d

dt
½cos ωstð Þcos ωmt+ γð Þ

+ sin ωstð Þsin ωmt+ γð Þ�
(5.165)

0¼Rribr +Lr
dibr
dt

+MIs
d

dt
½�cos ωstð Þsin ωmt+ γð Þ

+ sin ωstð Þcos ωmt+ γð Þ�
(5.166)
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where Rr and Lr are the resistance and self-inductance of the two sets of (presumed) identical structure.

These equations can be rewritten as

Lr
diar
dt

+Rriar ¼MIs ωs�ωmð Þsin ωs�ωmð Þt� γ½ � (5.167)

Lr
dibr
dt

+Rribr ¼�MIs ωs�ωmð Þcos ωs�ωmð Þt� γ½ � (5.168)

The current ibr is identical to iar except for a 90 degrees phase shift as can be seen from Eqs. (5.167),

(5.168). Note that the current for both phases are at frequency ωr where

ωr ¼ ωs�ωmð Þ
Thus, the induction motor satisfies the frequency condition by having currents at the difference

between excitations and rotor rotational frequency. The current iar is given by

iar ¼ ωs�ωmð ÞMIsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
r + ωs�ωmð Þ2L2r

q cos ωs�ωmð Þt�α½ � (5.169)

where

α¼� π

2
+ γ + β

� 

and β¼ tan�1 ωs�ωmð Þ

Rr
Lr

� �
(5.170)

The current in phase b is identical except for a 90 degrees phase shift. Substituting the currents for rotor
and stator into the equation for torque Te yields the remarkable result that the this torque is independent

of θ and is given by

Te ¼ ωs�ωmð ÞM2RrI
2
s

R2
r + ωs�ωmð Þ2L2r

(5.171)

The mechanical output power Pm is given by

Pm ¼ωmTe

¼ ω2
sM

2I2s
Rr=sð Þ2 +ω2

s L
2
r

" #
1� s

s

� �
Rr

where s is called slip and is given by

s¼ωs�ωm

ωs
(5.172)

The induction machine has three modes of operation as characterized by values of s. For 0< s<1, it

acts as a motor and produces mechanical power. For�1< s<0, it acts like a generator, and mechanical

input power to the rotor is converted to output electrical power. For s>1, the induction machine acts

like a brake with both electrical input and mechanical input power dissipated in rotor ir
2Rr losses. Be-

cause of its versatility, the induction motor has great potential in hybrid/electric vehicle propulsion

applications. However, it does require that the control system incorporates solid-state power switching

electronics to be able to handle the necessary currents. Moreover, it requires precise control of the ex-

citation current.

The application of an induction motor to provide the necessary torque to move a hybrid or electric

vehicle is influenced by the variation in torque with rotor speed. Examination of Eq. (5.114) reveals that
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the motor produces zero torque at synchronous speed (i.e., ωm�ωs). The torque of an induction motor

initially increases from its value at ωm¼0 reaches a maximum torque (Tmax) at a speed ωm ¼ω�
m when

0�ω�
m �ωs

The torque has a negative slope given by

dTe
dωm

< 0 ωm >ω�
m

Normally, an induction motor is operated in the negative slope region of Tm(ωm) (i.e., ω�
m >ωm <ωs)

for stable operation. Equilibrium is reached at a motor rotational speedωm at which the motor torque Te
and load torque TL are equal, that is, Te ωmð Þ ¼ TL ωmð Þ:

This point is illustrated for a hypothetical load torque that is a linear function of motor speed such

that the load torque is given by

TL ¼KLωm (5.173)

Fig. 5.50 illustrates the motor and load torques for a load that varies linearly with ωm.

For convenience of presentation, Fig. 5.50 presents normalized motor torque and load torque

normalized to the maximum torque Tmax where

Tmax ¼ max
ωm

Te ωmð Þð Þ (5.174)
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This maximum occurs atωm ¼ω�
m, which, for the present hypothetical normalized example, is given by

ω�
m

ωs
ffi 0:68

Fig. 5.50 also presents two load torques normalized to Tmax:

TL1 ¼KL1ωm=Tmax

TL2 ¼KL2ωm=Tmax

where KL2 >KL1.

The normalized motor torque Tm is defined by the following:

Tm ¼ Te=Tmax

The operating motor speed for these two load torques are the two intersection points ω01 and ω02 where

Tm ω01ð Þ¼ TL1 ω01ð Þ
Tm ω02ð Þ¼ TL2 ω02ð Þ

These two intersection points are the steady-state operating conditions for the two load torques. The

higher of the two loads has a steady-state operating point lower than the first (i.e., ω02<ω01).

Chapter 6 discusses the control of an induction motor that is used in a hybrid electric vehicle. There,

the model for load torque versus vehicle operating conditions is developed.

BRUSHLESS DC MOTORS
Next, we consider a relatively new type of electric motor known as a brushless DC motor. A brushless

DCmotor is not a DCmotor at all in that the excitation for the stator is AC. However, it derives its name

from physical and performance similarity to a shunt-connected DC motor with a constant field current.

An example of this type of motor incorporates a permanent magnet in the rotor and electromagnet poles

in the stator as depicted in Fig. 5.51. Traditionally, permanent magnet rotor motors were generally only

useful in relatively low-power applications. Recent development of some relatively powerful rare-earth

magnets and the development of high-power switching solid-state devices have substantially raised the

power capability of such machines.

The stator poles are excited such that they have magnetic N and S poles with polarity as shown in

Fig. 5.51 by currents Ia and Ib. These currents are alternately switched on and off from a DC source at a

frequency that matches the speed of rotation. The switching is done electronically with a system that

includes an angular position sensor (S) attached to the rotor. This switching is done so that the magnetic

field produced by the stator electromagnets always applies a torque on the rotor in the direction of its

rotation.

The torque �Tm applied to the rotor by the magnetic field intensity vector �H created by the stator

windings is given by the following vector product:

�Tm ¼ γ �M	 �Hð Þ (5.175)

where �M is the magnetization vector for the permanent magnet and γ is the constant for the

configuration.

The direction of this torque is such as to cause the permanent magnet to rotate toward parallel align-

ment with the driving field �H (which is proportional to the excitation current). The magnitude of the

torque Tm is given by

Tm ¼ γMH sin θð Þ
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where M¼magnitude of �M, H¼magnitude of �H, and θ¼angle between �M and �H.

If the permanent magnet rotor were allowed to rotate in a static magnetic field, it would only turn

until θ¼0 (i.e., alignment).

In a brushless DC motor, however, the excitation fields are alternately switched electronically such

that a torque is continuously applied to the rotor magnet. In order for this motor to continue to have a

nonzero torque applied, the stator windings must be continuously switched synchronous with rotor ro-

tation. Although only two sets of stator windings are shown in Fig. 5.51 (i.e., two-pole machine), nor-

mally there would be multiple sets of windings, each driven separately and synchronously with rotor

rotation. In effect, the sequential application of stator currents creates a rotating magnetic field that

rotates at rotor frequency (ωr).

A simplified block diagram of the two-pole motor control system for the motor of Fig. 5.51A and B

is shown in Fig. 5.51C. A sensor Smeasures the angular position θ of the rotor relative to the axes of the
magnetic poles of the stator. A controller determines the time for switching currents Ia and Ib on and the
duration. The switching times are determined such that a torque is applied to the rotor in the direction of

rotation.

At the appropriate time, transistor A is switched on, and electric power from the onboard DC source

(e.g., battery pack) is supplied to the poles A of the motor. The duration of this current is regulated by
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controller C to produce the desired power (as commanded by the driver). After rotating approximately

90 degrees, current Ib is switched on by activating transistor B via a signal sent by controller C.
The rotor permanent magnet is equivalent to an electromagnet with DC excitation (i.e.,ωr¼0). The

frequency at which the currents to the stator coils are switched is always synchronous with the speed of

rotation. Thus, the frequency condition for the motor is satisfied since ωs¼ωm. This speed is deter-

mined by the mechanical load on the motor and the power commanded by the controller. As the power

command is increased, the controller responds by increasing the duration of the current pulse supplied

to each stator coil. The power delivered by the motor is proportional to the fraction of each cycle that

the current is on (i.e., the so-called duty cycle).

STEPPER MOTORS
The configuration of Fig. 5.51 is similar in form to another important motor having automotive appli-

cations, which is called a stepper motor. Normally, a stepper motor has application where torque loads

are relatively low. Chapter 6 discusses the application of a stepper motor in an engine idle speed control

system. In most cases, the stepper motor output employs a reduction gear system in which the gear

output shaft rotates at only a fraction of the stepper motor output shaft.

A stepper motor of the configuration depicted in Fig. 5.51 has excitation currents iA and iB that are
sequences of nonoverlapping pulses. The relative phasing of the pulses determines the direction of mo-

tor rotation. The motor rotates a fixed angular increment for each pair of pulses iA and iB. Very precise
angular position control is obtained for a stepper motor by the number and relative phasing of pairs of

such pulses. A control system can advance the load placed on the stepper motor-gear system by a spec-

ified amount via the number of output pulses sent to the motor. Feedback via a position sensor of the

load movement can be used in conjunction with the output pulses to assure the desired displacement of

the load object on the motor/gear system.

The speed of motion of the output shaft is proportional to the pulse frequency of the sequences of

pulses on iA and iB. However, any such stepper motor has an upper bound on this speed such that the

driving pulses are nonoverlapping in time.

IGNITION SYSTEM
The equivalent of an actuator for the ignition system on an engine is the combination of the spark plug,

the ignition coil, and driver electronic circuits. This is the subsystem that receives the electrical signal

from the engine controller and delivers as its output the spark that ignites the mixture near the end of the

compression stroke.

Fig. 5.52 is a block diagram schematic drawing illustrating this subsystem. The primary circuit of

the coil (depicted as the left portion P of the coil in Fig. 5.52) is connected to the battery and through a

power transistor to ground. For convenience, the collector, emitter, and base are denoted C, E, and B,
respectively (see Chapter 2). The coil secondary S is connected to one or more spark plugs, as explained

in Chapter 6. A model for the operation of the ignition system is developed next.
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IGNITION COIL OPERATIONS
The ignition coil is a structure in which a pair of windings (primary P and secondary S) is wound around
a ferromagnetic core. This core forms a closed magnetic path linking (ideally) all P and S turns. In

contemporary automotive electronic systems, there is often a single coil for each spark plug or for each

pair of spark plugs.

Fig. 5.53 depicts a functionalmodel for the ignition system inwhich the ignition coil is representedby

a structure having the topology of a transformer. Denoting the number of turns in the secondaryNs and in

the primaryNp for any practically useful ignition coilNs≫Np. Although this figure depicts a single spark

plug and coil, there must be, of course, a separate circuit for each cylinder (or pair of cylinders).

The engine control unit (ECU) controls the operation of the ignition system via a control signal (eb)
that is applied to the base of transistor Q. Whenever base current ib¼0, the transistor is in a cutoff

condition and its collector current ic ffi 0. At the appropriate time (as determined from angular position

measurements of the crankshaft and camshaft), the ECU outputs a signal that causes the transistor to

switch from cutoff to saturation (see Chapter 2). In saturation, the transistor emitter/collector resistance

Rec¼Ron where Ron is a small but nonzero resistance. The collector current Ip that flows under satu-
ration conditions can be shown to satisfy the following differential equation:

Vb ¼RonIp + Lp
dIP
dt

(5.176)

where Vb is the vehicle power bus voltage and Lp is the primary coil inductance. Using the Laplace

transform methods of Appendix A, the current Ip through the coil (equal to the collector current)

primary can be shown to be

Ip tð Þ¼ Vb

Ron
1� e�t=τc

� 


where

τc ¼ Lp=Ron

Normally, the ECUwill generate a control signal eb of sufficient duration that Ip has essentially reached
the steady-state value of Vb/Ron. The duration of this control signal is known as “dwell.” The end of this

dwell period corresponds to the time that spark is to occur for the given cylinder. At this time, the ECU

switches off the control signal, and the coil primary current drops rapidly to 0 (as influenced by the

capacitor Cp in Fig. 5.52).
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The physical process of creating the spark is the very large coil secondary voltage Vs that is given by

Vs ¼Ns
dΦ

dt

where Φ is the total magnetic flux through the core, magnetically linking the Ns turns of the coil

secondary.

From the discussions of magnetic field theory for various magnetic sensors and actuators earlier in

this chapter, it was shown that the lines of constant magnetic flux density within the ferromagnetic coil

core are parallel to the contour C depicted in Fig. 5.53. It can be shown that the total magnetic flux is

proportional to the coil primary current Ip. At the end of the dwell period, this flux will have reached a
saturation value Φs given approximately by

Φs ffi μcAcVb

‘cRon
Np

where μc is the core permeability, ‘c is the distance around contour C, Np is the number of turns of the

primary coil, and Ac is the core cross-sectional area (normal to C).
The secondary voltage (Vs(t)) is a short-duration, very large peak amplitude voltage pulse. The large

amplitude of this pulse results from the relatively large value for Ns and the very large time rate of

change of Φ when the transistor is “switched” off. The capacitor Ci, which is shown in Fig. 5.53, is

partly responsible for the very large rate of change of Ip at the end of dwell.

The generation of the high voltage necessary for ignition based upon magnetic induction using a

coil such as is described above has been used to create the ignition spark in various circuits since the

earliest days of the four-stroke spark-ignited IC engine. This method is likely to continue well into

the future for this engine type.

With the background in sensors and actuators from this chapter, it is now possible to discuss the

various automotive control systems. Separate chapters are devoted to each of the vehicular

technology areas.
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INTRODUCTION
Traditionally, the term powertrain has been used to include the engine, transmission, differential, and

drive axle/wheel assemblies. With the advent of electronic controls, the powertrain also includes the

electronic control system (in whatever configuration it has). In addition to engine control functions for

emission regulation, fuel economy, and performance, electronic controls are also used in the automatic

transmission to select shifting as a function of operating conditions. Moreover, certain vehicles employ

electronically controlled clutches in the differential (transaxle) for traction control. Electronic controls

for these major powertrain components can be either separate (i.e., one for each component) or

integrated system regulating the powertrain as a unit.

This latter integrated control system has the benefit of obtaining optimal vehicle performance

within the constraints of exhaust emission and fuel economy regulations. Each of the control systems

is discussed separately beginning with electronic engine control. Then, a brief discussion of integrated

powertrain follows. Several new powertrain technologies that were not presented in the seventh edition

of this book have been added to this chapter. This chapter concludes with a discussion of hybrid electric

vehicle (HEV) control systems in which propulsive power comes from an IC engine or an electric

motor or a combination of both. The proper balance of power between these two sources is a complex

function of operating conditions and governmental regulations.

DIGITAL ENGINE CONTROL
Chapter 4 discussed some of the fundamental issues involved in electronic engine control. This chapter

explores some practical digital control systems. There is, of course, considerable variation in the con-

figuration and control concept from one manufacturer to another. However, this chapter describes rep-

resentative control systems that are not necessarily based on the system of any given manufacturer,

thereby giving the reader an understanding of the configuration and operating principles of a generic

representative system. As such, the systems in this discussion are a compilation of the features used by

several manufacturers.

In Chapter 4, engine control was discussed with respect to continuous-time representation. In fact,

modern engine control systems, such as the ones discussed in this chapter, are digital. A typical engine

control system incorporates a microprocessor and is essentially a special-purpose computer

(or microcontroller).
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Electronic engine control has evolved from a relatively rudimentary fuel control system employ-

ing discrete analog components to the highly precise fuel and ignition control achieved through

microprocessor-based integrated digital electronic powertrain control. The motivation for develop-

ment of the more sophisticated digital control systems has been the increasingly stringent exhaust

emission and fuel economy regulations that have evolved recently. It has proved to be cost effective

to implement the powertrain controller as a multimode computer-based system to satisfy these

requirements.

A multimode controller operates in one of many possible modes and, among other tasks,

changes the various calibration parameters as operating conditions change in order to optimize per-

formance. To implement multimode control in analog electronics, it would be necessary to change

hardware parameters (e.g., via switching systems) to accommodate various operating conditions.

In a computer-based controller, however, the control law and system parameters are changed

via program (i.e., software) control. The hardware remains fixed, but the software is reconfigured

in accordance with operating conditions as determined by sensor measurements and switch inputs

to the controller.

This chapter will explain how the microcontroller under program control is responsible for gener-

ating the electrical signals that operate the fuel injectors and trigger the ignition pulses. This chapter

also discusses secondary functions (including management of secondary air that must be provided to

the catalytic converter, EGR regulation, and evaporative emission control) that have not been discussed

in detail before.

All digital systems are inherently discrete-time model based. That is, rather than modeling systems

or subsystems on a continuous-time basis, all processes are characterized at discrete times tk where

tk ¼ kTs k¼ 1,2,3

Ts ¼ sample time
(6.1)

The time interval between successive sample times is the period during which the control system per-

forms the necessary computations to perform its function. The theoretical basis for discrete-time sys-

tem modeling and analysis has been explained in Appendix B. However, as explained in Chapter 4, the

majority of automotive control or instrumentation systems employ some analog sensors and actuators

(or in the instrumentation case, displays).

In Chapter 5, it was shown that a number of sensors and actuators are analog devices that are mod-

eled as functions of continuous-time t. As described in Appendix B, measurements made by

continuous-time sensors are sampled at times tk to obtain the necessary discrete-time system input.

When representing the sampled data from a continuous-time sensor having an output terminal voltage

V0(t), the notation used here to represent the kth sample of V0 is Vk where

Vk ¼V0 tkð Þ (6.2)

It is, perhaps, worthwhile at this point to illustrate the operation of a digital control systemwith a simple

example. Although certain automotive control requires measurements from multiple sensors (i.e., with

multiple inputs) to perform a specific task, our illustration considers the example of a single-input,

single-output (SISO) linear system. Let the input to the controller at time tk be xk and the output cor-

responding to this and other previous inputs be denoted yk. It should be noted that yk is output from the

digital system at a time delayed from the xk owing to the nonzero computation time. As explained in
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Appendix B, one form for the relationship between the input and output of a linear SISO digital system

is given by the recursive algorithm below:

yk ¼
XM
m¼0

amxk�m�
XN
n¼1

bnyk�n (6.3)

The coefficients am and bn are chosen by the designer to perform a specific task. It should be noted that

for a purely linear system with continuous-time sensor and actuator, it is possible to develop the control

function relating input and output using continuous-time techniques. Then, the discrete-time coeffi-

cients can be obtained from this continuous-time function by a discretization process as described

in Appendix B.

The trend in contemporary automotive electronic systems is to perform multiple control operations

using an integrated digital system based upon a microprocessor/microcontroller. Furthermore, it is an

aspect of a digital system that nonlinear transformations and/or calculations are handled as well as lin-

ear ones. In addition, various components and/or subsystems are interconnected via a digital commu-

nication network, which is termed an in-vehicle network (IVN). Chapter 9 presents detailed discussions

of various IVNs in use in contemporary vehicles. This type of interconnection architecture as employed

in powertrain control is deferred to that chapter.

DIGITAL ENGINE CONTROL FEATURES
Recall from Chapter 4 that one primary purpose of the electronic engine control system is to regulate

the mixture (i.e., air-fuel), the ignition timing, and the EGR. Virtually, all major manufacturers of cars

sold in the United States (both foreign and domestic) use the three-way catalytic converter for meeting

exhaust emission constraints. For such cars with gasoline only fuel, the air/fuel ratio is held as closely as

possible to the stoichiometric value of about 14.7 for as much of the time as possible. Ignition timing

and EGR are controlled separately to optimize performance and fuel economy.

Fig. 6.1 illustrates the primary components of an electronic engine control system. In this figure,

the engine control system is a microcontroller, typically implemented with a specially designed mi-

croprocessor or microcontroller and operating under program control. Chapter 3 presents a discus-

sion of the contemporary programming environment for vehicular electronic systems (AUTOSAR).

In this chapter, the algorithms for powertrain control are presented. These algorithms are represen-

tative of those that are incorporated as program modules. Spark plugs for this four-cylinder example

are denoted S.P.

Often, the controller incorporates hardware for the multiply/divide operation and ROM (see

Chapter 3). The hardware multiply greatly speeds up the multiplication routines, which are generally

cumbersome and slow when implemented by a subroutine in the software. The associated ROM con-

tains the program for each mode and calibration parameters and lookup tables. The microcontroller

under program control generates output electrical signals to operate the fuel injectors so as to maintain

the desired mixture and ignition to optimize performance. For a given engine output power (as com-

manded by the driver via the accelerator pedal), the correct mixture is obtained by regulating the quan-

tity of fuel delivered into each cylinder during the intake stroke in accordance with the corresponding

intake air mass, as explained in Chapter 4.
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With respect to the fuel control function, the digital engine control system obtains a measurement of

mass airflow typically using a mass airflow (MAF) sensor. As shown in Chapter 5, the MAF sensor

generates an output terminal voltage vo given by

vo tð Þ¼ fm _Ma

� �
(6.4)

where _Ma is the instantaneous mass airflow rate into the engine intake system (kg/s).

As explained in Chapter 5, the function fm for a representative production MAF sensor is given by

vo _Ma

� �¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2o 0ð Þ+KMAF

_Ma

q

However, a digital fuel control system can invert a nonlinear function to obtain the value _Ma of mass

airflow:

_Ma ¼ f�1
m voð Þ (6.5)

As explained in Chapter 4, the intake to the engine includes EGR and air. As will be shown below, the

digital engine control system is able to determine the EGR mass flow rate _MEGR since it controls the

flow of EGR. In certain cases, the EGR rate is determined from a differential pressure sensor (DPS).

Thus, the correction for _MEGR in the MAF sensor output is a straightforward computation.

An ideal engine control would determine the mass of air drawn into the mth cylinder during the nth
engine cycleMa(n, m). This ideal controller would instantaneously inject fuel with a uniform distribu-

tion at the end of the intake process for this cylinder to achieve a uniform stoichiometric mixture

throughout the cylinder in preparation for compression ignition and power generation. This ideal fuel

injection is being achieved in some contemporary engines by a direct injection, as explained later in this

chapter.

A suboptimal fuel injection that is very close to ideal is achieved by well-designed multiport fuel

injection in which fuel is injected during the intake stroke with an injector that sprays fuel into the

Sensors Controller

Fuel injector
driver circuits

Ignition driver circuits

EGR
valve

EGRFuel

Fuel
injectorsMAF

Air Engine

S.P.

FIG. 6.1 Components of an electronically controlled engine.
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intake port close to the intake valve. As will be shown later in this chapter, closed-loop fuel control

provides sufficient regulation of mixture tomeet the strictest emission regulations. It will also be shown

later in this chapter that fuel control operates in several possible modes. However, before proceeding to

this discussion, it is helpful to explain some of the basic issues in the development of the final system

configuration and fuel control algorithms.

In practice, an MAF sensor is placed somewhere in the upstream end of the engine intake system of

tubes that direct airflow to the individual cylinders. Typically, this intake system (called “the intake

manifold”) is designed to achieve as uniform as possible a distribution among all cylinders over the

broadest possible operating range. For the present discussion, it is helpful to assume that a uniform

distribution of air is achieved for each engine cycle.

At any instant t, the total mass of air pumped into the engine during the previous engine cycle of

duration Te (corresponding to crankshaft rotation through 4π radians) is given by

MaT tð Þ¼
ðθe tð Þ

θe tð Þ�4π

_Ma θeð Þdθe (6.6)

where θe(t) is the crankshaft instantaneous angular position at time t, and Te is the period of an engine

cycle at the instantaneous RPM

Te ¼ 120

RPM

For simplification and without serious loss of generality, it is convenient to assume that the engine is

operating at a steady load and RPM. According to our assumptions, the amount of air drawn into any

given cylinder (m) during the nth engine cycle Ma(n, m) is given by

Ma n,mð Þ¼ MaT

Mc
m¼ 1,2,…,Mc (6.7)

where Mc is the number of cylinders.

Note that if the RPM and load are changing but at a slow enough rate, then for at least the period of

one cycle, the above model is sufficiently accurate to compute the desired fuel delivery for a stoichio-

metric mixture.

The fuel mass to be supplied to cylinder m during the nth engine cycle F(n, m) is given by

F n,mð Þ¼ Ma n,mð Þ
Ra=f

(6.8)

where Ra/f is the desired ratio of mass of air to mass of fuel. As explained below, the correct Ra/f

depends upon the control operating mode. It is desirable that Ra/f for gasoline fuel be at stoichiometry

(i.e., Ra/f¼14.7) for as much of the engine-operating period as possible for optimum exhaust emission

regulation.

As explained in Chapter 5, fuel delivery in contemporary engines is provided by fuel injectors.

It should be recalled that a fuel injector is a solenoid-operated valve that is opened by an electrical

control signal at the proper time in the engine cycle for a period of time τf (n, m) (for cylinder m
during cycle n) that is computed in the digital engine control system. It was also explained in

Chapter 5 that fuel under a regulated pressure is available on the upstream side of the fuel injector

valve via the fuel rail.

276 CHAPTER 6 DIGITAL POWERTRAIN CONTROL SYSTEMS



The fuel flow rate _Mf is a function of the fuel rail pressure and the open area of the valve and the

displacement of the pintle by the solenoid. These latter two parameters are fixed by the structure of

the fuel injector. The quantity of fuel delivered by the fuel injector F(n, m) for the mth cylinder during
the nth engine cycle is given by

F n,mð Þ¼
ðtn,m + τF n,mð Þ

tn,m

_Mf dt (6.9)

where tn,m is the beginning time of fuel delivery control binary signal, tn,m+τF(n, m) is the end of fuel

injection period, and _Mf is the fuel flow rate for fuel injector.

It is common practice in contemporary engine design to place the fuel injector near to the intake

valve such that the fuel spray during the fuel injector open period is directed into the cylinder through

the intake valve opening. The binary fuel injection control voltage is timed such that fuel is delivered

during an optimal portion of the intake stroke.

The fuel injector opening and closing dynamics are sufficiently short except for very small F(n, m)
that the fuel delivery is given approximately by

F n,mð Þffi _Mf τF n,mð Þ (6.10)

Although Eq. (6.9) gives the correct calculation of the fuel delivery, for the purpose of simplifying

explanations of fuel control, the model given in Eq. (6.10) is sufficiently accurate for discussion of

fuel control operation.

It should be noted that for steady load and RPM, typically τF should be constant; however, for

varying load and accelerating/decelerating engine τF may vary with both n and m. Consequently,

the notation τF retains both indices.

CONTROL MODES FOR FUEL CONTROL
The engine control system is responsible for controlling fuel and ignition for all possible engine-

operating conditions. However, there are a number of distinct categories of engine operation, each

of which corresponds to a separate and distinct operating mode for the engine control system. The dif-

ferences between these operating modes are sufficiently great that a different software routine may be

used for each. The control systemmust determine the operating mode from the existing sensor data and

call the particular corresponding software routine. We begin with a qualitative survey of system

operation in the various control modes and later present formal models.

For a typical engine, there are at least seven different engine-operating modes that affect fuel con-

trol, engine crank, engine warm-up, open-loop control, closed-loop control, hard acceleration, decel-

eration, and idle. The program for mode control logic determines the engine-operating mode from

sensor data and timers.

In the earliest versions of electronic fuel control systems, the fuel metering actuator typically con-

sisted of one or two fuel injectors mounted near the throttle plate so as to deliver fuel into the throttle

body. These throttle body fuel injectors (TBFIs) were in effect an electromechanical replacement for

the carburetor. Requirements for the TBFI were such that they only had to deliver fuel at the correct

average flow rate for any given mass airflow rate. Mixing of the fuel and air and distribution to the

individual cylinders took place in the intake manifold system.
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The more stringent exhaust emission regulations of recent years have demanded more precise fuel

delivery than can normally be achieved by TBFI. These regulations and the need for improved perfor-

mance have led to timed sequential port fuel injection (TSPFI). In such a system, there is a fuel injector

for each cylinder that is mounted so as to spray fuel directly into the intake of the associated cylinder

(except for direct cylinder injection engines).

For the purposes of the present discussion, fuel delivery is assumed to be TSPFI (i.e., via individual

fuel injectors located so as to spray fuel directly into the intake port and timed to coincide with the intake

stroke). Airflow measurement is via a MAF sensor. Some engine control systems involve vehicle speed

sensors and various switches to identify brake on/off and the transmission gear, depending on the par-

ticular control strategy employed. The discussion of engine control begins with a qualitative summary of

control modes and then continues with a detailed quantitative explanation of the operation of each.

ENGINE START
When the ignition key is switched on initially orwhen an electronic engine control calls for start, themode

control logic automatically selects an engine start control scheme that provides the correct temperature-

dependent air/fuel ratio required for starting the engine. Once the engine RPM rises above the cranking

value, the controller identifies the “engine started” mode and passes control to the program for the engine

warm-upmode. This operatingmode typically keeps the air/fuel ratio relatively low to prevent engine stall

during cool or cold weather until the engine coolant temperature rises above some minimum value. The

instantaneous desired air/fuel is a function of coolant temperature and ambient conditions. The particular

value for the minimum coolant temperature is specific to any given engine type and, in particular, to

the fuelmetering system. (Alternatively, in earlier engine control systems, the low air/fuel ratio wasmain-

tained for a fixed time interval following start, depending on start-up engine temperature.)

OPEN-LOOP MODE
When the coolant temperature rises sufficiently, the mode control logic directs the system to operate in

the open-loop control mode until the EGO sensor warms up enough to provide accurate readings. The

condition for transition from open-loop mode to closed loop is detected by monitoring the EGO sen-

sor’s output for voltage readings above a certain minimum rich air/fuel mixture voltage set point (see

Chapter 5 for EGO sensor voltage characteristics). When the sensor has indicated rich at least once and

after the engine has been in open loop for a specific time, the control mode selection logic selects the

closed-loop mode for the system. (Note, other criteria may also be used.) The engine remains in the

closed-loop mode unless the EGO sensor fails, and the transition in VEGO does not occur for a certain

length of time or a hard acceleration or deceleration occurs. If the sensor fails, it is readily detectable,

and the control mode logic selects the open-loop mode again. The closed-loop mode is discussed in

detail in a later section of this chapter.

ACCELERATION/DECELERATION
During hard acceleration or heavy engine load, the control mode selection logic chooses a scheme that

provides a rich air/fuel mixture for the duration of the acceleration or heavy load. This scheme has the

capability to provide maximum torque, but depending on driver demand, suboptimal emissions control
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and relatively poor fuel economy regulation as compared with a stoichiometric air/fuel ratio may occur.

After the need for enrichment has passed, control is returned to either open-loop or closed-loop mode,

depending on the control mode logic conditions that exist at that time. During periods of deceleration,

the air/fuel ratio might be increased to reduce emissions of HC and CO due to unburned excess fuel.

However, enleanment is limited to an air/fuel that avoids excess NOx production. During extreme

deceleration with a closed throttle, the fuel delivery ceases, and no fuel is supplied to the engine of

contemporary vehicles. This process of zero fuel delivery for closed throttle deceleration is discussed

in Chapter 7 in the section on vehicle motion control.

IDLE MODE
When idle conditions are present, control mode logic passes system control to the idle speed control

mode. In this mode, the engine speed is controlled to reduce engine roughness and stalling that might

occur because the idle load has changed due to air-conditioner compressor operation, alternator oper-

ation, or gearshift positioning from park/neutral to drive, although stoichiometric mixture is used if the

engine is warm. A detailed model and performance analysis of idle speed control is presented later in

this chapter. As explained in the introduction, the complete powertrain control has a number of sub-

systems each of which is presented separately in this chapter. Depending upon the vehicle model, the

individual subsystems can have a separate individual digital control, or the control for each subsystem

can be implemented in a combined single unit control. For convenience in this chapter, the control units

are treated as individual subsystems. We begin with electronic engine control.

ENGINE CONTROL CONFIGURATION
As explained above, in modern engine control systems, the controller is a special-purpose digital

computer built around a microprocessor or microcontroller. An exemplary configuration of a typical

modern digital engine control system is depicted in Fig. 6.2.

The controller also includes ROM containing the main program (of several thousand lines of code).

This ROM is accessed by the engine control system via address bus A and receives data via data bus D

(see Chapter 3). There is also a section of ROM containing parameter values for specific control modes

and tables of data for various control functions as explained later in this chapter. The sensor signals are

connected to the controller via an input/output (I/O) subsystem. Similarly, the I/O subsystem provides

the output signals to drive the fuel injectors (shown as the fuel metering block of Fig. 6.2) and to trigger

pulses to the ignition system (described later in this chapter). In addition, this microprocessor-based

control system includes hardware for sampling and analog-to-digital conversion such that all sensor

measurements are in a format suitable for reading by the microprocessor. (Note: See Chapter 3 for

a detailed discussion of these components.)

With reference to Fig. 6.2, the sensors that measure various engine variables for the most basic

control that are depicted in the figure are the following:

Mass airflow sensor (MAF)

Engine temperature as represented by coolant temperature (CT)

One or two heated exhaust gas oxygen sensor(s) (HEGO)

Crankshaft angular position and RPM sensor (CPS)
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Camshaft position sensor for determining start of each engine cycle (CS POS/RPM)

Throttle position sensor (TPS)

Differential pressure sensor (exhaust to intake) for EGR control (DPS)

Depending upon the individual engine configuration, there are other sensors that are associated with a

specific technology that are explained later in this chapter when that technology is discussed (e.g., fuel

composition for flex-fuel vehicles).

Other sensors that were used on older model cars and might be used in certain contemporary

vehicles that are not given in Fig. 6.2 include the following:

Manifold pressure sensor (MAP)

Inlet air temperature (IAT)

Ambient air pressure (AAP)

Ambient air temperature (AAT)

The control system selects an operating mode based on the instantaneous operating condition as de-

termined from the sensor measurements. Within any given operating mode, the desired air/fuel ratio

(A/F)d is selected. The controller then determines the quantity of fuel to be injected into each cylinder

during each engine cycle. This quantity of fuel depends on the particular engine-operating condition

and the controller mode of operation, as will presently be explained.
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FIG. 6.2 Digital engine control system diagram.
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ENGINE CRANK
While the engine is being cranked, the fuel control system must provide an intake air/fuel ratio of any-

where from 2:1 to 12:1, depending on engine temperature. The lowest value for [A/f]dwould be applied
for very cold temperatures. The correct air/fuel ratio (i.e., [A/F]d) is selected from an ROM lookup table

with interpolation (as explained later in this chapter) as a function of coolant temperature. Low tem-

peratures affect the ability of the fuel metering system to atomize or mix the incoming air and fuel

properly to achieve combustion. At low temperatures, the fuel tends to form into large droplets in

the air, which do not burn as efficiently as tiny droplets. The larger fuel droplets tend to increase

the apparent air/fuel ratio, because the amount of usable fuel (on the surface of the droplets) in the

air is reduced; therefore, the fuel metering system must provide a decreased air/fuel ratio to provide

the engine with a more combustible air/fuel mixture. During engine crank, the primary issue is to

achieve engine start as rapidly as possible. Once the engine is started, the controller switches to an

engine warm-up mode.

ENGINE WARM-UP
While the engine is warming up and before the EGO or HEGO sensor has reached the temperature for

closed-loop operation, an enriched air/fuel ratio relative to stoichiometry is still needed to keep it run-

ning smoothly, but the required air/fuel ratio changes as the temperature increases. Until closed-loop

operation is possible, the fuel control system stays in the open-loop mode, but the air/fuel ratio com-

mands continue to be altered due to the temperature changes. The emphasis in this control mode is

on rapid and smooth engine warm-up. Fuel economy and emission control may be still a secondary

concern. Although the period of open-loop operation is relatively short in contemporary vehicles, a

brief discussion of desired A/F based on temperature is included.

A diagram illustrating the lookup table selection of desired air/fuel ratios is shown in Fig. 6.3.

Essentially, the measured coolant temperature (Tc) is converted to an address for the lookup table with
interpolation as described below. This address is supplied to the ROM table via the system address bus

Temperature
sensor

Controller
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TC
TC Time

ROM
Lookup table

' ' '
' ' '
' ' '
' ' '

(A/F)d

(A/F)d = f(TC) A/Fd

D/B

A/B

FIG. 6.3 Illustration of table lookup.
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(A/B). The data stored at this address in the ROM are desired air/fuel ratio (A/F)d for the temperature.

These data are sent to the controller via the system data bus (D/B).

The term lookup table refers to obtaining an output variable y that is a function of one or more in-

puts. It provides an alternative to calculation based upon a model (e.g., a polynomial model). It is often

applied to empirically obtained data (e.g., from engine mapping) in which the optimum value of a var-

iable (e.g., air/fuel) has been determined from measurements for various values of the independent

variables. It is inherently limited to a finite number of discrete points in the relevant range for the in-

dependent variables.

On the other hand, during actual engine operation, these same independent variables are continuous

and rarely coincide perfectly with the stored values. In this case, the output variable corresponding to

these independent variables is obtained by a process called interpolation. This process involves fitting

the region between two successive data points with a function (normally linear). We illustrate linear

interpolation with a two-dimensional data set. Let yn be the value of a dependent variable (e.g., air/fuel)
at independent data sensor output point xn where n¼1,2,…,N. Let x be a measurement of independent

variable (e.g., coolant temperature) for which the corresponding dependent variable y (e.g., desired air/
fuel) is sought. Also, let xm and xm+1 be the nearest tabulated data points in the table in which

xm<x<xm+1. The corresponding tabulated values for the dependent variable are ym and ym+1. For linear
interpolation, it is assumed that y varies linearly with x over the domain xm�x�xm+1. The slope S over
this domain is given by

S¼ dy

dx

¼ ym+ 1� ym
xm+ 1� xm

(6.11)

The linearly interpolated value for y is given by

y¼ ym + S x� xmð Þ

¼ ym +
ym+ 1� ym
xm+ 1� xm

� �
x� xmð Þ (6.12)

Alternatively, it is possible to obtain a polynomial model that gives the best fit to measured data

in a least-squared error sense. Let an empirical data set be given by {xn and yn, n¼1,2,…,N}. The poly-
nomial that best represents this data is of the form

y¼ a0 + a1x+ a2x
2 +⋯aMx

M M<N (6.13)

The mean squared error between this polynomial and the data is given by

MSE¼
XN
n¼1

y xnð Þ�yn½ �2=N (6.14)

There are many computer programs for finding the coefficient set {am, m ¼ 0,1,…,M} such that MSE

is minimized. For example, the MATLAB function polyfit (xn, yn, M) returns the coefficient set am
(of order M), which yields the least MSE for the given data set. In this case, the digital engine control

can calculate the desired dependent variable for any given measurement of the independent variable x.
The choice between table lookup with interpolation and polynomial calculation can be assessed by
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the quality of fit of the polynomial to the data given by the MSE for the best polynomial fit and by the

relative complexity of the two methods. The set of coefficients for any given data are normally deter-

mined during the development of an engine control system. These coefficients are stored in ROM such

that the determination of y for any measurement x (during normal engine operation) is readily imple-

mented in the control system using Eq. (6.13) and the stored values for {am} for the polynomial model

method and by Eq. (6.12) for the lookup table and interpolation method.

Returning to the discussion of coolant temperature for setting (A/F)d, there is always the possibility
of a coolant temperature failure. Such a failure could result in excessively rich or lean mixtures, which

can seriously degrade the performance of both the engine and the three-way catalytic converter

(3WCC). One scheme that can circumvent a temperature sensor failure involves having a time function

to limit the duration of the engine warm-up mode. The nominal time to warm the engine from cold soak

at various temperatures is known. The controller is configured to switch from engine warm-up mode to

an open-loop (warmed-up engine) mode after a sufficient time by means of an internal timer. The

on-board diagnosis method for detecting a failed temperature sensor is explained in Chapter 11.

OPEN-LOOP CONTROL
For a warmed-up engine, the controller will operate in an open loop if the closed-loop mode is

not available for any reason. For example, the engine may be warmed sufficiently, but the EGO sensor

may not provide a usable signal. In any event, as soon as possible, it is important to have a

stoichiometric mixture to minimize exhaust emissions.

It was shown above that the quantity of fuel to be delivered to cylinder m during the nth engine cycle
can be computed from MAF sensor measurements and can be regulated by means of a fuel injector

pulse duration τF(n, m). For the present, it is helpful to assume that intake air is uniformly distributed

to all M cylinders. In this case, the fuel injector open duration is given by

τF n,mð Þ¼ τF nð Þ 8m (6.15)

This quantity of fuel is actually delivered to each cylinder during the open-loop mode and is often

termed the “base pulse duration.” Until conditions permit closed-loop mode of fuel control, the fuel

quantity is determined from MAF measurements. As a means of denoting open-loop operation, the

notation for base pulse duration is τb(n):

τF nð Þ open loopð Þ
�� ¼ τb nð Þ (6.16)

Corrections of the base pulse width occur whenever any conditions affect the accuracy of the fuel de-

livery. For example, low-battery voltage might affect the pressure in the fuel rail that delivers fuel to the

fuel injectors and the pintle lift of the fuel injectors, thereby reducing _Mf . Corrections to the base pulse

width are then made using the actual battery voltage (Vbat) in the form of a multiplicative factorC(Vbat).

In this case, the injection duration τF(n) is given by

τF nð Þ¼C Vbatð Þτb nð Þ
The value of the correction factor, which can readily be determined empirically during engine control

development and stored as tabulated data in a lookup table with Vbat as an input to the tabulated data,

can be determined from the stored values and with interpolation as explained above.
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CLOSED-LOOP CONTROL
Perhaps the most important adjustment to the fuel injector pulse duration comes when the control is in

the closed-loop mode. In the open-loop mode, the accuracy of the fuel delivery is dependent upon the

accuracy of the measurements of the important variables (e.g., MAF). However, any component of a

given physical system is susceptible to changes with operating conditions (e.g., temperature) or with

time (aging or wear of components). Such failures or degradation of sensor/actuator calibration can

adversely affect exhaust emissions in the open-loop mode.

To avoid degraded emission control, it is important for the control system to switch to the closed-

loop mode as soon as possible and to remain in this mode for as much of the engine operation as

possible. The closed-loop mode can only be activated when the EGO (or HEGO) sensor is sufficiently

warmed. Recall from Chapter 5 that for a fully warmed EGO sensor, the output voltage of the sensor is

high (�1 V) when the exhaust oxygen concentration is low (i.e., for a rich mixture relative to stoichi-

ometry). The EGO sensor voltage is low (�0.1 V) whenever the exhaust oxygen concentration is high

(i.e., for a mixture that is lean relative to stoichiometry).

As an illustration of the transition from open-loop mode to closed-loop mode, it is assumed that fuel

delivery during the engine warming period is leaner than stoichiometry such that the equivalence ratio

λ>1. In addition, for simplicity of explanation, it is assumed that engine RPM remains constant. As

explained in Chapter 5 for λ>1, the EGO sensor voltage is at its low level (e.g., vEGO⋍0.1). As the

engine warms, the air density decreases, and in the illustrative example, fuel delivery remains fixed

such that the mixture becomes richer and λ decreases. When the mixture transitions across stoichiom-

etry (i.e., λ¼1), the EGO sensor output voltage increases to its higher value (e.g., vEGO⋍1). The con-

troller senses that this transition has occurred and switches to the closed-loop mode. However, the

open-loop mode period before a transition to closed loop is relatively short for contemporary vehicles

compared with earlier vehicles with the incorporation of heated EGO sensors HEGO (see Chapter 5).

Appendix A presented a discussion of the theory of the closed-loop control of a dynamic system in

which a measurement of the dynamic system output variable that is being regulated/controlled is

compared with the desired value. The controller produces an input to the plant that changes the output

variable in such a way as to minimize the error between actual and desired output. Ideally, control of

exhaust emissions would require a sensor for measuring the concentration of each regulated gas

component in the engine exhaust as explained in Chapter 4. A large body of theory (both linear

and nonlinear) exists that is applicable in the design of a control system provided a sensor exists that

can yield an accurate measurement with sufficient bandwidth of the variable being regulated.

However, as explained in Chapters 4 and 5, no cost-effective sensor for measuring these regulated

exhaust gases is available for production vehicles. On the other hand, as explained in Chapter 4, the use

of a three-way catalytic converter enables tailpipe emissions to be controlled within regulatory limits

provided the intake mixture remains sufficiently close to stoichiometry. Furthermore, it was explained

that the exhaust gas oxygen concentration changes abruptly as the mixture transitions from rich to lean

or from lean to rich at stoichiometry. As explained in Chapter 5, the EGO sensor generates an output

voltage that follows exhaust gas concentration. A model for the EGO sensor voltage as a function of

exhaust equivalence ratio (λ) was given in Chapter 5.

Unfortunately, a measurement of a switching output variable is compatible only with a limit-cycle

controller. None of the linear control theory of Appendix A including design, performance analysis,

and stability is applicable to a limit-cycle control system.Although such theory exists for a limit-cycle con-

troller, this theory is beyond the scope of this book. However, as will be shown below, it is possible to
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develop a dynamic simulationmodel for a limit-cycle fuel control system. Using this simulation, it is pos-

sible to investigate the influence of various physical and design parameters on the system performance.

A block diagram depicting the configuration for the closed-loop fuel control system is depicted in

Fig. 6.4. In this figure, the engine (Eng) receives fuel and air mixture in the intake system via theM fuel

injectors (denoted FI—one for each cylinder).

The mixture flowing into the engine is represented by the intake equivalence ratio (λi). This mixture

is determined by the intake mass airflow rate _Ma

� �
and the fuel injector pulse duration τF(n) for the nth

engine cycle as explained above. The exhaust equivalence ratio λo can be modeled as a time-delayed

version of λi where the time delay is modeled below. The exhaust gas oxygen concentration is a

function of λo such that the output voltage vo of the EGO sensor can be represented in the ideal case

by a binary model as given below. Closed-loop fuel control consists of determining τF(n) as a function
of the EGO sensor output voltage. The closed-loop fuel control is illustrated with an exemplary model

for computing the pulse duration as a correction to the open-loop base pulse. This pulse duration

consists of a base pulse duration τb(n) based on _Ma measurements (as in open loop) and a closed-loop

correction factor (CL(n)) in the representative form

τF nð Þ¼ τb nð Þ 1 +CL nð Þ½ � (6.17)

One example algorithm for computing this correction factor is a linear combination of a proportional-

like term and a discrete-time integral-like term as given below:

CL nð Þ¼ αI nð Þ+ βP nð Þ (6.18)

where I(n) is the integral term, P(n) is the proportional term, α is the integral gain, and β is the

proportional gain.

The integral-like term is determined in the digital control system as a function of the EGO sensor

voltage vo. As explained in Chapter 5, this voltage is a function of exhaust gas oxygen concentration.

This voltage can also be characterized in terms of a variable called the exhaust equivalence ratio (λo).
After a given engine cycle is complete, this exhaust gas equivalence ratio is given approximately by a

time-delayed version of λi in the form

λo tð Þffi λi t�Teð Þ (6.19)

Eng
FI

(M)

Digital
control
system

Intake
air

EGO

vololi

tF (n)

Mf

Ma

FIG. 6.4 Closed-loop control block diagram.
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where Te is the engine cycle time:

¼ 120

RPM

With this notation, the EGO sensor voltage is given by

vo λoð Þ¼VH λo < 1 rich mixtureð Þ
¼VL λo > 1 lean mixtureð Þ (6.20)

where VH is the EGO sensor “high” level �1 V and VL is the EGO sensor “low” level (�0.1 V).

Using the above notation, the integral control algorithm at computation time tk, [I(k)] is given by

I k + 1ð Þ¼ I kð Þ�1 λ0 kð Þ< 1

¼ I kð Þ+ 1 λ0 kð Þ> 1
(6.21)

In this algorithm, the computation time tk is given by

tk ¼ kTS k¼ 1,2,…

Ts ¼ sample time

In determining the value of I(n) for the nth engine cycle, the most recent value for I(tk) is taken. During
engine operation, I(k) continuously increases or decreases stepwise with time tk depending upon λ0.

The “proportional” term for the nth engine cycle is the average over the K previous samples of the

EGO sensor voltage:

P nð Þ¼ 1

K

XK
k¼1

vo tn� tkð Þ
" #

�vom (6.22)

where vom is the EGO sensor midrange or time average value (corresponding to stoichiometry). The

linear combination above for CL(n) is representative of closed-loop correction calculations used by a

digital fuel control system to modify the base pulse duration.

A fundamental characteristic of a limit-cycle control system is the oscillatory behavior of its control

variable. The CL(n) term continuously oscillates about a nominal value even for a steady engine load

and RPM. In the case of the fuel control, the frequency of oscillation and the amplitude of the deviation

vary inversely with Te.
To illustrate the behavior of a limit-cycle controller, a MATLAB/SIMULINK simulation was con-

structed for the example block diagram of Fig. 6.4. For the purposes of simulation, the equation for

CL(n) is more conveniently represented in terms of λi(n).
If both sides of the equation can be divided by the measured mass of air during cycle n, a model for

λi (CL) can be derived as follows:

τF nð Þ
Ma nð Þ ¼

τb nð Þ
Ma nð Þ 1 +CL nð Þð Þ (6.23)

The base pulse duration is derived from a stoichiometric mixture such that we have the following

relationship:

λi ¼ Ma nð Þ=τF nð Þ
Ma nð Þ=τb nð Þ ¼ 1

1 +CL nð Þ (6.24)
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The simulation with appropriate coefficients α and β results in CL nð Þ≪1 such that

λi ’ 1�CL nð Þ (6.25)

The simulation of the closed-loop fuel control was done with the MATLAB/SIMULINK model

depicted in Fig. 6.5.

The simulation has been implemented for deviation in λi, which is denoted δλi and is given by

δλi ¼ λi�1¼�CL nð Þ (6.26)

The deviation in air/fuel into the engine, which is denoted δAF, is given by

δAF ¼ 14:7 δλi

The sample period was Ts¼0.01 s, and the RPM was taken to be about 1000 RPM. The closed-loop

control parameters were taken to be α¼2Ts, β¼0.025, and the average for P(n) is computed over

K¼25 samples.

The simulation block diagram uses an ideal model for the EGO sensor (see Fig. 5.23), (in which

the transition from VH to VL occurs at δλi ¼ 0:007 and from VL to VH at δλi ¼�0:007) and implements

the control logic of Eq. (6.26). Since the time steps are in multiples of Ts and since the integrator is

integrating a constant magnitude with only a sign change, the actual stepwise function of Eq. (6.21)

is very closely approximated using the continuous-time integrator (which is simpler to implement

in the simulation than the discrete-time version). The hysteresis is �0.05 air/fuel ratio, for example,

ideal sensor. The time delay is Te¼0.067 s and is implemented in a transport delay SIMULINK block.

Fig. 6.6 is a sample of the waveformwhere the solid curve is the EGO sensor output voltage, and the

dashed curve is the deviation of the air/fuel ratio. Note that this deviation is�0.1 air/fuel ratios and that

the deviation is increasing during intervals in which VEGO¼VH corresponding to τF(n) decreasing. In
addition, the air/fuel deviation is decreasing during intervals in which VEGO¼VL corresponding to an

increase in τf(n).

l
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FIG. 6.5 Closed-loop fuel control system.
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The time delay between the integral part of CL(n) and the EGO sensor output is too small to be

evident from the figure. Only a short time interval of the waveforms is presented in order to show

the detailed response. Also apparent in this figure is the relationship between the exhaust gas concen-

tration and the slope of the integral part of CL(n). Whenever the EGO sensor voltage is high, corre-

sponding to a rich mixture relative to stoichiometry, the integral component is decreasing, which

decreases τF causing the mixture to become leaner. Conversely, a low EGO sensor voltage causes

the integral part to increase, thereby enriching the mixture.

In Fig. 6.6, it can be seen that the deviation in air/fuel oscillates within �0.1 air/fuel ratio of stoi-

chiometry (14.7) corresponding to δAF¼0. This performance should be sufficient that the tailpipe

gases after passing through the three-way converter should meet government-mandated limits.

ACCELERATION ENRICHMENT
During periods of heavy engine load such as during hard acceleration, fuel control is adjusted to pro-

vide an enriched air/fuel ratio to maximize engine torque and very briefly neglect fuel economy and

emissions. This condition of enrichment is permitted within the regulations of the EPA as it is only a

temporary condition. It is well recognized that hard acceleration is occasionally required for maneu-

vering in certain situations and is, in fact, related at times to safety. A relatively large increase in throttle

angle corresponds to heavy engine load and is an indication that heavy acceleration is called for by the

driver. In some vehicles, a switch is provided to detect wide open throttle. The fuel system controller

responds by increasing the pulse duration of the fuel injector signal for the duration of the heavy load.

1.2
Simulation results deviation in A/F (dashed) and EGO sensor voltage (solid)
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FIG. 6.6 Example of limit-cycle operation.
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This enrichment enables the engine to operate with a torque greater than that allowed when emissions

and fuel economy are controlled. Enrichment of the air/fuel ratio to about 12:1 is sometimes used and

corresponds roughly to a maximum engine brake torque.

Alternatively, in an illustrative example, heavy acceleration can be detected from the time deriv-

ative of throttle angle θT. In discrete-time control systems, the rate of throttle change rT is given by

rT kð Þ¼ θT kð Þ�θT k�1ð Þ
TS

(6.27)

Enrichment is enabled whenever rT exceeds a predetermined threshold value (rTt). For rT> rTt, enrich-
ment is accomplished by increasing τF from its normal closed-loop value. For example, τF for rT> rTt
can include an extra term of the following form:

τF rTð Þ¼ τb 1 +CL +F rTð Þð Þ rT > rTt

where F(rT) is often an empirically determined function for a given vehicle engine configuration.

DECELERATION LEANING
During periods of light engine load and high RPM such as coasting or deceleration, the engine may

operate with a very lean air/fuel ratio to reduce excess emissions of HC and CO. Deceleration is in-

dicated by a sudden decrease in throttle angle or by closure of a switch when the throttle is closed

(depending on the particular vehicle configuration). When these conditions are detected by the control

computer, it computes a decrease in the pulse duration of the fuel injector signal. The fuel may even be

turned off completely for very heavy deceleration. This decrease can be represented by the equation for

acceleration in which the function

F rTð Þ¼Fd rTð Þ rT < rTd (6.28)

where rTd is a threshold value for rT below which enleanment is required and where Fd(rT) is the

enleanment function.

IDLE SPEED CONTROL
The idle speed control mode is used to prevent engine stall during idle. The goal is to allow the engine to

idle at as low an RPM as possible yet keep the engine from running rough and stalling when power-

consuming accessories, such as air-conditioning compressors and alternators, turn on.

The control mode selection logic switches to idle speed control when the throttle angle reaches its

zero (completely closed) position as detected by a switch on the throttle that is closed and engine RPM

falls below a minimum value. This condition often occurs when the vehicle is stationary. Idle speed is

controlled by using an electronically controlled throttle bypass valve, as seen in Fig. 6.6, which allows

air to flow around the throttle plate and produces the same effect as if the throttle had been slightly

opened such that sufficient _Ma flows to maintain engine operation.

There are various schemes for operating a valve to introduce bypass air for idle control. One

relatively common method for controlling the idle speed bypass air uses a special type of motor

called a stepper motor. One stepper motor configuration consists of a rotor with permanent magnets

and two sets of windings in the stator that is powered by separate driver circuits. The configuration of

a stepper motor is similar to that of a brushless DC motor as explained in Chapter 5 (see Fig. 5.36).
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Such a motor can be operated in either direction by supplying pulses in the proper phase to the wind-

ings as explained in Chapter 5. This is advantageous for idle speed control since the controller can

very precisely position the idle bypass valve by sending the proper number of pulses of the correct

phasing.

A digital engine control computer can precisely determine the position of the valve in a number

of ways. In one way, the computer can send sufficient pulses to close completely the valve when

the ignition is first switched on. Then, it can open pulses (phased to open the valve) to a specified

(known) position. The physical configuration for the idle speed control is depicted in Fig. 6.7A. A block
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FIG. 6.7 Idle speed control system.
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diagram for an exemplary idle speed control is depicting Fig. 6.7B. The variables have the same no-

tation as given in Chapter 4.

In addition, the digital engine control system receives digital on/off status inputs from several

power-consuming devices attached to the engine, such as the air-conditioner clutch switch, park-

neutral switch, and the battery charge indicator. These inputs indicate the load that is applied to the

engine during idle.

DISCRETE TIME IDLE SPEED CONTROL
In Chapter 4, an idle speed control system (ISC) was introduced based upon the continuous-time con-

trol theory of Appendix A. As explained in Chapter 4, the purpose of the ISC is to maintain the engine

idle speed Ω at a constant (set point) valueΩs. The ISC is one of the many control modes of the digital

engine control system. Since this function is implemented digitally, the ISC is inherently a discrete-

time system.

In this section, we consider a digital (i.e., discrete time) implementation of the same ISC that

was presented in Chapter 4. Fig. 6.8 is a block diagram of this discrete-time system in which the

control subsystem labeled Hc is implemented in the integrated digital electronic engine control

system. To be consistent with the continuous-time idle speed control presented in Chapter 4,

the stepper motor actuator is assumed to move in sufficiently small steps that the actuator input

signal can be represented accurately enough that the output of the controller is modeled as a

continuous-time signal �u(t). However, in practical implementation, the controller outputs pulses

to move the stepper motor.

The present discussion is an example of discrete-time control introduced in Appendix B. In this

figure, the plant being controlled consists of the engine with the idle air bypass actuator. This plant

is an analog system modeled by continuous-time equations. Using the Laplace transform methods

of Appendix A, it was shown in Chapter 4 that, for the example, ISC, the plant transfer function

Hp(s) is given by

Hp sð Þ¼ 5000

s3 + 35s2 + 875s + 6250
(6.29)
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Control
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FIG. 6.8 Discrete-time idle speed control block diagram.
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The desired idle angular speed (or set point for the controller) is denotedΩs in Fig. 6.8. Also depicted in

the block diagram of this figure is the actual idle angular speedΩ(t) orΩ(s). A measurement ofΩmade

by the sensor is fed back to the system input forming an error 2 :

2 sð Þ¼Ωs�Hs sð ÞΩ sð Þ (6.30)

In the example of Chapter 4, it was assumed for computational simplicity that the sensor is ideal such

that Hs(s)¼1. For the purposes of comparing the continuous-time idle speed control system with the

present discrete-time, digital implementation, we make the same assumption here along with assuming

the same plant model.

In the present discrete-time implementation, the error is sampled periodically with period T. In
accordance with the discrete-time control theory of Appendix B, we assume an ideal sampler/quantizer

(i.e., A/D converter) such that the input to the discrete-time control system is 2 k:

2 k ¼2 kTð Þ k¼ 1,2,3… (6.31)

We further assume that in keeping with the continuous-time system, the control is proportional-integral

(PI). The continuous-time model for the control system is given by its operational transfer function

Hc sð Þ¼ u sð Þ
2 sð Þ

Hc sð Þ¼Kp +
KI

s
(6.32)

In the time domain, the control variable u(t) can be written as

u tð Þ¼Kp2 tð Þ +KI

ðt
o

2 t0ð Þdt0

The discrete-time model for u(t) at sample time tk (i.e., uk) is given by

u kð Þ¼Kp2 k +KIukI

where 2 k ¼2 tkð Þ, tk ¼ kT, and T¼ sample period.

In the PI model, ukI is the discrete-time version of the integral term evaluated at time tk. There are
many ways of approximating the continuous-time integral with a discrete-time version. The trapezoidal

integration rule is chosen here. In this method, the integral of 2 (t) at time tk can be approximated by the

following: ðtk
o

2 tð Þdtffi
ðtk�1

o

2 tð Þdt+ T

2
2 tkð Þ+2 tk�1ð Þð Þ (6.33)

where the second term approximates the contributions to the integral at tk by the integral evaluated at

tk�1+ the area of a trapezoidal area under the function 2 (t) from tk�1 to tk. Using this model, we obtain

the following recursive equation:

uk ¼ uk�1 +
KIT

2
2 k +2 k�1ð Þ (6.34)

Taking the z-transform of this equation yields the following expression:

uI zð Þ¼ z�1uI zð Þ+ K1T 1 + z�1ð Þ
2

2 zð Þ (6.35)
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This equation can be rewritten as

uI zð Þ¼ KIT

2

z+ 1ð Þ
z�1ð Þ2 zð Þ (6.36)

It can be shown that the z-transform operational transfer function Hc(z) is given by Eq. (6.33)

Hc zð Þ¼ u zð Þ
2 zð Þ

Hc zð Þ¼Kp +
KIT z+ 1ð Þ
2 z�1ð Þ ¼ Kp +KIT=2

� �
z+ KIT=2�Kp

� �
z�1ð Þ (6.37)

The controller outputs a sequence {uk} control signal that is converted to a piecewise continuous-time

control signal �u(t) via the ZOH (see Appendix B) that operates the plant actuator.

It was also shown in Appendix B that the z-transform operational transfer function of the combi-

nation ZOH and plant, which is denoted G(z), is given by

G zð Þ¼ 1� z�1
� �Z Hp sð Þ

s

� �
(6.38)

As shown in Appendix B, the method of finding the z-transform of Hp(s)/s is first to find the partial

fraction expansion of this function and then using the table of Appendix B to find the individual

z-transforms of each partial fraction. Then, the desired G(z) is found by combining those terms into

a ratio of polynomials in z. A simpler approach for calculating G(z) is to use the Matlab function

c2d in the formG(z)¼ c2d(Hp, T, ‘zoh’). This function places the ZOH at the input to Hp and computes

the function given above. This method was used to obtain the following G(z) with T ¼ 0.01 s.

G zð Þ¼ 10�3 0:762z2 + 2:788z+ 0:6391ð Þ
z3�2:629z2 + 2:3381z�0:7040ð Þ

The z-transform operational transfer function for the forward path HF(z) is given by

HF zð Þ¼Hc zð ÞG zð Þ

¼ 10�3 0:9982z3 + 2:8204z2�2:201z�0:6972½ �
z4�3:6286z3 + 4:9672z2�3:0432z+ 0:704

(6.39)

The closed-loop transfer function HCL(z) (as explained in Appendix B) is given by

HCL zð Þ¼ Hc zð ÞG zð Þ
1 +Hc zð ÞG zð Þ (6.40)

It can be shown that using the parameters of the example of Chapter 4, HCL(z) is given by

HCL zð Þ¼ 10�3ð0:9982z3 + 2:8204z2�2:201z�0:6972

z4�3:629z3 + 4:9698z2�3:0456z+ 0:7040
(6.41)

The four poles of HCL(z) are given by

z1 ¼ 0:9250 + 0:1932i
z2 ¼ 0:9250�0:1932i
z3 ¼ 0:9293
z4 ¼ 0:8483
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All four poles are inside the unit circle (jzj¼1) in the complex z-plane, so the system is stable.

In Chapter 4, the performance of the continuous-time ISC was examined by computing the step

response in which the command speed was changed from 550 to 600 RPM at time t¼0.5 s. A similar

step change can be determined for the discrete-time ISC by assuming a command input ΩS(t) given by

ΩS tð Þ¼ 550 + 50u tð Þ (6.42)

where u(t)¼unit step at t¼0. The z-transform of the ISC dynamic response to this input is given by

Ω zð Þ¼ 550 + 50
z

z�1
HCL zð Þ

¼ 550 + 50y zð Þ

¼ 550 +
0:05 0:9982z4 + 2:8204z3�2:201z2�0:6972zð Þ

z5�4:622z4 + 8:5975z3�8:0154z2 + 3:7496z�0:7040

(6.43)

The system output at times tk can be found by writing the partial fraction expansion for the product y(z):

y zð Þ¼ zHCL zð Þ
z�1

(6.44)

As shown in Appendix B, this partial fraction is of the form

y zð Þ¼
X5
m¼1

αm
z� zm

where αm is the residue of y(z) at pole zm and zm denotes poles of y(z) m¼1,2,3,4,5.

The response of the system at time tk that is denoted yk was shown in Appendix B (by equating

coefficients of z�k on both sides of the above equation) to be given by

yk ¼
X5
m¼1

αmz
k�1
m

Fig. 6.9 is a plot of Ω(tk) where

Ω tkð Þ¼ 550 + 50yk

A comparison of Fig. 4.28 in Chapter 4 with Fig. 6.9 shows that the dynamic performance of the

discrete-time digital version of ISC is nearly identical with the corresponding continuous-time system.

When the engine is not idling, the idle speed control valve may be completely closed so that the throttle

plate has total control of intake air.

EGR CONTROL
A second electronic engine control subsystem involves the control of exhaust gas that is recirculated

back to the intake manifold, which is not required on all engines (e.g., see section of this chapter on

variable valve timing), but is presented for completeness. Under normal operating conditions, engine

cylinder temperatures can reach a point at which NOx is formed during combustion. The exhaust will

have NOx emissions that increase with increasing combustion temperature. As explained in Chapter 4,
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a small amount of exhaust is introduced into the cylinder to replace some of the normal intake air.

This results in lower combustion temperatures, which reduces NOx emissions.

The control mode selection logic determines when EGR is turned off or on. EGR is turned off

during cranking, cold engine temperature (engine warm-up), idling, acceleration, or other conditions

demanding high torque. Since exhaust gas recirculation was first introduced as a concept for reducing

NOx exhaust emissions, its implementation has gone through considerable change. There are, in fact,

many schemes and configurations for EGR realization. We discuss here one method of EGR imple-

mentation that incorporates enough features to be representative of all schemes in use today and

in the near future.

Fundamental to all EGR schemes is a passageway or port connecting the exhaust and intake mani-

folds. A valve is positioned along this passageway whose position regulates EGR from zero to some

maximum value. In one configuration, the valve is operated by a diaphragm connected to a variable

vacuum source. The controller operates a solenoid in a periodic variable-duty-cycle mode. By varying

this duty cycle, the control system has proportional control over the EGR valve opening and thereby

over the amount of EGR. However, EGR activation also can be done using a motor such as a stepper

motor as described in Chapter 5. The solenoid-based EGR actuator has cost advantages over a motor-

based system, although manifold vacuum required to operate it varies with engine-operating conditions

and is very low at wide open throttle.

In many EGR control systems, the controller monitors the differential pressure between the exhaust

and intake manifold via a differential pressure sensor (DPS). With the signal from this sensor, the

controller can calculate the valve opening for the desired EGR level. The amount of EGR required

is a predetermined function of the load on the engine (i.e., power produced).
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FIG. 6.9 Step response of discrete-time idle speed control.
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A simplified block diagram for an exemplary EGR control system is depicted in Fig. 6.10. In this

figure, the EGR valve is operated by a solenoid-regulated vacuum actuator (coming from the intake).

An explanation of this proportional actuator is given in Chapter 5. The engine controller determines the

required amount of EGR based on the engine-operating condition and the signal from the differential

pressure sensor (DPS) between intake and exhaust manifolds. The controller then commands the cor-

rect EGR valve position to achieve the desired amount of EGR via a variable-duty-cycle actuator

signal.

The optimum amount of EGR can be determined empirically as a function of engine-operating con-

ditions. Ideally, closed-loop control of EGR would require, for example, a combustion temperature

sensor. Although a cost-effective sensor for directly measuring combustion temperature has not been

developed yet, there is a correlation between exhaust gas temperature and combustion temperature. The

former is readily measurable with relatively inexpensive sensors. In principle, the amount of EGR

could be based upon a closed-loop control system using exhaust gas temperature measurements for

a feedback signal.

VARIABLE VALVE TIMING CONTROL
Chapter 4 introduced the concept and relative benefits of variable valve timing for improved volumet-

ric efficiency. There, it was explained that performance improvement and emission reductions could be

achieved if the opening and closing times (and ideally the valve lift) of both intake and exhaust valves

could be controlled as a function of operating conditions. In Chapter 5, a representative mechanism was

discussed for varying camshaft phasing that can be used for varying both intake and exhaust camshaft

phasing. This system improves volumetric efficiency by varying valve overlap from exhaust closing to

intake opening and absolute phase of valve opening and closing. In addition to improving volumetric

efficiency, this variable valve phasing (VVP) can assist in achieving desired EGR fraction.

The amount of valve overlap is directly related to the relative exhaust-intake camshaft phasing.

Generally, minimal overlap is desired at idle. The desired optimal amount of overlap is determined

during engine development as a function of RPM and load (e.g., by engine mapping).
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FIG. 6.10 EGR control block diagram.
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The desired exhaust and/or intake camshaft phasing is stored in memory (ROM) in the engine con-

trol system as a function of RPM and load. Then during engine operation, the correct camshaft phasing

can be found via table lookup and interpolation based on measurements of RPM and load. The RPM

measurement is achieved using a noncontacting angular speed sensor (see Chapter 5). Load is measured

either using MAF and RPM or via an MAP sensor (see Chapter 5).

Once the desired camshaft phasing has been determined, the engine control system sends an appro-

priate electrical control signal to an actuator (e.g., a motor or a solenoid-operated valve). In Chapter 5, it

was shown that for one configuration, camshaft phasing is regulated by the axial position of a helical

spline gear. This axial position is determined by the pressure of (engine) oil action on one face of the

helical spline gear acting against a spring. This oil pressure is regulated by the solenoid-operated valve.

In Chapter 5, an alternate mechanism for varying camshaft phasing is implemented using oil

pressure-activated movable vanes in recesses in the camshaft drive gear. For either this latter mech-

anism or one based upon a helical gear axial position, closed-loop control enables the engine control

system to optimize volumetric efficiency.

Since a VVP system is in fact a position control system, closed-loop control of a camshaft phase

requires a measurement of camshaft position relative to the crankshaft. This angular-position measure-

ment can be accomplished by measuring the angle between the camshaft and its drive gear. Numerous

angular-position sensor configurations are discussed in Chapter 5. For the following discussion of

VVP, it is assumed that such a sensor is part of the system. Fig. 6.11A depicts a physical configuration

of a representative camshaft phasing control system.
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FIG. 6.11 Physical configuration and block diagram of VVP system.
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Control of a VVP mechanism has a number of objectives and is subject to certain constraints based

upon automotive engine-operating characteristics. Except for steady highway cruise, an automotive

engine load and RPM vary over a relatively large range. Consequently, the VVP control must have

the capability to follow relatively rapid changes in command. The response to step changes in com-

mand should have relatively low overshoot (e.g.,<10%) and should reach its command position with-

out a steady-state offset. The control, of course, must be stable and should be robust with respect to

parameter changes. The example VVP system presented here is based upon the actuation mechanism

described in Chapter 5, which uses vanes attached to the camshaft that move within recesses in the

camshaft drive gear. Recall that movement of the vanes relative to this gear results in the variation

in camshaft phasing. Recall also that movement of the vanes within the gear recesses is in response

to differential pressure on opposite sides of each vane, resulting from a spool valve actuator, which

supplies engine oil under pressure to A or R chambers as shown in Fig. 5.47. The dynamic response

of the VVP control system should be robust with respect to oil viscosity, which changes in engine tem-

perature; that is, the closed-loop gain for the control system should have large gain and phase margins

(see Appendix A).

The VVP control is one function of the digital control system. When operating in VVP mode, the

block diagram of the VVP is shown in Fig. 6.11B. As explained in Chapter 5, the actuator for this ex-

emplary VVP includes a variable-duty-cycle pulsed solenoid that can be modeled with a continuous-

time control variable, which is denoted �u (Fig. 6.11B). As explained in Appendix B, a discrete-time

control system that regulates a continuous-time plant requires a sample and A/D converter and a

zero-order hold (ZOH), both of which are incorporated in the block diagram of Fig. 6.11B. Sensor

measurements for such a system are assumed to be ideal such that the sensor transfer function is taken

to be

Hs sð Þffi 1

In Chapter 5, it was shown that the plant transfer function for this VVP configuration is given by

Hp sð Þ¼ Ka

s s+ soð Þ (6.45)

For the present example, the following parameters are chosen:

Ka ¼ 2600

so ¼ 17

A PID control law is selected to provide sufficient flexibility to meet design objectives. The

continuous-time PID control law is given by

u¼Kp2 +KD
d2
dt

+KI

ð
2 dt (6.46)

Using the root-locus techniques of Appendix A, the following gain parameters are given, which satisfy

the overshoot and response time criteria:

Kp ¼ 0:080
KD=Kp ¼ 0:020
KI=Kp ¼ 0:100
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One of the requirements for the VVP control system is robust stability; in Appendix A, it was shown

that robustness is expressed meaningfully by gain and phase margins as determined by the Bode plot for

the product Hc(s)Hp(s). Fig. 6.12 is the Bode plot for this system.

The gain crossover frequency is at 10 rad/s, and the phase margin there is about 109 degrees.

The phase crossover frequency is at about 0.02 rad/s where the gain margin is more than 100 dB. This

system has very robust stability.

The gain crossover frequency is at 10 rad/s, and the phase margin there is about 109 degrees. The

phase crossover frequency is at about 0.001 rad/s where the gain margin is more than 100 dB. This

system has very robust stability.

The discrete-time model for the control system is given by

uk ¼Kp2 k +
KD

T
2 k�2 k�1ð Þ+KIukI (6.47)

where Ek ¼ E tkð Þ, tk ¼ kT, k¼ 1,2,…, and T ¼ sample period.
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FIG. 6.12 Bode plot of HF(s) for VVP system.
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In the section on idle speed control, it was shown that the z-transform of ukI using trapezoidal in-

tegration rule is given by

ukI zð Þ¼KIz

ð
2 dt

� 	

¼ KIT z+ 1ð Þ
2 z�1ð Þ

Combining all three terms in the control variable uk of Eq. (6.47), the control system transfer function

Hc(z) is given by

Hc zð Þ¼ u zð Þ
2 zð Þ

Hc zð Þ¼Kp +
KD z�1ð Þ

Tz
+
KIT

2

z+ 1ð Þ
z�1ð Þ

¼
Kp +

KD

T
+
KIT

2

� �
z2� Kp +

2KD

T
�KIT

2

� �
z+

KD

T

� 	

z z�1ð Þ

(6.48)

The plant and ZOH z-transform operational transfer function G(z) is found using the method given in

Appendix B:

G zð Þ¼ 1� z�1
� �Z Hp sð Þ

s

� �

The z-transform in the above equation can be found by expanding Hp(s)/s in a partial fraction. The

function Hp(s)/s is given by

Hp sð Þ
s

¼ Ka

s2 s + soð Þ (6.49)

This function has a double pole at s¼0. Using the parameters for the plant given above, the partial

fraction expansion is given by

Hp sð Þ
s

¼ 8:9965

s+ 17
�8:9965

s
+
152:94

s2
(6.50)

Using the tables of z-transforms from Appendix B and assuming a sample period T¼0.025 s, the

operational transfer function G(z) is given by

G zð Þ¼ 1� z�1
� � 8:9965z

z� z1
�8:9965z

z�1
+
152:94zT

z�1ð Þ2
" #

(6.51)

where z1 ¼ e�s0T

The poles of G(z) are all on or in the unit circle, which assures a stable system with a combined

transfer function:

G zð Þ¼ 0:7087z+ 0:6152

z2�1:6538z + 0:6538
(6.52)
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Using the gain parameters Kp,KD, andKI given above, the forward transfer functionHF (from 2 k to the

plant output ϕc(k)) is given by

HF zð Þ¼ ϕc zð Þ
2 zð Þ

HF zð Þ¼Hc zð ÞG zð Þ

¼ 0:1021z3�0:0587z2�0:0825z+ 0:0394

z4�2:6538z3 + 2:3075z2�0:6538z

(6.53)

The closed-loop z-transfer function Hcl(z) is given by

HCL zð Þ¼ ϕc zð Þ
ϕd zð Þ (6.54)

¼ HF zð Þ
1 +HF zð Þ

¼ 0:1021z3�0:0587z2�0:0825z+ 0:0394

z4�2:5517z3 + 2:2489z2�0:7363z + 0:0394

(6.55)

The poles of the closed-loop transfer function are given by

z1 ¼ 0:9975
z2 ¼ 0:7442 + 0:2166i
z3 ¼ 0:7442�0:2166i
z4 ¼ 0:0657

All poles are within the unit circle for which system stability is assured.

The dynamic response of the VVP system is illustrated by finding the output sequence ϕc(k) for 10°
step command input, which is given by

ϕd ¼ 0 t< 0

¼ 10° t	 0

The z-transform of ϕd is given by

Φd zð Þ¼ 10z

z�1

The camshaft phase (i.e., system output) is given by

Φc zð Þ¼HCL zð ÞΦd zð Þ

The output sequence ϕc(k) at time tk is found using the method of finding the inverse z-transform
explained in Appendix B. Recall that this method involves finding the partial fraction expansion of

Φc(z) and writing each term as a power series in z�k. The output camshaft phase ϕc(k) at time tk is
the sum of all coefficient of z�k in the separate power series terms in the partial fraction expansion.

Fig. 6.13 is a plot of this sequence {ϕc(k)} versus time tk: The transient response error has essen-
tially decayed to zero in <0.5 s, and the overshoot is 6.5%. Thus, this digital variable camshaft phase

control system meets the original objectives.
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TURBOCHARGING
Some additional technologies that are electronically controlled and that have been added to gasoline-

fueled engines include turbocharging and direct injection (DI) of fuel into cylinders. Turbocharging

was incorporated with reciprocating aircraft engines to significantly increase engine power at high

altitudes.

Turbocharging involves passing engine exhaust gases through a turbine. A turbine configuration

consists of a set of aerodynamic blades mounted on a rotatable shaft contained in a housing.

Fig. 6.14 depicts a single turbine blade mounted on the turbine shaft. Each blade has a cross section

in the form of a highly cambered airfoil. The exhaust gas flows along the axis of the shaft at a velocity

denoted Vg in Fig. 6.14B. The details of the gas dynamics involved in the production of rotary power on

the shaft are beyond the scope of this book.

An approximate model of the force Lb acting on a turbine blade, however, perhaps is helpful for an
understanding of turbine created rotary power. Fig. 6.14B depicts the angle of attack of Vg relative to

the turbine blade chord αT for a cross section of a turbine blade at a given radial distance from the axis of

the shaft. This angle decreases with radial distance. The torque Tb produced on a turbine blade is

proportional to the dynamic pressure qb of the exhaust gas:

Tb ¼Cbqb
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FIG. 6.13 VVP response to 10 degrees step command.
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where
qb ¼ 1

2
ρgV

2
g

ρg ¼ exhaust gas density

Vg ¼ exhaust gas axial velocity component

In this model, Cb is a constant for the blade that is proportional to its area normal to gas flow and is also

a function of the blade geometry and the variation of αT with radial distance from the axis of rotation.

In a given turbine configuration, there are N blades attached in one or more regions that are orthog-

onal to the turbine axis. The net torque TN of an N blade turbine is approximately given by

TN ¼
XN
n¼1

Tb nð Þ

where Tb nð Þ¼ torque on blade n n¼ 1,2,…,N.
The turbine shaft rotational speed is denoted ωT. The turbine shaft power PT is given by

PT ¼ TnωT

The turbine shaft is connected to an air pump, sometimes called a super charger, that provides air at a

controllable pressure and mass flow rate to the engine intake manifold. The combination of turbine and

air pump (or super charger) is called a turbocharger (TC). There are multiple air-pump configurations,

the details of which are not important for an understanding of the operation or control of the
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FIG. 6.14 Illustration of turbine configuration. (A) Turbine blade configuration; (B) Gas/blade geometry.
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turbocharger. One such air-pump configuration is similar to the turbine in that it has multiple aerody-

namically shaped blades on the shaft that is connected to or part of the turbine shaft. Rotation of this

type of air pump causes an axial flow of ambient air that can be directed to the engine intake.

The amount of air to be pumped into the engine and the intake manifold pressure must be controlled

to be useful for improving engine performance and efficiency. For an understanding of the benefits of

turbocharging the intake air, it is best compared with a so-called normally aspirated engine that is one

for which the intake air is at ambient pressure and temperature. As explained in Chapter 4, the power

produced by a reciprocating engine is proportional to the intake mass airflow rate. With a turbocharged

engine, the mass airflow into the engine can be significantly increased for a given engine at a given

RPM through the use of turbocharging relative to normally aspirated engines of the same displacement.

This means that a vehicle of a given size and weight can be powered by a much smaller displacement

turbocharged engine than by a normally aspirated engine. In addition, the range of power levels for a

turbocharged engine is much larger than that for a normally aspirated engine of comparable displace-

ment. Furthermore, with an increase in intake pressure coming from the turbocharger, the air-pumping

losses are reduced. In addition, with fewer cylinders, the friction losses at a given RPM are reduced. In

effect, a turbocharger recovers power that is lost to the exhaust. The combination of these factors means

that a vehicle of a given size and weight can be powered by a physically smaller, more efficient engine

than a normally aspirated engine at the same power levels.

On the other hand, there are restrictions on the maximum power produced by a given engine con-

figuration. The power produced from a given engine can be increased by increasing mass air flow rate.

The absolute upper bound is the power level at which an engine component fails due to excessive stress.

The operation of a turbocharged engine perhaps can best be understood with reference to the

schematic mechanical system drawing of Fig. 6.15.
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FIG. 6.15 Turbocharger/engine configuration.

304 CHAPTER 6 DIGITAL POWERTRAIN CONTROL SYSTEMS



In Fig. 6.15, the turbine and air pump are simply represented schematically to show the flow of

exhaust gases and intake air along with the components associated with controlling engine perfor-

mance. The exhaust gases coming from the engine pass into the turbine. However, not all of the exhaust

gases pass through the turbine. The fraction that does go through the engine is regulated by a special

type of valve called a “waste gate.”

The air pump receives air at atmospheric pressure (pa) and creates output air that is fed to the engine
intake at pressure pI. The increase in pI relative to pa is termed “boost.” It is this boost in intake pressure

that enables an increase in engine power relative to a normally aspirated engine that receives intake air

at pressure pa.
For any pI, the throttle sets engine power level via regulation of manifold pressure pm as explained in

Chapter 4. There are numerous control strategies for turbocharged engines that, in part, regulate the

setting of the waste gate as a means of controlling pI. The control of the turbocharger operation (which
regulates pI) is explained by depicting the controller as a separate block (labeled TC control) in

Fig. 6.15, even though this control is implemented in engine digital control system.

To explain this control, a specific representative example engine control is chosen as an example in

which the engine control system determines a desired value for pI, which is denoted pIC, based upon

engine-operating conditions and environmental parameters (e.g., pa, Ta). A linear model for the turbo-

charger operation is developed below to simplify the explanation of its control, which is sufficiently ac-

curate over a relatively narrow range of operating conditions to correctly explain turbocharger operation.

In this simplified model, the pressure pI in the TC output is given by

pI ¼KbpaωT

where Kb ¼ fixed parameter of the air pump and ωT ¼ turbocharger shaft angular speed. The turbine

speed for a given exhaust gas flow rate is determined by the waste gate that is characterized by a var-

iable θT. This variable is determined by the actuator that is denoted Awo in Fig. 6.15. This variable is

represented by the output of the TC control. The turbine dynamic response to waste gate variable can be

represented by the following first-order model:

_ωT +
ωT

τT
¼KθθT

where τT ¼ time constant for turbine response.

In this model, Kθ is parameter that is proportional to exhaust gas flow rate. The transfer function for

the turbocharger HT(s) is given by

HT sð Þ¼ pI sð Þ=θT sð Þ
¼ KbpaKθ

s +
1

τT

A block diagram of a closed-loop turbocharger control system is depicted in Fig. 6.16.

The theory and analyses of a closed-loop control system such as is depicted in Fig. 6.16 is explained

in detail in Appendix A. In this system, the control law is represented by the transfer function Hc(s)
of the control subblock. For the purposes of explaining the TC control system, it is assumed that

a PI control law (see Appendix A) is used where

θT tð Þ¼KP2 +KI

ð
2 dt
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where

2 ¼ pIC�pI

KP ¼ proportional control parameter, pIC ¼ command intake pressure from the engine control, and

KI ¼ integral control parameter.

In the above expression for 2 , it is implicitly assumed that the pressure sensor model is a part of the

engine control such that the true error 2 is known. The transfer function HC(s) is given by

HC sð Þ¼ θT sð Þ=2 sð Þ
¼KP +KI=s¼ KPs +KI

s

The performance of the TC control system is represented by the closed-loop transfer function (HC‘(s)).
It is further shown in Appendix A that this closed-loop transfer function is given by

Hc‘ sð Þ¼ pI sð Þ
pIC sð Þ

HC‘ sð Þ¼ HC sð ÞHT sð Þ
1 +HC sð ÞHT sð Þ

Once the parameters for the turbocharger are known, it is simple to compute the dynamic response and

evaluate time delays associated with pI responding to any changes in the command pressure pIC In

addition, optimization of the controller/compensator and stability are readily determined (e.g., with

computer simulation). In a practical engine configuration, the TC control is implemented via a digital

controller.

DIRECT FUEL INJECTION
Another technology that has been introduced relatively recently in addition to VVT and turbocharging

is direct fuel injection into the cylinders of gasoline-fueled engines. Direct injection of fuel into cyl-

inders has been in use with diesel engines and was used in a number of very early gasoline-fueled en-

gines. However, the more recent era of electronically controlled engines have involved fuel injected

external to the cylinder during the intake stroke at relatively low pressure as explained in Chapter 4. For

gasoline-fueled direct injection engines, the fuel is injected directly into the cylinder and requires rel-

atively high fuel pressure. For direct fuel injection (DFI), the fuel injectors are mounted in the cylinder

head and spray the gasoline into the combustion chamber from a fuel rail.

pIC

HC(s) HT(s)
qT

pIå+

–

FIG. 6.16 Block diagram of TC control subsystem.
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An engine incorporating VVT, turbocharging, and DFI has potential for improving fuel economy

and emissions and performance relative to a comparably sized engine having fixed valve phasing,

which is normally aspirated and uses multiport intake manifold fuel injection. However, to take advan-

tage of DFI, it is necessary to operate in multiple control modes.

One of the DFI control strategies is set for very low required engine power including idle and some

constant engine load conditions at low-to-moderate vehicle speeds. Another control strategy would be

required when exhaust emissions require a stoichiometric air/fuel for optimal catalytic converter op-

eration (see Chapter 4). Yet, another control mode is used under full or near-full-throttle operating con-

ditions when the required engine power is at or near its maximum output power capability. This third

control strategy is available for relatively short time intervals (e.g., climbing a relatively steep slope)

since exhaust emissions briefly exceed regulated standards.

The low output control strategy involved relatively high air/fuel (e.g., A/F>25:1). As explained in

Chapter 4, air/fuel greater than stoichiometric ratio results in combustion temperatures exceeding those

for stoichiometry and results in an increase in NOx emissions. Although the catalytic converter effi-

ciency of conversion is less than optimal for NOx emissions, for sufficiently low engine power, it is still

possible to meet government regulations.

For this relatively low required engine power control strategy, only air is dumped into the engine

during the intake stroke. The fuel is injected during the last few degrees of crankshaft rotation (near

TDC) on the compression stroke. The air/fuel mixture for this mode of control and strategy is not

homogeneous (as is desired) for conventional multiport fuel injection during the intake stroke. When

combustion occurs, the pressure in the combustion chamber rises such that torque/power are produced

but at relatively low levels. For each engine configuration, the power levels at which leaner than

stoichiometric air/fuel control strategy is used are determined during engine calibration. Each manu-

facturer must be capable of assuring that exhaust emissions meet government standards.

For any DFI engine, there is a limit to the engine power for which this leaner than stoichiometry

control strategy can be used.When the power required reaches or exceeds this level, the control strategy

returns to maintaining air/fuel at stoichiometry. For the stoichiometric control strategy, fuel is injected

directly into the cylinder during the intake stroke. In this case, the air/fuel mixture is produced within

the cylinder. The engine valve configuration is such that “swirl” of the entering air mixes with fuel

forming an essentially homogeneous mixture. In fact, the resulting mixture is closer to being uniformly

homogeneous than the traditional intake port fuel injection. This condition results in combustion with

exhaust gas that maintain concentrations closer to the optimum for catalytic converter conversion ef-

ficiency (see Chapter 4).

The exception to the stoichiometric and leanmixture control strategies is the operation of the engine

near wide open throttle as mentioned above. Except for race cars that need not meet emission regula-

tions, the maximum power output for street vehicles is a somewhat rare operating mode. The control

strategy for this operating mode involves direct injection of fuel into the cylinder during the intake

stroke with air/fuel less than stoichiometric and, in fact, corresponding to maximum power for a given

RPM. Although this air/fuel varies somewhat between engine models, it is in the general region of
air mass

fuel mass
’ 12 : 1.

In general, a DFI engine that also incorporates turbocharging and VVT has performance and

emissions superior to a traditional normally aspirated, fixed valve phasing, and port fuel injection en-

gine of the same displacement. The trend in contemporary vehicles is to incorporate these technologies.
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FLEX FUEL
Except for diesel-engine vehicles, land vehicles have been fueled for decades with gasoline. The hy-

drocarbon composition of gasoline and additives vary with location and season. In addition, in more

recent years, ethanol has been added to gasoline to a maximum of 85% (which is called E85 fuel).

Ethanol is a biofuel that is produced typically from corn rather than petroleum from which gasoline

is produced. It is a combustible fluid, but it has less energy density than gasoline.

Although ethanol itself is a fuel for an IC engine, it has certain limitations that affect its use. For

example, in cold climates (e.g., the northern portion of the United States and Canada), it does not have

acceptable cold starting capabilities in any engine that was designed for gasoline fuel. In addition, its

lower energy density results in a reduction in fuel economy (i.e., MPG) that can vary from roughly

10%–30% depending upon the vehicle size and overall engine configuration. On the other hand,

ethanol has an antiknock capability that is equivalent to a relatively high octane rating gasoline.

Flex fuel is generally not recommended in vehicles that have not been designed for its use. Among

its drawbacks (particularly with older vehicles) is the possibility of damaging some materials that have

been used in the fuel system of these older cars.

As explained below, the engine control system for a flex-fuel capable engine must have different

fuel delivery and ignition control algorithms than those for gasoline only engines. However, these al-

gorithms are not necessarily difficult to program into an engine control system. In addition, the hard-

ware components of a flex-fuel vehicle engine are different than for a gasoline only engine. These

hardware differences include a special fuel composition sensor along with fuel handling components

(e.g., fuel injectors, fuel lines, and fuel pumps) that can safely operate with ethanol in the fuel.

In order to achieve the same performance as gasoline, a mixture of ethanol and gasoline must have a

lower air/fuel than pure gasoline. In addition, the stoichiometric mixture requires air/fuel in the range

8:765�ma

mf
� 14:7

where ma¼mass of air pumped into cylinder and mf¼mass of fuel pumped with the air or injected

directly into the cylinder.

The higher air/fuel is stoichiometric for gasoline only as explained in Chapter 4. The lowest air/fuel

limit above is stoichiometric for E85. For any given flex-fuel composition, the air/fuel is a function of

the composition as expressed by the fraction of the mixture that is ethanol, which is denoted ηef.
For notational convenience, the air/fuel is expressed by Raf on an engine cycle basis, which is

defined

Raf ¼ ma

mf

The engine control maintains Raf at stoichiometric ratio for exhaust emission requirements for the

majority of engine-operating periods. Exceptions to this control strategy have been explained in

Chapter 4 and this chapter for port-injected engines and in this chapter for DFI engines. The fuel mass

(mf) delivered to a cylinder during any engine cycle is determined by the fuel rail pressure, by the fuel

injector characteristics, and by the fuel injector open time, as explained in Chapters 4 and this chapter.

The fuel injector operation and model are given in Chapter 5.
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In a closed-loop control strategy, it is possible to maintain stoichiometry with the feedback from the

EGO sensor (see Chapter 4). However, in any open-loop operation, the correct fuel delivery can be

controlled with an input to the engine control system from a flex-fuel composition sensor (FFS) as

explained and modeled in Chapter 5. Moreover, the FFS can assist in engine control adaptation to

changes in various components. The discussion in Chapter 5 explains that ηef is measured by measuring

the capacitance (CFF) of a sensor configuration that is a capacitor with a dielectric constantCFF that is a

function of ηef. It is also explained in Chapter 5 that the normal means of measuring CFF involves mea-

surement of frequency or cycle time intervals of an oscillator that involves the FFS as an essential com-

ponent. In addition, it is explained in Chapter 5 that flex-fuel temperature is measured to permit the

engine control to calculate corrections to the calculated ηef due to variations in the constituent fuel com-

ponents dielectric constant (or permittivity) with temperature. The influence of the electrical conduc-

tivity on the FFS equivalent circuit and its corresponding affect on measurement of ηef is also discussed
in Chapter 5. Fuel additives that increase conductivity have the effect of minimizing sparking in fuel

containers and some other fuel handling hardware.

The computation of ηef from the capacitance CFF can be done in the main engine control computer.

However, it is also possible to incorporate a microprocessor-based subsystem as a part of the FFS that

can compute ηef from CFF measurements when it is programmed with algorithms based upon the for-

mulas derived in Chapter 5.

ELECTRONIC IGNITION CONTROL
As explained in Chapter 4, an engine must be provided with fuel and air in correct proportions and the

means to ignite this mixture in the form of an electric spark. Before the development of contemporary

electronic ignition, the traditional ignition system included the spark plugs, a distributor, and a high-

voltage ignition coil. The distributor (which was a form of rotary switch) would sequentially connect

the coil output high voltage to the correct spark plug. In addition, it would cause the coil to generate the

spark by interrupting the primary current (via ignition points) in the coil circuit, thereby generating the

required spark. The time of occurrence of this spark (i.e., the ignition timing) in relation of the piston to

TDC that influences the torque generated was determined mechanically by distributor phasing relative

to the engine cycle.

The distributor and single coil have been replaced by multiple coils and an electronic control sys-

tem. Each coil supplies the spark to either one or two cylinders. In such a system, the controller selects

the appropriate coil and delivers a trigger pulse to the ignition control circuitry at the correct time for

each cylinder. (Note that in some cases, the coil is on the spark plug as an integral unit.)

Fig. 6.17 illustrates such a system, for example, four-cylinder engine. In this example, a pair of

coils provides the spark for firing two cylinders for each coil. Cylinder pairs are selected such that

one cylinder is on its compression stroke while the other is on exhaust. The cylinder on compres-

sion is the cylinder to be fired (at a time somewhat before it reaches TDC). The other cylinder is

on exhaust. The coil fires the spark plugs for these two cylinders simultaneously. For the former

cylinder, the mixture is ignited, and combustion begins for the power stroke that follows. For the

other cylinder (on exhaust stroke), the combustion has already taken place, and the spark has no

effect.
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Although the mixture for contemporary vehicle engines is constrained by emission regulations, the

spark timing can be varied in order to achieve optimum performance within the exhaust emission con-

straint. For example, the ignition timing can be chosen to produce the best possible engine torque for

any given operating condition. This optimum ignition timing is known for any given engine configu-

ration from empirical studies of engine performance as measured on an engine dynamometer.

As explained in Chapter 4, this optimum ignition timing is known as “spark advance for mean best

torque” that is abbreviated MBT.

Ignition timing is normally represented quantitatively by the angular position of the crankshaft rel-

ative to TDC for each cylinder during its compression stroke. Spark occurs before TDC because of the

time required for combustion to be completed such that power during the power stroke is optimized.

Spark timing in degrees of crankshaft rotation is termed “spark advance” (SA).

In the example configuration of Fig. 6.17, the spark advance value is computed in the main engine

control (i.e., the same controller that regulates fuel). This system receives data from the various sensors

(as described above with respect to fuel control) and determines the correct spark advance for the

instantaneous operating condition.

Controller
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A/B
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ignition
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FIG. 6.17 Example of ignition circuit diagram.
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The variables that influence the optimum spark timing at any operating condition include RPM,

manifold pressure (or mass airflow), barometric pressure, and coolant temperature. The correct ignition

timing for each value of these variables is stored in an ROM lookup table. The engine control system

obtains readings from the various sensors and generates an address to the lookup table (ROM). After

reading the data from the lookup tables, the control system computes the correct spark advance (pos-

sibly including interpolation). An output signal is generated at the appropriate time to activate

the spark.

In the configuration depicted in Fig. 6.17, the electronic ignition is implemented in a stand-alone

ignition module. This solid-state module receives the correct spark advance data and generates elec-

trical signals that operate the coil driver circuitry. These signals are produced in response to timing

inputs coming from crankshaft and camshaft signals (POS/RPM).

The coil driver circuits generate the primary current in windings P1 and P2 of the coil packs depicted

in Fig. 6.16. These primary currents build up during the so-called dwell period before the spark is to

occur. The process of spark generation for ignition purposes was explained in Chapter 5. There, it was

explained that the spark is produced by a short-duration very high voltage that is generated in the ig-

nition coil. In the example depicted in Fig. 6.16, a pair of coil packs, each firing two spark plugs, is

shown. Such a configuration would be appropriate for a four-cylinder engine. Normally, there would be

one coil pack for each pair of cylinders or possibly for each cylinder.

In a typical electronic ignition control system, the total spark advance, SA (in degrees before TDC),

is made up of several components that are added together:

SA¼ SAS + SAP + SAT (6.56)

The first component, SAS, is the basic spark advance, which is a tabulated function of RPM andMAP or

MAF. The control system reads RPM and MAP or MAF and calculates the address in ROM of the SAS

that corresponds to these values. Fig. 6.18 depicts a representative variation in SAS versus RPM.
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FIG. 6.18 Representative SA curve versus RPM.
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In the example, the advance of RPM from idle to about 1200 RPM is relatively slow. Then, from

about 1200 to about 2300 RPM, the slope of SAs with respect to RPM is relatively steep. Beyond

2300 RPM, the increase in SAswith respect to RPM is again relatively small. Each engine configuration

has its own spark advance characteristic, which is normally a compromise between a number of con-

flicting factors (the details of which are beyond the scope of this book). The SAs tabulated values that

are placed in ROM are normally determined via engine mapping during development of an engine con-

trol system.

The second component, SAP, is the contribution to spark advance due to mass airflow or manifold

pressure. This value is obtained from ROM lookup tables with MAF or MAP as the independent var-

iable. In general, the SAP is reduced as intake manifold pressure increases, owing to an increase in

combustion rate with pressure.

The final component, SAT, is the contribution to spark advance due to temperature. Temperature

effects on spark advance are relatively complex, including such effects as cold cranking, cold start,

warm-up, and fully warmed-up conditions, the details of which are engine configuration-specific.

CLOSED-LOOP IGNITION TIMING
The ignition system described in the foregoing is an open-loop system. The major disadvantage of

open-loop control is that it cannot automatically compensate for mechanical changes in the system.

Closed-loop control of ignition timing is desirable from the standpoint of improving engine perfor-

mance and maintaining that performance in spite of system changes.

One scheme for closed-loop ignition timing is based on the improvement in performance that is

achieved by advancing the ignition timing relative to TDC. For a given RPM and manifold pressure,

the variation in torque with spark advance is as depicted in Fig. 6.19.
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MBT

SA degrees before TDC

Torque

SA

FIG. 6.19 Engine brake torque versus SA.
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One can see that advancing the spark relative to TDC increases the torque until a point is reached at

which best torque is produced. As introduced above and explained qualitatively in Chapter 3, this spark

advance is known as the SA for mean best torque or MBT.

When the spark is advanced too far, an abnormal combustion phenomenon occurs that is known as

knocking. Although the details of what causes knocking are beyond the scope of this book, it is gen-

erally a result of a portion of the air-fuel mixture abruptly igniting (autoigniting), as opposed to being

normally ignited by the advancing flame front that occurs in normal combustion following spark ig-

nition. Roughly speaking, the amplitude of knock is proportional to the fraction of the total air and fuel

mixture that autoignites. It is characterized by an abnormally rapid rise in cylinder pressure during

combustion, followed by very rapid oscillations in cylinder pressure. The frequency of these oscilla-

tions is specific to a given engine configuration and is typically in the range of a few kilohertz. Fig. 6.20

is a graph of a representative cylinder pressure versus time under knocking conditions. A relatively low

level of knock is arguably beneficial to performance, although excessive knock is unquestionably dam-

aging to the engine and must be avoided.

One control strategy for spark advance under closed-loop control is to advance the spark timing

until the knock level becomes unacceptable. At this point, the control system reduces the spark advance

(retarded spark) until acceptable levels of knock are achieved. Of course, a spark advance control

scheme based on limiting the levels of knocking requires a knock sensor such as that explained in

Chapter 5. This sensor responds to the acoustic energy in the spectrum of the rapid cylinder pressure

oscillations, as shown in Fig. 6.20.

Fig. 6.21A is a diagram of an exemplary instrumentation system for measuring knock intensity.

Output voltage VE of the knock sensor is proportional to the acoustic energy in the engine block

at the sensor mounting point. This voltage is sent to a narrow band-pass filter that is tuned to the knock

frequency (for the particular engine configuration). The filter output voltage VF is proportional to

the amplitude of the knock oscillations and is thus a “knock signal.” The envelope voltage of these

oscillations, Vd, is obtained with a detector circuit which can, for example, be implemented with a

Cylinder
pressure

TDC
Time

FIG. 6.20 Cylinder pressure under knock conditions.
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rectifier-type circuit that includes a diode and a capacitor (see Chapter 2). An exemplary sample of

some actual vehicular signals is presented in Fig. 6.21B.

Following the detector in the circuit of Fig. 6.21 of the example knock detection system is an elec-

tronic gate that normally blocks Vd for much of the engine cycle but passes it during the portion of the

engine cycle for which the knock amplitude is largest (i.e., shortly after TDC). The gate is, in essence,

an electronic switch that is normally open but is closed for a short interval (from 0 to T) following TDC.
It is during this interval that the knock signal is largest in relationship to engine noise. The probability
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FIG. 6.21 Instrumentation for measuring knock intensity. (A) Knock control block diagram; (B) Exemplary filtered

knock sensor voltage; (C) Exemplary detector output voltage.
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of successfully detecting the knock signal is greatest during this interval. Similarly, the possibility of

mistaking normal engine acoustic noise for true knock signal is smallest during this interval.

The final stage in the exemplary knock-measuring instrumentation is integration with respect to

time. Integration can be accomplished numerically in the engine control or as a part of the knock sensor

instrumentation using an operational amplifier circuit configured to perform analog integration. For

example, the circuit of Fig. 6.22A could be used to integrate the gate output. In our example system,

the electronic gate is implemented via a pair of switches, S1 and S2. Switch S1 is normally open and S2
closed, but S1 is closed and S2 opened at t¼0 corresponding to the beginning of the period where knock

can occur. The end of this period is t¼T. This gate operation is repetitive and occurs following TDC for

the power stroke of the associated cylinder. The output voltage VK at the end of the gate interval T is

given by

VK ¼� 1=RCð Þ
ðT
0

Vd tð Þdt (6.57)

Vd
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S2
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R

Gate
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–
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FIG. 6.22 Analog integrator for knock detection system. (A) Block diagram; (B) Exemplary output voltage.
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This voltage increases sharply in magnitude but is negative for Vd as depicted in Fig. 6.22B because the

input is connected to the op-amp inverting input. Fig. 6.22B is a plot of the absolutemagnitude ofVk (i.e.,

jVkj) in the absence of noise. This voltage reaches amaximumamplitude at the end of the gate interval, as

shown in Fig. 6.22B, provided knock occurs. However, if there is no knock, VK remains near zero.

The level of knock intensity is indicated by voltage jVK(T)j at the end of the gate interval. The spark
control system compares this voltage with a threshold voltage to determine whether knock has or has

not occurred.

This envelope-detected voltage is sent to the controller, where it is compared with a level corre-

sponding to the knock intensity threshold.Whenever the knock level is less than the threshold, the spark

is advanced. Whenever it exceeds the threshold, the spark is retarded. The comparator function is nor-

mally implemented in the digital control system by numerically comparing the integrated knock inten-

sity signal with a threshold TK (under program control; see Fig. 6.23).

In such an implementation, the controller generates a binary-valued variable (denoted K in

Fig. 6.23) having the following algorithm:

K¼ 0 VK Tð Þj j< TK
¼ 1 VK Tð Þj j> TK

(6.58)

In an illustrative closed loop spark control system, the spark is advanced by an engine specific amount

for K¼0 and retarded for K¼1. Knock detection with the above algorithm has two types of error: (1)

missed detection in which knock has occurred but the system output is K¼0 and (2) false alarm in

which there is normal combustion but the system output is K¼1. The quantitative error analysis

for the above knock detection method generally is covered in the field of statistical decision theory.

The theory of this topic is outside the scope of this book. However, for those readers having a back-

ground in statistical analysis, we present the following brief models and analysis of the probability of

error in the above knock detection system.

Essentially, the voltage of any point in the exemplary knock detection system is a random process.

In this exemplary knock detection system, the detection of knock is based upon the voltage VK(T) and
is, in effect, a form of statistical hypothesis testing. This method can perhaps best be explained from the

histogram of Fig. 6.24 for voltage VK(T) for a large sample of engine cycles under the two hypotheses:

H0—normal combustion

H1—knocking conditions

For notational convenience, we let x¼jVK(T)j in Fig. 6.24. In this figure, the number of occurrences of

x at a particular value for hypothesisH0 is denoted nH0
xð Þ and for hypothesisH1 is denoted nH1

xð Þ. For a
sufficiently large sample space, these histograms approach the continuous probability density functions

for the two hypotheses that are denoted pH0
xð Þ and pH1

xð Þ, respectively.

Threshold
Comparator K

|VK(T )|

Tk

FIG. 6.23 Comparator for knock detector.
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The detection threshold TK is depicted in Fig. 6.24. The total probability of error Pe for our example

knock detection method is given by

Pe ¼
ð∞
TK

pH0
xð Þdx +

ðTK
O

pH1
xð Þdx (6.59)

where the first term corresponds to false-alarm errors and the second to missed detection errors. For any

such knock detection method, an optimum threshold that minimizes the total probability of error can be

determined empirically.

Although this scheme for knock detection has shown a constant threshold, there are some produc-

tion applications that have a variable threshold. The threshold in such cases increases with RPM

because the competing acoustic noises in the engine increase with RPM.

SPARK ADVANCE CORRECTION SCHEME
Although the details of spark advance control are vehicle model and manufacturer-specific, there are

generally two classes of correction that are used: fast correction and slow correction. In the fast

correction scheme, the spark advance is decreased for the next engine cycle by a fixed amount

(e.g., 5 degrees) whenever knock is detected. Then, the spark advance is incremented in one-degrees

increments every 5–20 crankshaft revolutions.

The fast correction ensures that minimum time is spent under heavy knocking conditions. Further,

this scheme compensates for hysteresis (i.e., for one degrees of spark advance to cause knocking, more

than one degrees must be removed to eliminate knocking). The fast correction scheme is depicted

qualitatively by the waveform depicted in Fig. 6.25.
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FIG. 6.24 Histogram for hypotheses H0 and H1.
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In the slow correction scheme (Fig. 6.26), spark advance is decreased by one (or more) degree each

time knock is detected, until no knocking is detected. The spark advance proceeds in one-degrees

increments after many engine cycles.

The slow correction scheme is more of an adaptive closed-loop control than is the fast correction

scheme. It primarily is employed to compensate for relatively slow changes in engine condition or fuel

quality (i.e., octane rating).

INTEGRATED ENGINE CONTROL SYSTEM
Each control subsystem for fuel control, spark control, and EGR has been discussed separately. How-

ever, in a contemporary vehicle, an integrated electronic engine control system employs an open

Knock

Engine cycles

FIG. 6.26 Slow correction of SA.

SA

Knock

Engine cycles

FIG. 6.25 Fast correction of SA.
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architecture and can include these subsystems and provide additional functions. (Usually, the flexibil-

ity of the digital control system allows such expansion quite easily because the computer program can

be changed to accomplish the expanded functions.) Several of these additional functions are discussed

in the following.

SECONDARY AIR MANAGEMENT
Secondary air management is used to improve the performance of the catalytic converter by providing

extra (oxygen-rich) air either to the converter itself or to the exhaust manifold. The catalyst temperature

must be above about 200°C to efficiently oxidize HC and CO and reduce NOx. During engine warm-up

when the catalytic converter could be cold, HC and CO are oxidized in the exhaust manifold by routing

secondary air to the manifold. This creates extra heat to speed warm-up of the converter and EGO

sensor, enabling the fuel controller to go to the closed-loop mode relatively quickly.

The converter can be damaged if too much heat is applied to it. This can occur if large amounts of

HC and CO are oxidized in the manifold during periods of heavy loads, which call for fuel enrichment,

or during severe deceleration. In such cases, the secondary air is directed to the air cleaner, where it has

no direct effect on exhaust temperatures.

After warm-up, the main use of secondary air is to provide an oxygen-rich atmosphere in the

second chamber of the three-way catalyst, dual-chamber converter system. In a dual-chamber con-

verter, the first chamber contains rhodium, palladium, and platinum to reduce NOx and to oxidize

HC and CO. The second chamber contains only platinum and palladium. The extra oxygen from the

secondary air improves the latter converter’s ability to oxidize HC and CO in the second converter

chamber.

The computer program for the control mode selection logic can be modified to include the condi-

tions for controlling secondary air. In one configuration, the engine controller regulates the secondary

air by using two solenoid valves similar to the EGR valve. One valve switches airflow to the air cleaner

or to the exhaust system. The other valve switches airflow to the exhaust manifold or to the converter.

The air routing is based on engine coolant temperature and air/fuel ratio. The control system diagram

for secondary air is shown in Fig. 6.27.

EVAPORATIVE EMISSIONS CANISTER PURGE
In preemission controlled vehicles, the fuel stored in the fuel system tended to evaporate and release

hydrocarbons (HCs) into the atmosphere. In contemporary vehicles, to reduce these HC emissions,

the fuel tank is sealed and evaporative gases are collected by a charcoal filter in a canister. The

collected fuel is released into the intake through a solenoid valve controlled by the computer.

This normally is done during closed-loop operation to reduce fuel calculation complications in

the open-loop mode.

AUTOMATIC SYSTEM ADJUSTMENT
Another important feature of microcomputer engine control systems is their ability to be pro-

grammed to adapt to parameter changes. Many control systems use this feature to enable the com-

puter to modify lookup table values for computing open-loop air/fuel ratios. While the computer is
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in the closed-loop mode, the computer checks its open-loop calculated air/fuel ratios and compares

them with the closed-loop average limit-cycle values. If they match closely, the open-loop lookup

tables are unchanged. If the difference is large, the system controller corrects the lookup tables so

that the open-loop values more closely match the closed-loop values. This updated open-loop lookup

table is stored in separate memory (RAM), which is always powered directly by a car battery or a

separate “keep alive” battery so that the new values are not lost, while the ignition key is turned off.

The next time the engine is started, the new lookup table values will be used in the open-loop mode

and will provide more accurate control of the air/fuel ratio than the unmodified values. This feature

is very important because it allows the system controller to adjust to long-term changes in engine

and fuel system conditions. This feature can be applied in individual subsystem control systems or

in the fully integrated control system. If not available initially, it may be added to the system by

modifying its control program.

SYSTEM DIAGNOSIS
Another important feature of microcomputer engine control systems is their ability to diagnose failures

in their control systems or components and alert the operator. Sensor and actuator failures or misad-

justments can be detected readily by the computer under certain operating conditions. For instance, the

computer will detect a malfunctioning MAF sensor if the sensor’s output goes above or below certain

specified limits or fails to change for long periods of time. A prime example is the automatic adjustment
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system just discussed. If the open-loop calculations consistently come up different from those indicated

in closed-loop mode, the engine control computer may determine that one of the many sensors used in

the open-loop calculations has experienced a calibration change or has failed completely.

If the computer detects the loss of a primary control sensor or actuator, it may switch to a different

mode until the problem is repaired. The operator is notified of a failure by an indicator on

the instrument panel (e.g., check engine indicator). Because of the flexibility of the microcomputer

engine control system, additional diagnostic programs might be added to accommodate different

engine models that contain more or fewer sensors. Chapter 11 discusses self-diagnosis in engine control

systems. Keeping the system totally integrated gives the microcomputer controller access to more sen-

sor inputs so they can be checked. Chapter 11 discusses system diagnosis in detail. Often, there is suf-

ficient redundancy to permit suboptimal engine operation when a component has failed such that the

vehicle can be driven to a repair facility in an operating mode that has been termed a “limp

home mode.”

SUMMARY OF CONTROL MODES
A summary of the control modes for a digital engine control system is presented below.

ENGINE CRANK (START)
The following list is a summary of the engine operations in the engine crank (starting) mode, wherein

the primary control concern is rapid and reliable engine start:

1. Engine RPM at cranking speed

2. Engine coolant at relatively low temperature (cold start)

3. Air/fuel ratio low (cold start)

4. Spark retarded

5. EGR off

6. Secondary air to exhaust manifold

7. Fuel economy not closely controlled

8. Emissions not as closely controlled as during fully warmed engine

ENGINE WARM-UP
While the engine is warming up, the engine temperature is rising to its normal operating value. Here,

the primary control concern is rapid and smooth engine warm-up. A summary of the engine operations

during this period is as follows:

1. Engine RPM above cranking speed at command of driver

2. Engine coolant temperature rises to minimum threshold

3. Air/fuel ratio controlled versus engine temperature

4. Spark timing set by controller

5. EGR off

6. Heat supplied to HEGO

7. Secondary air to exhaust manifold
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8. Fuel economy not as closely controlled as fully warmed engine

9. Emissions not as closely controlled as fully warmed engine

OPEN-LOOP CONTROL
The following list summarizes the engine operations when the engine is being controlled in an open-

loop mode. This mode is used before the EGO sensor has reached the correct temperature for closed-

loop operation. Fuel economy and emissions are closely controlled:

1. Engine RPM at command of driver (or idle speed control)

2. Engine temperature above warm-up threshold

3. Air/fuel ratio controlled by an open-loop system to 14.7

4. EGO sensor temperature less than minimum threshold

5. Heat supplied to HEGO

6. Spark timing set by controller

7. EGR controlled

8. Secondary air to catalytic converter

9. Fuel economy controlled

10. Emission controlled

CLOSED-LOOP CONTROL
For the closest control of emissions and fuel economy under various driving conditions, the electronic

engine control system is in a closed loop. Fuel economy and emissions are controlled very tightly. The

following is a summary of the engine operations during this period:

1. Engine RPM at command of driver (or idle speed control)

2. Engine temperature in normal range (above warm-up threshold)

3. Average air/fuel ratio controlled to 14.7, �0.05

4. EGO sensor’s temperature above minimum threshold detected by a sensor output voltage indicating

a rich mixture of air and fuel for a minimum amount of time

5. System returns to open loop if EGO sensor cools below minimum threshold or fails to indicate rich

mixture for given length of time

6. EGR controlled

7. Secondary air to catalytic converter

8. Fuel economy tightly controlled

9. Emissions tightly controlled

HARD ACCELERATION
When the engine must be accelerated quickly or if the engine is under heavy load, it is in a special

mode. Now, the engine controller is primarily concerned with providing maximum performance. Here

is a summary of the operations under these conditions:

1. Driver asking for sharp increase in RPM or in engine power (via rapid throttle angle increase) and

demanding maximum torque

2. Engine temperature in normal range
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3. Air/fuel ratio rich mixture

4. EGO not in loop (very briefly)

5. EGR off

6. Secondary air to intake

7. Relatively poor fuel economy (relative to normal closed loop)

8. Relatively poor emission control (relative to normal closed loop)

DECELERATION AND IDLE
Slowing down, stopping, and idling are combined in another special mode. The engine controller

is primarily concerned with reducing excess emissions during deceleration and keeping idle fuel

consumption at a minimum. This engine operation is summarized in the following list:

1. RPM decreasing rapidly due to driver command or else held constant at idle

2. Engine temperature in normal range

3. Air/fuel ratio lean mixture

4. Special mode in deceleration to reduce emissions

5. Special mode in idle to keep RPM constant at idle as load varies due to air conditioner, automatic

transmission engagement, etc.

6. EGR on

7. Secondary air to intake

8. Good fuel economy during deceleration

9. Possibly relatively poor fuel economy during idle but fuel consumption kept to minimum possible

(except for HEV)

AUTOMATIC TRANSMISSION CONTROL
The vast majority of cars and light trucks sold in the United States are equipped with automatic trans-

missions. The majority of these transmissions are controlled electronically. The configuration of an

automatic transmission consists of a torque converter and a sequence of planetary gear sets.

The transmission (whether automatic or manual) is a gear system that adjusts the ratio of engine

speed to wheel speed. Essentially, the transmission enables the engine to operate within its optimal

performance range regardless of the vehicle load or speed. It provides a gear ratio between the engine

speed and vehicle speed such that the engine provides adequate power to drive the vehicle at any speed.

Any gear system connecting a pair of shafts along which torque/power is transmitted is the mechanical

equivalent of an electrical transformer. Just as a transformer can maximize the power transmitted from

a source to a load, a gear system has the capability of maximizing the transfer of engine power to the

load at the drive wheels while maintaining engine speed (under load) at acceptable values.

To accomplish optimal power transfer to the load with a manual transmission, the driver selects the

correct gear ratio from a set of possible gear ratios (usually three to five for passenger cars). An au-

tomatic transmission selects the gear ratio by means of an automatic control system.

The configuration for an automatic transmission consists of a fluid couplingmechanism, known as a

torque converter, and a system of planetary gear sets. The torque converter is formed from a pair of
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structures of a semitoroidal shape (i.e., a donut-shaped object split along the plane of symmetry).

Fig. 6.28 is a schematic sketch of a torque converter showing the two semitoroids.

One of the toroids is driven by the engine by the input shaft and is called the pump. The other is in

close proximity and is called the turbine. Both the pump and the turbine have vanes that are nearly in

axial planes. In addition, a series of vanes are fixed to the frame and are called the reactor. The entire

structure is mounted in a fluid-tight chamber and is filled with a hydraulic fluid (i.e., transmission

fluid). As the pump is rotated by the engine, the hydraulic fluid circulates as depicted by the arrows

in Fig. 6.28. The fluid impinges on the turbine blades, imparting a torque to it. The torque converter

provides a fluid coupling to transmit engine torque and power to the turbine from the engine. The torque

that is applied to the pump portion of the torque converter is the engine brake torque (Tb). Denoting the
torque applied to the output shaft by the turbine TT, this latter torque is given by TT¼TRTb where TR is
the torque multiplication factor of the torque converter. However, the properties of the torque converter

are such that when the vehicle is stopped corresponding to a nonmoving turbine, the engine can con-

tinue to rotate (as is does when the vehicle is stopped with the engine running). Normally, with the

vehicle stopped and the torque converter output shaft not rotating, the engine is at idle and producing

minimal Tb. The turbine blades are in a stalled condition, and TT is sufficiently low that only a small

torque applied to the wheels by the brakes is capable of stopping the vehicle.

A detailed analytic model for a torque converter is given in a paper by Allen Kotwicki.1 In this

paper, it is explained that a torque converter is a form of fluid coupling device in which a reactor is

added that is rigidly connected to the transmission housing and normally does not rotate. However,

torque converter efficiency is improved whenever the torque reaction on the fluid is zero by allowing

F
lu

id
 fl

ow

Turbine

Reactor Axis
of  rotation

TT
wt

wp
Tp

Pump

Input
shaft

Output
shaft
(to planetary gear system)

FIG. 6.28 Torque converter configuration.

1Dynamic Models for Torque Converter Equipped Vehicles, Allen Kotwicki, SAE paper # 820393, 1982.
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the reactor to rotate freely. The torque converter is filled with transmission fluid that is caused to cir-

culate through the pump-turbine-reactor by rotation of the pump by the engine crankshaft rotation. This

fluid flows in an annular path as depicted in Fig. 6.28. The operating physical principle upon which a

fluid coupling or a torque converter is based is that torque in any such system results from a time rate

of change of angular momentum. In the reference cited above, it is shown that the torques of the pump

Tp and turbine Tt are given by

Tp ¼AωpQ+BQ2

TT ¼AωpQ�CωtQ+DQ2
(6.60)

where ωp¼ the pump angular speed (rad/s), ωt¼ the turbine angular speed (rad/s), and Q¼ the fluid

volume flow rate

A¼ ρR2
px

B¼ ρ
Rpx tan αpx

Apx
�Rrx tan αrx

Arx

� 	

C¼ ρR2
tx

and

D¼ ρ
Rpx

Apx
tan αpx�Rrx

Atx
tan αtx

� 	

where ρ is the transmission fluid density.

In these equations, a double subscript on a variable means first subscript p!pump, r! reactor, and

t! turbine and the second subscript e!entrance and x!exit. The double-subscripted parameters

have the following meaning:

A is the converter cross-sectional area normal to annular flow (p).
R is the radius from converter axis.

α is the element blade angle relative to axis.

It is further shown that the volume flow rate is given by

Q¼� Hωt�Gωp

� �
2I

+
Hωt�Gωp

� �2
+ 4I Eω2

p +Fω
2
t


 �h i
2I

1
2

(6.61)

where E, F,G,H, and I are constants given in the cited reference. In this reference, empirical evaluation

of coefficients for a first-order linear regression-based polynomial for Q of the form is developed:

Q� α1ωp + βωt

where ωt ffi Sωp is assumed

where S is the speed ratio.

Using this approximation, it is shown in the reference that the torque ratio TR is given by

TR ¼ TT
Tp

¼ A +Dα1ð Þωp + Dβ�Cð Þωt

A+Bα1ð Þωp +Bβωt
(6.62)
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where

α1 ¼ Effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I E+FG2=H2ð Þp +

G

2I

β¼ FG

H
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I E+FG2=H2ð Þp �H

2I

This simplified model is shown in the reference to correlate well with experimental data and is nor-

mally sufficient for the development of transmission controls.

The planetary gear system consists of a set of three types of gears connected together as depicted in

Fig. 6.29A. The inner gear is known as the sun gear. There are three gears meshed with the same gear at

equal angles, which are known as planetary gears. These three gears are tied together with a cage that
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FIG. 6.29 Schematic automatic transmission configuration. (A) Planetary gear configuration; (B) Illustrative

powertrain configuration.
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supports their axles. The third gear, known as a ring gear, is a section of a cylinder with the gear teeth on

the inside. The ring gear meshes with the three planetary gears.

In operation, one or more of these gear systems are held fixed to the transmission housing via a set of

hydraulically actuated clutches. The action of the planetary gear system is determined by which set or

sets of clutches are activated. For example, if the ring gear is held fixed and input power (torque) is

applied to the sun gear, the planetary gears rotate in the same direction as the sun gear but at an in-

creased torque. We denote the input torque applied to the sun gear and the angular speed of the shaft

driving this gear system by Ti and ωi, respectively. The output torque and its speed are denoted To and
ωo, respectively. A model for this gear system is given by

To ¼ gTi
ωo ¼ωi=g

(6.63)

where g is the gear ratio:

g¼Np=Ns

Ns is the number of teeth on the sun gear, and Np is the number of teeth on a planetary gear.

If the planetary gear cage is fixed, then the sun gear drives the ring gear in the opposite direction as

is done when the transmission is in reverse. If all three sets of gears are held fixed to each other rather

than the transmission housing, then direct drive (gear ratio¼1) is achieved.

A typical automatic transmission has a number of planetary gear systems (denoted g1, g2, and g3 in
Fig. 6.29B), each with its own set of hydraulically actuated clutches as depicted schematically in

Fig. 6.29B. In an electronically controlled automatic transmission, the clutches are electrically or elec-

trohydraulically actuated via solenoid-type actuators such as are described in Chapter 5.

Most automatic transmissions have three forward gear ratios, although a few have two and some

have four or more and all have reverse. A properly used manual transmission normally has efficiency

advantages over an automatic transmission (because of power losses in the torque converter), but the

automatic transmission is the most commonly used transmission for passenger automobiles in the

United States. In the past, automatic transmissions have been controlled by a hydraulic and pneumatic

system, but it is common in contemporary vehicles to use electronic controls as part of an integrated

powertrain control system. The control system must determine the correct gear ratio by sensing the

driver-selected command, accelerator pedal position, engine load, and vehicle motion. Once again,

as in the case of electronic engine control, the electronic transmission control can optimize transmis-

sion control. However, since the engine and transmission function together as a power-producing unit,

it is sensible to control both components in a single electronic controller. The proper gear ratio is ac-

tually computed in the electronic transmission control portion of the powertrain control system.

Fig. 6.29B depicts schematically the powertrain denoting the engine E, the torque converter (TC),
the gear system, the differential D (having gear ratio gD), and the axles with the drive wheels (which

could be front or rear). The configuration and operating principles of the differential are explained later

in this chapter. For simplicity, it is convenient to assume that both right and left drive wheels (or all four

drive wheels for four-wheel drive) are identical and present a combined load torque TL to the drive axle.
In this case, the transmission output torque To is given by

To ¼ TL=gD

The gear system consists of a set of planetary gear units each having a gear ratio gn (n¼1,2,…,N). The
appropriate gear is selected by the control system, which operates the correct set of clutches via an
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electrohydraulic actuator (e.g., solenoid-operated valve supplying transmission fluid under pressure to

a set of sprag clutches). For gear systems connected in series, the total gear ratio g from the torque

converter output to the load is given by

gT ¼ gD
YN
n¼1

gn (6.64)

Otherwise, for a parallel connected system of gears as shown in Fig. 6.29B, the gear ratio is given by

gT ¼ gDgn (6.65)

Although there are many possible powertrain control modes depending upon vehicle-operating condi-

tions and driver command, an illustrative example mode is maximizing the power delivered to the load

(drive wheels) for a given engine brake power (Pb¼Tbωe). A simple approximate and artificial model

for explaining maximum power transfer across a gear system is based upon an electrical equivalent

circuit in which torque is analogous to voltage (V) and angular speed of the shaft along which the torque
is applied is analogous to current I. As in the case of mechanical power, electric power Pe for purely

resistive circuits is given by

Pe ¼VI

The impedance z is given by

z¼V=I

For an AC electrical circuit, the power delivered to a load through a transformer of turns ratio N2/N1¼ r
is maximized when

r¼
ffiffiffiffiffiffi
RL

Rs

r

Rs¼ source resistance and RL¼ load resistance.

The mechanical equivalent of impedance Zm is given by T/ω. For the sake of this artificial model, it

is assumed that the engine available power is fixed by the throttle angle and that internal frictional

losses are proportional to ωe. Using this model, a gear system with gear ratio g is analogous to a trans-
former with turn ratio r.

Based on the transformer analogy to a gear train, the gear ratio, which maximizes this transfer of

engine power to load power (PL¼TLωL) g∗ is given approximately by

g
 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
TL=ωL

Tb=ωe

s

In this simple powertrain model, the controller is programmed to select the nearest available gear ratio

from the set of possible choices to g*. However, in practice, the gear selection criteria are based on

optimizing engine fuel efficiency, except under heavy acceleration conditions for which the gear

selection would normally be such that the engine operates near peak torque.

Another control mode for the transmission is to maximize drive axle torque TL, thereby maximizing

vehicle acceleration whenever the driver command yields wide open throttle (WOT). This mode calls
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for the maximum available gear ratio subject to the constraint that engine RPM remains near the point

for maximum brake torque.

The relevant clutches are activated by the pressure of transmission fluid acting on pistonlike mech-

anisms. The pressure is switched on at the appropriate clutch via solenoid-activated valves that are

supplied with automatic transmission fluid under pressure. The solenoids are actuators that receive

an electrical signal from the powertrain control system as explained in Chapter 5.

During normal driving, the electronic transmission controller determines the desired gear ratio from

measurements of engine load and RPM and transmission output shaft RPM. These RPMmeasurements

are made using noncontacting angular speed sensors (usually magnetic in nature) as explained in

Chapter 5. Once this desired gear ratio is determined, the set of clutches to be activated is uniquely

determined, and control signals are sent to the appropriate clutches.

Normally, the highest gear ratio (i.e., ratio of input shaft speed to output shaft speed) is desired when

the vehicle is at low speed such as in accelerating from a stop. As vehicle speed increases from a stop, a

switching level will be reached at which the next lowest gear ratio is selected. This switching (gear-

changing) threshold is an increasing function of load as measured by the MAF or MAP sensor.

At times (particularly under steady vehicle speed conditions), the driver demands increasing engine

power (e.g., for heavy acceleration). In this case, the controller shifts to a higher gear ratio, resulting in

higher acceleration than would be possible in the previous gear setting. At a steady-cruise condition, the

transmission gear ratio is unity, and the total gear ratio from engine to drive wheels is gD (i.e., differ-

ential gear ratio). The functional relationship between gear ratio and operating condition is often

termed the “shift schedule,” which is programmed into ROM.

TORQUE CONVERTER LOCK-UP CONTROL
As explained above, automatic transmissions use a hydraulic or fluid coupling to transmit engine power

to the wheels. There is some relatively small power loss in the TC such that the fluid coupling is less

efficient than the nonslip coupling of a pressure-plate manual clutch used with a manual transmission.

Thus, fuel economy is usually lower with an automatic transmission than with a standard transmission.

This problem has been partially remedied by placing a clutch functionally similar to a standard

pressure-plate clutch inside the torque converter of the automatic transmission and engaging it during

periods of steady cruise. This enables the automatic transmission to provide fuel economy near that of a

manual transmission and still retain the automatic shifting convenience.

The torque-converter-locking clutch (TCC) is activated by a lockup solenoid controlled by the en-

gine control system computer. The computer determines when a period of steady cruise exists from

throttle position and vehicle speed changes. It pulls in the locking clutch and keeps it engaged until

it senses conditions that call for disengagement. This condition is known as “torque converter lockup.”

DIFFERENTIAL AND TRACTION CONTROL
The transmission output shaft is coupled to the drive axles via the differential or transaxle. The differential

is a necessary component of the drivetrain because the left and right drive wheels turn at different speeds

whenever the car moves along a curve (e.g., turning a corner). Whenever a car is executing a turn, the

outside drive wheel rotates at a higher angular speed than the inside wheel. The differential achieves this

function permitting bothwheels to propel the vehicle. Fig. 6.30 depicts the configuration for a differential.
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A transaxle incorporates a gear system structure that is similar to the differential depicted in Fig. 6.30.

Unfortunately, wherever there is a large difference between the tire/road friction from left to right, the

differential will tend to spin the low-friction wheel. An extreme example of this occurs whenever one

drive wheel is on ice and the other is on dry road. In this case, the tire on the ice side will spin, and

the wheel on the dry side will not. Typically, the vehicle will not move in such circumstances.

A majority of contemporary vehicles are equipped with so-called traction control devices that can

overcome this disadvantage of the differential. One method of achieving traction control involves dif-

ferentials that incorporate electrohydraulic solenoid-activated clutches somewhat similar to those used

in an automatic transmission that can “lock” the differential, permitting power to be delivered to both

drive wheels. It is only desirable to activate these clutches in certain conditions and to disable them

during normal driving, permitting the differential to perform its intended task.

Sun gear

Planet pinion

Crown wheel

Drive shaft

Drive pinion

FIG. 6.30 Differential configuration.
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An alternative traction control is available in vehicles having an automatic brake system. In this

case, a brake is automatically applied to the spinning wheel, which causes drive torque to be applied

to the nonspinning drive wheel. The details of this topic are explained in Chapter 10.

A traction control system incorporates sensors for measuring wheel speed and a controller that

determines the wheel slip condition based on these relative speeds. Wherever a wheelspin condition

is detected, the controller sends electrical signals to the solenoids, thereby activating the clutches to

eliminate the wheel slip.

HYBRID ELECTRIC VEHICLE POWERTRAIN CONTROL
The concept of a HEV, in which propulsive power comes from an internal combustion engine (ICE) and

an electric motor (EM), has emission and fuel advantages relative to a conventional vehicle powered

only by an ICE. As explained in Chapter 4, the hybrid vehicle combines the low (ideally zero) emis-

sions of an electric vehicle with the range and performance capabilities of IC-engine-powered cars.

However, optimization of emission performance and/or fuel economy is a complex control problem.

There are different types of hybrid electric vehicles based upon the degree of hybridization. A ve-

hicle that can operate on either the ICE or the electric propulsion or a combination of both is known as

a full hybrid. In order to have any practical range for electric propulsion only, the vehicle must have

a suitable very high-capacity battery pack. This battery pack is capable of storing far more energy than a

conventional storage battery found in ICE only vehicles.

On the other hand, there are certain hybrids that are incapable of electric propulsion only. These

vehicles, which are commonly called “mild hybrids,” require the ICE for some of their propulsion.

In one configuration, a mild hybrid has an ICE connected to a motor that serves several functions in-

cluding starting the ICE, adding a power boost to the ICE, and regenerative braking to recover and store

some energy during deceleration. In regenerative braking, the electric motor acts as a generator that

receives its mechanical drive power from the vehicle momentum and delivering its output electric

power to the battery pack. The discussion of induction motors in Chapter 5 explains this operation

of a motor acting as a generator.

There are numerous issues and considerations involved in hybrid vehicle powertrain control, in-

cluding the efficiencies of the IC engine and electric motor as a function of operating condition; the

size of the vehicle and the power capacity of the IC engine and electric motor; the storage capacity

and state of charge of the battery pack; accessory load characteristics of the vehicle; and, finally, the

driving characteristics of the driver. With respect to this latter issue, it would be possible to optimize

vehicle emissions and performance if the exact route, including vehicle speed, acceleration, decel-

eration, road inclination, and wind characteristics, could be programmed into the control memory

before any trip was to begin. As explained in Chapter 12, certain levels of autonomous vehicles

have some of the required capabilities to optimize the trip from a given starting point to destination.

On the other hand, unknown variables (e.g., traffic congestion) make it somewhat impractical

to achieve optimum performance by preprogramming only. However, by monitoring instantaneous

vehicle operation, it is possible to achieve good, though suboptimal, vehicle performance and

emissions.

Depending on operating conditions, the controller in a full hybrid can command pure electric

vehicle operation, pure IC engine operation, or a combination. Whenever the IC engine is operating,

the controller should attempt to keep it at its peak efficiency.
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Certain special operating conditions should be noted. For example, the IC engine is stopped wher-

ever the vehicle is stopped. Clearly, such stoppage benefits vehicle fuel economy and improves air

quality when the vehicle is driven in dense traffic with long stoppages such as those that occur while

driving in large urban areas.

There are two major types of hybrid electric vehicles depending on the mechanism for coupling the

IC engine (ICE) and the electric motor (EM). Fig. 6.31 is a schematic representation of one hybrid

vehicle configuration known as a series hybrid vehicle (SHV).

In this SHV, the ICE drives a generator (G) and has no direct mechanical connection to the drive

axles. The vehicle is propelled by the electric motor (EM), which receives its input electric power from

a high-voltage bus. This bus, in turn, receives its power either from the engine-driven generator (for

ICE propulsion) or from the battery pack (for EM propulsion), or from a combination of the two. In this

figure, mechanical power is denoted MP and electric power EP. The mechanical connection from the

EM to the transaxle (T/A) provides propulsive power to the drive wheels (DWs). The term transaxle

refers to the entire drive system from the EM to the drive wheels.

Fig. 6.32 is a schematic of a hybrid vehicle type known as a parallel hybrid. The parallel hybrid of

Fig. 6.32 can operate with ICE alone by engaging both solenoid-operated clutches on either side of the
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FIG. 6.32 Parallel hybrid schematic.
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FIG. 6.31 Series hybrid electric vehicle (HEV) schematic.
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EM but with no electric power supplied to the EM. In this case, the MP supplied by the ICE directly

drives the transaxle T/A, and the EM rotor spins essentially without any mechanical drag. This hybrid

vehicle can also operate with the EM supplying propulsive power by switching off the ICE, disenga-

ging clutch C1, engaging clutch C2, and providing electric power to the EM from the high-voltage bus

(HVB). Of course, if both ICE and EM are to produce propulsive power, then both clutches are en-

gaged. Not shown in Fig. 6.32 is a separate controller for the motor. Also not shown in this figure

but discussed later in this section is the powertrain controller that optimizes performance and emissions

for the overall vehicle and engages/disengages clutches as required.

The HEV of Fig. 6.33 operates similarly to that of Fig. 6.32 except that mechanical power from ICE

and EM is combined in a mechanism denoted coupler. For the system of Fig. 6.33, pure ICE propulsion

involves engaging clutch C1, disengaging clutch C2, and providing no electric power to the EM.

Alternatively, pure EM propulsion involves disengaging clutch C1, switching off the ICE, engaging

clutch C2, and providing electric power to the EM via the high-voltage bus (HVB). Simultaneous

ICE and EM propulsion involves running the ICE, providing electric power to the EM, and engaging

both clutches.

In principle, any type of electric motor could be used to provide the electric propulsion in a hybrid

vehicle. However, for the purpose of explanation, two main types are presented in this chapter: the

brushless DC motor and the induction motor. Both are explained and modeled in Chapter 5. It should

be recalled that the brushless DC motor incorporates a permanent magnet rotor normally with multiple

poles. The stator has multiple windings that are excited by AC currents. Typically, the stator windings

are arranged for three-phase operation.

However, the stored electric power in a hybrid vehicle is DC (from the battery pack). The frequency

condition for this type of motor requires that the rotational frequency ωm be identical to the stator

excitation frequency ωs since the rotor excitation is at ωr¼0.

Operation of the brushless DC motor in the exemplary hybrid vehicle during electric propulsion

requires that an electrical system converts the stored DC electric power to poly-phase (e.g., three-

phase) AC power. This conversion is accomplished in a motor control system that creates an electric

control signal at frequency ωs in addition to power switching circuits (normally implemented via
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FIG. 6.33 HEV with mechanical coupler.
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high-power switching transistors). Ideally, the stator excitation should be three sinusoidal voltages of

equal amplitude, which in phasor notation are given by

VA ¼Vejωst

VB ¼Vej ωst + 2π=3ð Þ

VC ¼Vej ωst + 4π=3ð Þ
(6.66)

However, in practice, the excitation waveforms are not sinusoidal. Rather, they are more often of a form

of square or trapezoidal waveform. Motor control requires correct phasing relative to the orientation of

the rotor. Such phasing requires a noncontacting rotor position sensor (e.g., Hall effect; see Chapter 5).

In order to provide torque and power levels required for hybrid vehicle operation, a brushless DC

motor is made using powerful magnets having so-called rare-earth elements. A typical magnet for a

hybrid vehicle brushless DC motor is made of an alloy of iron, boron, and, the relatively expensive

rare-earth element, neodymium.

A brushless DC motor can also function as an alternator. The motion of the rotor creates a time-

varying flux linking the stator turnsФA,ФB, andФC. This time-varying flux linkage, in turn, creates a

voltage given by VA, VB, and VC in each winding:

VA ¼ dΦA

dt

VB ¼VAe
j 2π=3ð Þ

VC ¼VAe
j 4π=3ð Þ

The zero phase corresponds to the rotor rotation angle for which ФA is a maximum.

These voltages can be converted to DC using a set of transformers (to achieve correct voltage levels)

and rectifier circuits (see Chapter 2). The corresponding DC power can be supplied to the battery pack

to increase its state of charge. In this way, the motor acting as a generator can provide braking torque

to decelerate the vehicle and recover some of the vehicle kinetic energy that would otherwise be

dissipated in brakes. Such generator action is known as regenerative braking.

Other electric motor types also have application in hybrid vehicle propulsion. In Chapter 5, the in-

duction motor was explained. Induction motors of high torque/power output and high efficiency can be

built without requiring rare-earth magnetic material. A model for an induction motor was presented in

Chapter 5 where it was shown that the frequency condition for average torque generation at any given

motor RPM is automatically satisfied.

Induction motors for hybrid vehicle use are normally three phase, meaning three separate windings

(one for each phase) are required for both stator and rotor. In Chapter 5, it was shown that the torque

produced by the induction machine (with current excitation amplitude Is) is given by

Te ¼ ωS�ωmð ÞM2R2
r I

2
S

R2
r + ωS�ωmð Þ2L2r

(6.67)

where ωs is the excitation frequency and ωm is the motor rotational frequency.

All parameters in this model for Te are defined in Chapter 5. It is also shown in Chapter 5 that the

steady-state motor speed for a given excitation is the motor angular speed ωo at which the motor torque

Te(ωo) balances the load torque TL:

Te ωoð Þ¼ TL ωoð Þ (6.68)
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This point is illustrated for a hypothetical hybrid vehicle being propelled solely by an induction motor.

The load torque at the motor output is proportional to the force FV required to move the vehicle at the

commanded speed.

We consider first a hybrid vehicle moving along at a steady speed on a straight, level road. There are

two primary contributions to FV, tire rolling resistance Frr and aerodynamic drag D. The rolling resis-

tance is essentially independent of vehicle speed but is proportional to vehicle weight and varies as a

decreasing function of tire pressure. If we assume that all tires are equally inflated, then the total rolling

resistance force is given by

Frr ¼ μrrWV

whereWV is the vehicle weight and μrr is the coefficient of rolling resistance of tires. The coefficient μrr
is generally in the range 0.02�μrr�0.04.

The aerodynamic drag D is given by

D¼ ρ

2
CDSrefV

2

where ρ is the local air density (kg/m3 or slug/ft3), CD is the drag coefficient, Sref is the reference area
(m2 or ft2), and V is the vehicle speed (m/s or ft/s).

The reference area is an arbitrary choice that ultimately determines the value for CD. It is common

practice to choose Sref as the vehicle projected area on a vertical plane normal to the vehicle plane of

symmetry. The force necessary to move the vehicle along a straight, level road at a constant speed V is

given by

FV ¼ μrrWV + 1⁄2 ρCDSrefV
2

The above expression for FV is valid for a level road. Whenever the vehicle encounters a nonzero slope

(i.e., along a hill), this force includes a term that is proportional to the vehicle weight and the slope of

the hill. For a vehicle traveling along a road with a slope (relative to horizontal) of angle θ, the total
force FV is given by

FV ¼ μrrWV +
1

2
ρCDSrefV

2 + WV sinθ

Thus, a road with nonzero slope can shift load torque on the motor (TL) up or down depending upon

whether sign (θ) is + or �, respectively.

In the hypothetical example, the induction motor drives the vehicle wheels through a transmission

and differential such that ωm is proportional to V. The load torque at the motor output TV is proportional
to the force FV (6.67):

TV ¼ rTFV=gv (6.69)

where gV is the gear ratio from motor to drive wheels and rT is the tire effective radius.

Fig. 6.34 is a plot of normalized motor torque Tm and load torque TL (normalized to the maximum

motor torque Tmax) versus the ratio ωm/ωs where

Tm ¼ Te
Tmax

TL ¼ TV
Tmax
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where, for a given excitation, Tmax is defined as

Tmax ¼ max
ωm

Teð Þ

The steady-state operating motor speed is at the intersection of these two curves (i.e., at ωm/ωs’0.92).

A change in load torque (e.g., due to a nonzero road slope) causes the load curve to shift to a new motor

operating point. The system is stable as long as

TL=Tmax < 1

The efficiency of the induction motor is influenced, in part, by the steady-state operating point. In gen-

eral, as long as the steady-state operating point (i.e., ωm¼ωo) is in the negative slope region of Te(ωm)

(and operation is stable), the motor produces torque that varies in proportion to slip s. However, motor

efficiency varies inversely with slip as explained in Chapter 5.

The induction motor controller can regulate Te(ωm) via the excitation frequency (ωs) and current

amplitude Is or motor voltage Vs. One hypothetical control strategy would vary the excitation and

synchronous excitation frequency (ωs) to optimize the motor efficiency. However, there are many other

factors that influence the overall vehicle efficiency including the choice of ICE and/or electric propul-

sion, battery status, and vehicle-operating conditions and driving patterns (e.g., urban or highway).

The current that provides the inductionmotor excitation Is is determined by the source voltageVs and

motor impedance. Normally, motor control is preferably done via regulation of Vs directly rather than

via Is. We consider next the model for the motor torque based upon the excitation voltage Vs.
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The stator current magnitude Is is related to the complex terminal voltage amplitude Vs. For sinu-

soidal excitation and using the parameter notation for inductionmotors from Chapter 5, the relationship

between Vs and Is is given by Eq. (6.68)

Vs ¼ jωsLsIs +
ω2
sM

2Is Rr=sð Þ
Rr=sð Þ2 +ω2

s L
2
r

� j
ω3
sM

2LrIs

Rr=sð Þ2 +ω2
s L

2
s

(6.70)

This expression gives the voltage/current relationships for each phase. See Chapter 5 for the definitions

of all parameters. Solving the above equation for Is and substituting it into the equation for motor torque

yield

Te ¼ M2=ωSLsLrð Þ Lr=Lsð Þ Rr=sð ÞV2
s

ωs 1� M2

LrLs

� �
Lr

� 	2
+ Rr=sð Þ2

(6.71)

The above equation provides a basis for motor torque control in hybrid vehicle applications.

For an induction motor at constant supply voltage amplitude Vs, the slip s will vary until the motor

torque is the same as load torque TL:

Te sð Þ¼ TL

There is a family of curves of Te(s) for each excitation voltage that is similar in form to that given for

current excitation. Fig. 6.34 presents normalized versions of motor and load torque. Normal operation

of an induction motor is in a region in which

dTe
dωs

< 0 (6.72)

and s is relatively small (i.e., ωm≲ωs). In this region, the motor torque is given approximately by

Te ffi M2

ωsL2s

� �
s

Rr
V2
s (6.73)

On the other hand, when slip is relatively large, the torque can be shown to be given approximately by

Te ffi M2RrV
2
s

LrLsð Þ2ω3
s 1� M2

LrLs

� �2

s

(6.74)

The above approximate expressions can be used to control motor torque for the two distinct regions of

operation. In any event, the motor control can regulate torque by controlling excitation voltage and

frequency ωs as explained later in this chapter.

For either series or parallel hybrid vehicle, dynamic braking is possible during vehicle deceleration,

with the EM acting as a generator. The EM/generator supplies power to the high-voltage bus, which is

converted to the low-voltage bus (LVB) voltage level by the power electronic subsystem. In this de-

celeration circumstance, the energy that began as vehicle kinetic energy is recovered with the motor

acting as a generator and is stored in the battery pack. This storage of energy occurs as an increase in the

state of charge (SOC) of the battery pack. This process (regenerative braking) was discussed above with

respect to the brushless DC motor but applies equally well with an induction motor drive system.
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In addition to the lead-acid battery in common use today, there are new energy storage means in-

cluding nickel-metal hydride (NiMH), lithium ion, and even special capacitors called ultracaps. Each

of these electrical energy storage technologies has advantages and disadvantages for hybrid vehicle

application.

The battery pack has a maximum SOC that is fixed by its capacity. Dynamic braking is available as

an energy recovery strategy as long as SOC is below its maximum value. Nevertheless, dynamic brak-

ing is an important part of hybrid vehicle fuel efficiency. It is the only way some of the energy supplied

by the ICE and/or EM can be recovered when the vehicle is traveling along a road with a negative slope

or is decelerating instead of being dissipated in the vehicle brakes.

For each battery type, there is a maximum rated stored chargeQr that is determined by construction.

The SOC for the battery is normally expressed by the instantaneous Q expressed as a fraction of Qr.

A storage battery is, in effect, a type of nonlinear capacitor (with a nonlinear source resistance) in which

the open-circuit voltage Voc is a function of stored charge Q:

Voc ¼ f Qð Þ

The design and/or analysis of electrical systems or components that are powered by the battery requires

a model for the vehicle storage battery. This model is best represented by a so-called equivalent circuit.

A somewhat simplified illustrative battery equivalent circuit is given near the end of Appendix A.

The storage of the energy recovered during dynamic braking requires that the corresponding electrical

energy be direct current and at a voltage compatible with the battery pack. Since most automotive

systems apart from the motor operate in the range of 12–14 V, for convenience they are termed 12 V

batteries. A common battery pack might consist of a connection of multiple 12 V batteries.

Conversion of electric power from one voltage level V1 to a second V2 is straightforward using a

transformer as long as this power is alternating current. Fig. 6.35 schematically illustrates transformer

structure and the conversion of voltages from one level to another.

A transformer consists of a core of highly magnetically permeable material (a ferromagnetic

material) around which a pair of closely wrapped coils are formed. One coil (termed the primary)

consists of N1 turns, and the other (termed the secondary) consists of N2 turns. In a well-designed

transformer, essentially all of the magnetic flux in the core links all turns in both coils.

Primary coil
N1 turns

Secondary coil N2 turns

Ferromagentic core

V1 V2

FIG. 6.35 Transformer configuration.
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Assuming (arbitrarily) that AC electric power comes from a source (e.g., an AC generator) at peak

voltage V1, then the power flowing from the transformer secondary to a load will be at a peak voltage V2

where

V2 ¼ N2=N1ð ÞV1

Conversion of DC electric power from one voltage to another can be accomplished using a transformer

only if the DC power is first converted to AC and then converted back to DC as explained below.

Fig. 6.36A is a greatly simplified schematic of a DC-to-DC converter in which a transistor is used

to convert an input DC signal to AC that is sent to a transformer for conversion to a different voltage.

The control electronics supply a pulsating signal to the base B of transistorQ1, alternately switching

it on and off. When Q1 is on (i.e., conducting), voltage V1 is applied to the transformer primary (i.e.,

N1). When Q1 is off (i.e., nonconducting), transformer primary voltage is zero. In this case, the

pulsating AC voltage that is alternately V1 and 0 is applied to the primary results in an AC voltage

in the secondary that is essentially N2/N1 times the primary voltage. This secondary voltage is

converted to DC by rectification using diode D1 and filtering via capacitor C (see Chapter 2). The

secondary voltage is fed back to the control electronics, which varies the relative ON and OFF times

to maintain V2 at the desired level.

A variation of the circuit of Fig. 6.36A appears in the power electronics module for conversion

between the battery pack or from an ICE-driven generator and the hybrid vehicle motor driver. Regard-

less of the type of motor used, the generation of the voltages that provide the motor excitation (i.e., VA,

VB, and VC for a three-phase motor) can be accomplished using circuits of the configuration shown in

Fig. 6.36B. Although this figure depicts a single phase (i.e., VA), a separate driver transistor such as Q1

along with a transformer (of N1 primary and N2 secondary turns) is required for each phase. The control

electronics internally compute the signals that control the phases (i.e., 0, 2π/3, and 4π/3) of the remain-

ing three phases. In order to achieve correct phasing for the motor, it is necessary to measure motor

instantaneous angular position (θm) using an angle-measuring sensor (see Chapter 5). This control

Control

C

(DC)

(A)

(B)

E

C
B

Q1
D1

V2

N1
V1

N2

Control

C

(DC)

E
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Motor
position sensor

B

Q1

VA = Vs sin(wst)

N1
V1

N2

FIG. 6.36 Voltage conversion circuit. (A) Schematic for DC voltage conversion; (B) Circuit for generating AC from DC

voltage.
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is normally implemented in the powertrain control system. Of course, the specific details of the relevant

power electronics depend on the hybrid vehicle manufacturer.

Powertrain control for a hybrid vehicle is achieved using a multimode digital control system. It is

somewhat more complicated than the digital engine control system discussed earlier in this chapter in

that it must control an IC engine and an EMmotor. In addition, it must achieve the balance between ICE

and EM power, and it must engage or disengage the solenoid-operated clutches (if present).

The inputs to this controller come from sensors that measure the following:

• Power demand from driver (accelerator pedal)

• State of charge of battery pack

• Vehicle speed

• ICE RPM and load

• EM voltage and current

• EM angular position

• Regulation of electric power flow and voltage

The system outputs include control signals to

• ICE throttle position,

• EM motor control inputs (e.g., VA, VB, and VC),

• clutch engage/disengage,

• switch ICE ignition on/off.

Depending upon the HEV configuration, there may be no direct mechanical link from the accelerator

pedal to the throttle. Rather, the throttle position (as measured by a sensor) is set by the control

system via an electrical signal sent to an actuator (motor) that moves the throttle in a system called

drive-by-wire.

The control system itself is a digital controller using the inputs and outputs listed above and has the

capability of controlling the hybrid powertrain in many different modes. These modes include starting

from a standing stop, steady cruise, regenerative braking, recharging battery pack, and many others that

are specific to a particular vehicle configuration.

In almost all circumstances, it is desirable for the IC engine to be off at all vehicle stops. Clearly, it is

a waste of fuel and an unnecessary contribution to exhaust emissions for an IC engine to run in a

stopped vehicle. Exceptions to this rule involve cold weather operations in which it is desirable or even

necessary to have some limited engine operations with a stopped vehicle in order to maintain engine

and catalytic converter at proper temperature. In addition, a low-battery SOC might call for ICE

operation at certain vehicle stops in order to provide charge to the battery pack.

When starting from a standing start, normally, the EM propulsion is used to accelerate the car to

desired speed, assuming the battery has sufficient charge. If charge is low, then the controller can en-

gage the clutch to the ICE such that the EM can begin acceleration and at the same time crank the ICE to

start it. Then, depending on the time that the vehicle is in motion, the ICE can provide propulsive power

and/or battery charge. Should the vehicle go to a steady cruise at low-battery SOC for engine operation

near its optimum, then the control strategy normally is to switch off the electric power to the EM and

power the vehicle solely and recharge the battery pack with the ICE (parallel hybrid only). In other

cruise conditions, the controller can balance power between ICE and EM in a way that maximizes total

fuel economy (subject to emission constraints).
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For urban driving with frequent stops, the control strategy favors EM operation as long as SOC is

sufficient. In this operating mode, regenerative braking may be used (in which energy is absorbed by

vehicle deceleration), and the recovered energy appears as increased SOC.

The various operating modes and control strategies for an HEV depend on many factors, including

vehicle weight, relative size and power capacity of ICE/EM, and exhaust emissions and fuel economy

of the ICE (as installed in the particular vehicle). It is beyond the scope of this book to attempt to cover

all possible operating modes for all HEV configurations. However, the above discussion has provided

background within which specific HEV configurations’ operating modes and control strategies can be

understood.

In addition to the HEV, there is also the pure electric vehicle (EV) that has no ICE for powering the

vehicle. This vehicle incorporates many of the components of an HEV including an electric motor, a

battery pack for storing electric energy, and an electronic controller that provides the motor excitation.

As any EV is driven, the battery SOC decreases.

Control of the EM in an EV is accomplished in a way that is similar to that described above for EM

motor control in an HEV. This control is done by regulating the excitation voltage or current and the

excitation frequency (which must satisfy the frequency condition for any motor). At some point, the

battery pack requires recharging. The power for this recharging comes from the electric power grid. It is

worth remembering that although an EV has essentially zero vehicle-out emissions, the creation of the

electric power to recharge the batteries is done at some electric utility. Depending on the type of power

generation at the electric utility, there may be increased emissions from that plant to meet the power

requirements to recharge EV battery packs except for nuclear electric power generators. In this sense,

the EV is not always a pure zero-emission vehicle.
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The term vehicle motion refers to the translation along and rotation about all three axes (i.e., longitu-

dinal, lateral, and vertical) for a vehicle. By the term longitudinal axis, we mean the axis that is parallel

to the ground (vehicle at rest) on a horizontal plane along the length of the car. The lateral axis is

orthogonal to the longitudinal axis and is also parallel to the ground (vehicle at rest). The vertical axis

is orthogonal to both the longitudinal and lateral axes.

Rotations of the vehicle around these three axes correspond to angular displacement of the car body

in roll, yaw, and pitch. Roll refers to angular displacement about the longitudinal axis; yaw refers to

angular displacement about the vertical axis; and pitch refers to angular displacement about the

lateral axis.

In characterizing the vehicle dynamic motion, it is common practice to define a body-centered

Cartesian coordinate system in which the x-axis is the longitudinal axis with positive forward. The

y-axis is the lateral axis and is taken as the lateral axis with the positive sense to the right-hand side

(RHS). The vertical axis is taken as the z-axis with the positive sense up.
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The vehicle dynamic motion is represented as displacement, velocity, and acceleration of the ve-

hicle relative to an earth-centered, earth-fixed (ECEF) inertial coordinate system (as will be explained

later in this chapter) in response to forces acting on it. Although strictly speaking, the ECEF coordinate

system is not truly an inertial reference, with respect to the types of motion of interest in most vehicle

dynamics, it is essentially an inertial reference system.

Electronic controls have been recently developed with the capability of regulating the motion along

and about all three axes. Individual car models employ various selected combinations of these controls.

This chapter discusses motion control electronics beginning with control of motion along the longitu-

dinal axis in the form of a cruise control system.

The forces and moments/torque that influence vehicle motion along the longitudinal axis include

those due to the power train (including, in selected models and traction control), the brakes, the aero-

dynamic drag, and the tire-rolling resistance, as well as the influence of gravity when the car is moving

on a road with a nonzero inclination (or grade). In a traditional cruise control system, the tractive force

due to the power train is balanced against all resisting forces to maintain a constant speed. In an

advanced cruise control (ACC) system, brakes are also automatically applied as required to maintain

speed when going down a hill of sufficiently steep grade. Longitudinal vehicle motion refers to trans-

lation of the vehicle in an ECEF y-z plane.

REPRESENTATIVE CRUISE CONTROL SYSTEM
Automotive cruise control is an excellent example of the type of electronic feedback control system

that is discussed in general terms in Appendix A. It is explained in Appendix A that the components of a

closed-loop control system include the plant or system being controlled and a sensor for measuring the

plant variable being regulated. It also includes an electronic control system that receives inputs in the

form of the desired value of the regulated variable and the measured value of that variable from the

sensor. The control system generates an error signal constituting the difference between the desired

and actual values of this variable. It then generates an output from this error signal that drives an elec-

tromechanical actuator. The actuator controls the input to the plant in such a way that the regulated

plant variable is moved toward the desired value.

We begin with a simplified traditional cruise control for a vehicle traveling along a straight road

(along the x-axis in our ECEF coordinate system). An ACC is explained in a later section of this

chapter. In the case of a traditional cruise control, the variable being regulated is the vehicle speed:

V¼ dx

dt

where x is the translation of the vehicle in the ECEF frame.

The driver manually sets the car speed at the desired value via the accelerator pedal. Upon reaching

the desired speed (Vd), the driver activates a momentary contact switch that sets that speed as the com-

mand input to the control system. From that point on, the cruise control system maintains the desired

speed automatically by operating the throttle via a throttle actuator.

Under normal driving circumstances, the total external forces acting on the vehicle are such that a

net positive traction force (from the power train) is required to maintain a constant vehicle speed. The

total external forces acting on the vehicle include rolling resistance of the tires, aerodynamic drag, and a

component of vehicle weight whenever the vehicle is traveling on a road with a slope relative to level.
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However, when the car is on a downward sloping road of sufficient grade, drag, and tire-rolling resis-

tance are insufficient to prevent vehicle acceleration (i.e., _V > 0) and maintaining a constant vehicle

speed requires a negative tractive force that the power train cannot deliver. In this case, the car will

accelerate unless brakes are applied. For our initial discussion, we assume this latter condition does

not occur and that no braking is required. It is further assumed that the power train has sufficient power

capability of maintaining constant vehicle speed on an up-sloping grade.

The plant being controlled consists of the power train (i.e., engine and drivetrain), which propels the

vehicle through the drive axles and wheels. As described above, the load on this plant includes friction

and aerodynamic drag as well as a portion of the vehicle weight when the car is going up- and

downhills.

For an understanding of the dynamic performance of a cruise control, it is helpful to develop a

model for vehicle motion along a road. The basic performance of a cruise control can be presented

with a few simplifying assumptions. In the interest of safety, a typical traditional cruise control cannot

be activated below a certain speed (e.g., 40 mph). For the purposes of presenting the present somewhat

simplified model, it is assumed that the vehicle is traveling along a straight road at a cruise speed with

the automatic transmission in torque converter lockup mode (see Chapter 6). This assumption removes

some power train dynamics from the model. It is further assumed that the transmission is in direct drive

such that its gear ratio is 1. The total gear ratio is given by the differential/transaxle gear ratio gAwhere
typically 2:8� gA � 4:0. Under this assumption, the torque applied to the drive wheels Tw is given by

Tw ¼ gATb (7.1)

where Tb is the engine brake torque.

The cruise control system employs an actuator that moves the throttle in response to the control

signal. Of course whenever the cruise control is disconnected (e.g., by brake application), this actuator

must release control of the throttle such that the driver controls throttle angular position via the accel-

erator pedal and associated linkage. Except for roads with relatively steep grades, normally, once cruise

control is activated relatively small, changes in throttle position are required to maintain selected

vehicle speed. For our simplified model, we assume that Tb varies linearly with cruise control output

electrical signal u:

Tb ¼Kau (7.2)

where Ka is a constant for the engine/throttle actuator. This assumption, though not strictly valid,

permits a system performance analysis using the discussion of linear control theory of Appendix A

without any serious loss of generality.

A vehicle traveling along a straight road at speed V experiences forces due to the wheel torque Tw,
aerodynamic drag D tire-rolling resistance Frr, and inertial forces. A dynamic model for the vehicle

longitudinal speed in m/s or ft/s (i.e., along the direction of travel and vehicle fore/aft axis) is given by

M _V +D+Frr ¼ gATb
rw

�WV sinθ (7.3)

where

M¼vehicle mass

WV¼vehicle weight (Mg)

g¼gravitational constant (e.g., 9.81 m/s2 or 32 ft/s2)

rw¼drive wheel effective radius
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Frr¼μrr WV

μrr¼coefficient of tire-rolling resistance

0:02� μrr � 0:04 typically

θ¼angle of the road surface relative to a horizontal plane

Drag force D¼ ρ

2
CDSref V +Vwð Þ2

ρ¼air density

CD¼drag coefficient

Sref¼ reference area

Vw¼ the component of wind along vehicle longitudinal axis (positive for head wind negative

for tail wind).

In specifying a drag coefficient for a car, it is necessary to specify a reference area. Although the choice

of Sref is somewhat arbitrary, conventional practice takes the largest vehicle cross-sectional area

projected in a body y-z plane. In the above nonlinear differential Eq. (7.3), the first term on the

RHS is the force acting on the vehicle due to the applied road torque acting at the tire/road interface

due to the power train, and gA is the combined gear ratio from the engine to the drive axle. The second

term on the RHS is the component of force along the vehicle axis due to its weight and any road slope

expressed by θ.
For a car traveling at constant cruise speed VC (i.e., _V ¼ 0) along a level, horizontal road (i.e., θ¼0)

with zero wind, the differential equation above reduces to an algebraic expression in terms of the engine

brake torque and speed VC:

ρ
CDSref

2
V2
C + μrrWV ¼ gA

Tb
rw

(7.4)

This equation permits a determination of engine brake torque versus cruise speed for a level road.

If the vehicle is traveling at a steady speed along a hill with slope angle θ, then the Tb is determined

from the following equation:

gA
Tb
rw

¼ ρ
CDSrefV

2
C

2
+ μrrWV +Mgsinθ (7.5)

For the operation of the cruise control system, it is normally sufficient to model vehicle dynamics with a

linearized version of the nonlinear differential equation. The drag term can be linearized by represent-

ing vehicle instantaneous speed (V(t)) with the approximate model assuming for simplicity that Vw¼0:

D¼DC + δD

V tð Þ¼VC + δV
(7.6)

where DC is the drag at speed VC:

δD¼ dD

dV

���VCδV

¼ ρCDSrefVCδV

¼KDδV
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whereKD is a constant for a given initial steady cruise speed VC and constant ρ and δV is the variation in

speed about VC.

In modeling the cruise control system, it is helpful to consider the influence of road grade (θ) as a
disturbance. This disturbance can be linearized to a close approximation by the substitution (provided

that the slope of the hill is sufficiently small):

sinθ� θ

The linearized equation of motion is given by

Mδ _V + ρCDSrefVCδV�Mgθ¼ gA
δTb
rw

(7.7)

The operational transfer function Hp(s) for the “plant” for zero disturbance (i.e., θ¼0) is given by

Hp sð Þ¼ δV sð Þ
δTb sð Þ

¼ gA= Mrwð Þ
s+ ρ

CDSrefVC

M

(7.8)

The configuration for a representative automotive cruise control is shown in Fig. 7.1.

When the vehicle reaches the desired speed Vd under normal driver accelerator pedal regulation of

the throttle, to activate cruise control at that speed the driver pushes a momentary contact switch S1 in
Fig. 7.1, thereby setting the command speed in the controller. At this point, control of the throttle

position is via the cruise control actuator. The momentary contact (push-button) switch that sets the

command speed (Vd) is denoted S1 in Fig. 7.1.

Also shown in this figure is a disengage switch that completely disengages the cruise control system

from the power supply such that throttle control reverts back to the accelerator pedal. This switch is

denoted S2 in Fig. 7.1 and is a safety feature. In an actual cruise control system, the disable function can

be activated in a variety of ways, including the master power switch for the cruise control system and a

brake pedal-activated switch that disengages the cruise control any time that the brake pedal is moved

from its rest position.

Actual
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speed

Electrical
power

Air

Throttle

Controller

Engine
drivetrain
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signal Throttle
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Speed
sensor

To drive
axles

V
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FIG. 7.1 Cruise control configuration.

347REPRESENTATIVE CRUISE CONTROL SYSTEM



During normal cruise control operation, the throttle actuator moves the throttle to open or close the

throttle in response to the error between the desired and actual speed. Whenever the actual speed is less

than the desired speed, the throttle opening is increased by the actuator, which increases vehicle speed,

until the error is zero at which point the throttle opening remains fixed until either a disturbance occurs

or the driver calls for a new desired speed.

A block diagram of a cruise control system is shown in Fig. 7.2. In the cruise control depicted in this

figure, a proportional integral (PI) control strategy has been assumed. Before the advent of digital

cruise control, there were a variety of analog systems that had a proportional-only (P) control law.
Nevertheless, the PI controller is representative of good design for such a control system since it

can reduce steady-state speed errors to zero (as explained in Appendix A). In this strategy, an error

e is formed by subtracting (electronically) the actual speed V from the desired speed Vd:

e¼Vd�V (7.9)

It should be noted that the speed differential from Vd is the negative of the error (i.e., e¼�δV). The
controller then electronically generates the actuator signal by combining a term proportional to the

error (Kpe) and a term proportional to the integral of the error:

KI

ð
edt (7.10)

The actuator signal u is given by

u¼Kpe+KI

ð
edt (7.11)

Operation of the system can be understood by considering the operation of a PI controller. We assume

that the driver has reached the desired speed (say, 60 mph) and activated the speed set switch. The car is

initially traveling on a level road at the desired speed (i.e., Vc¼Vd). Then, at some point, it encounters a

long hill with a steady positive slope (i.e., a hill going up).
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FIG. 7.2 Cruise control block diagram.
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The control signal at the output of the PI controller u is given by Eq. (7.11). It is consistent with the
linearized approximation to model the change in brake torque δTb due to actuator change in throttle

position in response to the control signal u as linear in the control signal (as presented earlier):

δTb ¼Kau (7.12)

where Ka is a constant for the throttle actuator-engine combination. With the above models and nota-

tion, the vehicle dynamic equation of motion becomes

Mδ _V +KDδV +Mgθ¼ gAKau

rw

¼ gA
Ka

rw
Kpe+KI

ð
edt

� � (7.13)

Taking the Laplace transform of the above equation and solving for the speed differential yield

δV sð Þ¼� sgθ sð Þ
s2 +

KD

M
+
gAKAKp

Mrw

� �
s+

gAKAKI

Mrw

� � (7.14)

A computer simulation of this simplified cruise control was done for a step change in grade of 5%

starting at 2 s into the simulation for the following parameters in English units:

WV¼3100 lb

CD¼0.3

Sref¼18 ft2

ρ¼0.0024 slug/ft3 (i.e., sea level on a standard day)

KD ¼ ρCDSrefVC

Vd¼88 ft/s (i.e., 60 mph)

KA¼10

Kp¼10

KI¼50

rw¼1 ft

gA¼3.0

The simulation was done for the PI control but for reference purposes was also run for KI¼0 (i.e., a

proportional-only control). Fig. 7.3 is a plot of V(t) (converted to mph) for the car initially traveling

under cruise control at 60 mph (88 ft/s). At time t¼2 s, a hill of steady 5% (i.e., θ¼0.05) grade occurs

(for the particular gains chosen). The dashed curve is the response of proportional-only control. Note

that the speed drops down to a steady 53 mph for the controller. The solid curve depicts the vehicle

speed for the preferred PI control. Except for a brief overshoot, this control returns the vehicle speed

to the set point of 60 mph in a few seconds. It should be noted that the P-only control performance

can be improved by increasing Kp (provided the system satisfies stability robustness criteria (see

Appendix A)).

The response characteristics of a PI controller depend strongly on the choice of the gain parameters

Kp and KI. It is possible to select values for these parameters to increase the rate at which the system
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responds to disturbance. If this rate is increased too much, however, overshoot will increase, and

stability robustness (e.g., gain/phase margins) generally is reduced. As explained in Appendix A,

the amplitude of the speed error oscillations decreases by an amount determined by a parameter called

the damping ratio. The damping ratio that produces the fastest response without overshoot is called

critical damping.
The importance of these performance curves of Fig. 7.3 is that they demonstrate how the perfor-

mance of a cruise control system is affected by the controller gains. These gains are simply parameters

that are contained in the control system. They determine the relationship between the error, the integral

of the error, and the actuator control signal.

Usually a control system designer attempts to balance the proportional and integral control gains so

that the system is optimally damped. However, because of system characteristics, in many cases, it is

impossible, impractical, or inefficient to achieve the optimal time response, and therefore, another

response is chosen. The control system should cause Tb to respond quickly and accurately to the

command speed, but should not overtax the engine in the process. Therefore, the system designer

chooses the control electronics that provide the following system qualities:

1. Quick response

2. Stable system

3. Small steady-state error

4. Optimization of the control effort required
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DIGITAL CRUISE CONTROL
The explanation of the operation of cruise control thus far has been based on a continuous-time for-

mulation of the problem. This formulation correctly describes the concept for cruise control regardless

of whether the implementation is by analog or digital electronics. Cruise control is now mostly imple-

mented digitally using a microprocessor-based controller. For such a system, proportional and integral

control computations are performed numerically in the computer. The digital cruise control is inher-

ently a discrete-time system with samples of the vehicle speed taken at integer multiples of the sample

period Ts.
The block diagram for a representative digital cruise control is depicted in Fig. 7.4.

The plant variable being controlled is its forward speed V. The desired speed or set point for the con-
troller is denotedVd. Themodel for the plant as represented by its transfer functionHp(s) is taken to be the
same as that developed above for the analog version of the cruise control. However, the actuator signal

that is the output of the zero-order hold (ZOH) (see Chapter 2) circuit �u(t) is a piecewise continuous signal
(see Appendix B):

Hp sð Þ¼V sð Þ
�u sð Þ

¼ gAKa

Mrw s+ KD=M
� �

¼ K

s+ s0

(7.15)

where

K¼ gAKa

Mrw

so ¼KD=M

Using some of the parameters as were used for the analog version of the cruise control, except for

KA ¼ 2 this model is given numerically by the following transfer function:

Hp sð Þ¼ 0:4129

s + 0:0118ð Þ (7.16)

ZOH
Hh0

Digital
control
Hc (z)

u(t)- Plant
Hp (s)

Sensor
Hs (s)

uk

Ts

ek
Vd

+

–

G(z)

Ve

FIG. 7.4 Digital speed control block diagram.
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As explained in Appendix B, the z-transfer function for the combination of ZOH and plant (G(z)) is
given by

G zð Þ¼ 1� z�1
� �Z Hp sð Þ

s

� �
(7.17)

From the methods of Appendix B, the z-transform above can be found by expandingHp(s)/s in a partial
fraction series and then using the tables of Appendix B. Then, it is left as an exercise to show that for

sample period Ts¼0.01 s, G(z) is given by

G zð Þ¼ K

so

1� z0ð Þ
z� z0ð Þ

� �
(7.18)

where K¼0.4129 and so¼0.0118

zo ¼ e�soT

The continuous-time PI control law is given by

u tð Þ¼Kpe tð Þ +KI

ð
edt (7.19)

In Chapter 6 under the section discussing control of variable valve phasing, it was shown that one

discrete-time z-transform of the integral term (using the trapezoidal integration rule) is given by

Z KI

ð
edt

� �
¼KITs z + 1ð Þ

2 z�1ð Þ
The z-operational transfer function for the controller Hc(z) is given by

Hc zð Þ¼ u zð Þ
e zð Þ (7.20)

Hc zð Þ¼Kp +
KIT z + 1ð Þ
2 z�1ð Þ

Hc zð Þ¼
Kp +

KIT

2

� �
z� Kp�KIT

2

� �

z�1ð Þ (7.21)

Using the same gains (Kp¼10 and KI¼50) as for the continuous-time control, one obtains

Hc zð Þ¼ 10:25z�9:75

z�1ð Þ (7.22)

Appendix B also showed that the forward path z-transfer function HF(z) for a discrete-time control

system as shown in Fig. 7.4 is given by

HF zð Þ¼ δV zð Þ
e zð Þ

¼Hc zð ÞG zð Þ
¼ 0:0423z�0:0403

z2�1:9998z+ 0:9998

(7.23)
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Assuming an ideal sensor for which Hs(s)¼1, the closed-loop gain z-transform function HCL(z) is
given by

HCL zð Þ¼ HF zð Þ
1 +HF zð Þ

¼ 0:0423z�0:0403

z2�1:9576z+ 0:9595

(7.24)

The poles of this closed-loop transfer function are

z1 ¼ 0:9788 + 0:0394i

z2 ¼ 0:9788�0:0394i

Since all poles are inside the unit circle zj j< 1ð Þ, the closed-loop cruise control system is stable as

explained in Appendix B.

The dynamic response for this discrete-time cruise control system can be found by evaluating its

response to a step change in the input. Assume that the vehicle is cruising at a steady 60 mph. Then, at

t¼2 s (i.e., at sample k1 where k1¼200), the cruise control set point is changed by a step increase of

10–70 mph. This system set point is given by

Vd ¼ 60 t< 2

¼ 70 t� 2

Vd ¼ 60 + 10Us 2ð Þ
(7.25)

where Us(2)¼unit step at t¼2

The z-transform for this system input is given by

Vd zð Þ¼ 60 +
10z

z�1
(7.26)

The output z-transform V(z) is given by

V zð Þ¼HCL zð ÞVd zð Þ (7.27)

The vehicle speed Vk at times tk is found by taking the inverse z-transform of V(z). Using the partial

fraction expansion method of Appendix B, the time response at t¼ tk is shown in Fig. 7.5 in which

tk¼kTs and Ts¼5 ms. The speed is constant until k¼k1 where t(k1)¼2 s and then increases with a

relatively small overshoot approaching the final set point value of 70 mph.

We consider next the implementation of the digital cruise control system in actual hardware. The

vehicle speed sensor and the actuator are analog and can be modeled as either continuous- or discrete-

time devices (examples of each are discussed below), and the control system is digital. When the car

reaches the desired speed, Vd, the driver activates the speed set switch. At this time, the output of the

vehicle speed sensor is sampled, converted to a digital value, and transferred to a storage register. This

is the set point for the controller.
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HARDWARE IMPLEMENTATION ISSUES
The computer continuously reads the actual vehicle speed, V, and generates an error, en, at the sample

time, tn:

en ¼Vd�V tnð Þ
A control signal, un, is computed that has the following form:

un ¼Kpen +K1

XM
m¼1

en�m (7.28)

This sum, which is computed in the cruise control computer, is then multiplied by the integral gain KI

and added to the most recent error multiplied by the proportional gainKp to form the control signal. The

computed discrete-time control signal un then must be converted to a piecewise continuous form �u(t)
suitable to operate the actuator (via a ZOH). It should be noted that �u(t) corresponds to the control signal
u for the continuous-time linear cruise control above. The correct form for this signal is discussed be-

low in conjunction with the throttle actuator configuration.

The operation of the cruise control system can be further understood by examining the vehicle speed

sensor and the actuator in detail. Fig. 7.6A is a sketch of a sensor configuration suitable for vehicle

speed measurement.

In a representative vehicle speed measurement system, the vehicle speed information is mechan-

ically coupled to the speed sensor by a flexible cable coming from the driveshaft, which rotates at an
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FIG. 7.5 Response of digital cruise control to step change in set speed.
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angular speed proportional to vehicle speed. A speed sensor driven by this cable generates a pulsed

electrical signal (Fig. 7.6B) that is processed by the computer to obtain a digital measurement of speed.

A speed sensor can be implemented magnetically or optically. The magnetic speed sensor was dis-

cussed in Chapter 5, so we hypothesize an optical sensor for the purposes of this discussion. For the

hypothetical optical sensor, a flexible cable drives a slotted disk that rotates between a light source and

a light detector. The placement of the source, disk, and detector is such that the slotted disk interrupts or

passes the light from source to detector, depending on whether a slot is in the line of sight from source to

detector. The light detector produces an output voltage whenever a pulse of light from the light source

passes through a slot to the detector. The number of pulses generated per second is proportional to the

number of slots in the disk and the vehicle speed:

f ¼NVK

Light
detector

Light
source

From
driveshaft

(A)

(B)

Vo
High
speed

Vo

Vo
Low
speed

tk-1 tk

tk-1 tk

t

t

FIG. 7.6 Example speed sensor configuration. (A) Speed sensor configuration; (B) Illustrative sensor output

voltages.
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where f is the frequency in pulses per second, N is the number of slots in the sensor disk, V is the vehicle

speed, and K is the proportionality constant that accounts for differential gear ratio and wheel size.

The sampled pulse frequency fk is computed from measurements of the time of each low to high

transition denoted tk in Fig. 7.6B:

fk ¼ 1

tk� tk�1

The output pulses are passed through a sample gate to a binary counter (Fig. 7.7).

The gate is an electronic switch that either passes the pulses to the counter or blocks their passage

depending on whether the switch is closed or open. The time interval during which the gate is closed is

precisely controlled by the computer. The digital counter counts the number of pulses from the light

detector during time Tg(n) that the gate is closed and pulses from the sensor are sent to the counter

during the nth speed measurement cycle. The number of pulses P(n) that is counted by the digital coun-
ter is given by

P nð Þ¼ Tg nð ÞNVK (7.29)

That is, the number P(n) is proportional to vehicle speed V at speed sample n. The electrical signal in
the binary counter is in a digital format that is suitable for reading by the cruise control computer

(as explained in Chapter 2).

THROTTLE ACTUATOR
The throttle actuator is an electromechanical device that, in response to an electrical input from the

controller (u), moves the throttle through some appropriate mechanical linkage. Two relatively com-

mon throttle actuators operate either frommanifold vacuum or with a stepper motor. The stepper motor

implementation operates similarly to the idle speed control actuator described in Chapter 6 and is es-

sentially a digital device. The throttle opening is either increased or decreased by the stepper motor in

response to the sequences of pulses sent to the two windings depending on the relative phase of the two

sets of pulses.

For a stepper motor-type actuator, the control signal (u) is converted to a pair of pulse sequences to
drive the A and B coils (see Chapter 5). The stepper motor displacement causes a change in throttle

plate angle δθt(n) (see Chapter 4) corresponding to un. Let fp be the pulse frequency for the stepper

motor pulse pairs. Normally, the pulse signal is generated in the digital control system as part of its

timing circuitry. The controller regulates throttle angle changes by setting the time interval Ta during

Va Sensor
Electronic

gate
Binary
counter

Digital speed
measurement

FIG. 7.7 Digital speed measurement system.
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which pulses are sent to the stepper motor. The total number of pulse pairs sent to the stepper motor

actuator (Np(n)) during a time interval Ta is given by

Np nð Þ¼ fpTa nð Þ (7.30)

where Ta(n) is the actuator time during actuation cycle.

The actuation time interval is proportional to un:

Ta nð Þ¼KTun (7.31)

where KT is a constant for the control system.

The throttle plate angular displacement δθt(n) is proportional to Np(n):

δθt nð Þ¼KθNp nð Þ (7.32)

where Kθ is the angular displacement for each pair of stepper motor pulses.

The time interval for throttle actuation must be sufficiently long to permit the full actuation of δθt(n)
to occur but should be less than the discrete-time sample period.

For the linearized vehicle model, the change in brake torque δTb(n) is approximated linearly pro-

portional to δθt(n) (for relatively small δθt at cruise condition):

δTb nð Þ¼Kbδθt nð Þ
¼KbKθKTfpun

(7.33)

A dynamic performance of the digital cruise control is as explained for the discrete-time model

given above where δTb(n) is a discrete-time version of δTb(t) as explained in the section on analog

cruise control. An example of the electronics for generating the stepper motor actuator is discussed

later in this chapter.

We consider next an exemplary analog (continuous-time) throttle actuator. This throttle actuator is

operated by manifold vacuum through a solenoid valve, which is similar to that used for the exhaust gas

recirculation (EGR) valve described in Chapter 6 and further explained later in this chapter. During

cruise control operation, the throttle position is set automatically by the throttle actuator in response

to the actuator signal generated in the control system. This type of manifold-vacuum-operated actuator

is illustrated in Fig. 7.8.

A pneumatic piston arrangement is driven from the intake manifold vacuum. The piston-connecting

rod assembly is attached to the throttle lever. There is also a spring attached to the lever. If there is no

force applied by the piston, the spring pulls the throttle closed. When an actuator input signal energizes

the electromagnet in the control solenoid, the pressure control valve (CV) is pulled down and changes

the actuator cylinder pressure p by providing a path to manifold pressure pm. Manifold pressure is lower

than atmospheric pressure pa, so the actuator cylinder pressure quickly drops, causing the piston to pull
against the throttle lever to open the throttle.

Although the actuation signal is a binary-valued voltage, the actuator can be considered an analog

device with actuation proportional to the pulse duty cycle (see Chapter 5). The force exerted by the

piston is varied by changing the average pressure pav in the cylinder chamber. This is done by rapidly

switching the pressure control valve between the outside air port, which provides atmospheric pressure,

and the manifold pressure port, the pressure of which is lower than atmospheric pressure. In one im-

plementation of a throttle actuator, the actuator control signal Vc is a variable-duty-cycle type of signal

like that discussed for the fuel injector actuator. A high Vc signal energizes the electromagnet;
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whenever Vc¼0 the electromagnet is de-energized. Switching back and forth between the two pressure

sources causes the average pressure in the chamber to be somewhere between the low manifold pres-

sure and outside atmospheric pressure.

For the exemplary solenoid-operated actuator, the pressure applied to the valve side of the orifice pi
in Fig. 7.8 is given by

pi ¼ pm Vc ¼VH

¼ pa Vc ¼ 0
(7.34)

where pm is the manifold pressure and pa the atmospheric pressure.

The cruise control computer generates actuator control signal:

Vc tð Þ¼VH tk � t� tk + τ
¼ 0 tk + τ< t< tk + 1

The duty cycle δp is given by

δp ¼ τ

tk + 1� tkð Þ (7.35)

where tk is the periodic cycle time for speed control in the cruise control computer. This duty cycle (δp)
is proportional to control signal un.
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FIG. 7.8 Vacuum-operated throttle actuator.
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The average pressure (pav) in the actuator cylinder chamber (averaged over a period (Tav) corre-
sponding to several cycles) is given by

pav tð Þ¼ 1

Tav

ðt
t�Tav

pi t
0ð Þdt0

¼ pa + pm�pað Þδp
(7.36)

Since pm is a function of engine operating conditions, the control system continuously adjusts δp to
maintain cruise speed at the desired value Vd. This average pressure and, consequently, the piston force

are proportional to the duty cycle of the valve control signal Vc. The duty cycle is in turn proportional to

the control signal un (explained above) that is computed from the sampled error signal en.
This type of duty-cycle-controlled throttle actuator is ideally suited for use in digital control

systems. If used in an analog control system, the analog control signal must first be converted to a

duty-cycle control signal. The same frequency response considerations apply to the throttle actuator

as to the speed sensor. In fact, with both in the closed-loop control system, each contributes to the total

system phase shift and gain and must be considered during system design.

CRUISE CONTROL ELECTRONICS
Cruise control can be implemented electronically in various ways, including with a microcontroller,

with special-purpose digital electronics (or traditionally with analog electronics). It could, theoreti-

cally, also be implemented (in proportional control strategy alone) with an electromechanical speed

governor, although such technology is obsolete.

The physical configuration for a digital, microprocessor-based cruise control is depicted in Fig. 7.9.
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Microprocessor-
based controller
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FIG. 7.9 Digital cruise control configuration.
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A system such as is depicted in Fig. 7.9 has a digital controller that is often called amicrocontroller
since it is implemented with a microprocessor operating under program control that is a part of the

system design. The actual program that causes the various calculations to be performed is stored in

read-only memory (ROM). Typically, the ROM also stores parameters that are critical to the correct

calculations. In addition, the system uses RAM memory to store the command speed and to store any

temporary calculation results. Input from the speed sensor and output to the throttle actuator are han-

dled by the I/O interface (normally an integrated circuit that is a companion to the microprocessor). The

output from the controller (i.e., the control signal) is sent via the I/O (on one of its output ports) to so-

called driver electronics. The latter electronics receives this control signal and generates a signal of the

correct format and power level to operate the actuator (as explained below).

A microprocessor-based cruise control system performs all of the required control law computa-

tions digitally under program control. For example, a PI control strategy is implemented as explained

above, with a proportional term and an integral term that is formed by a summation. In performing this

task, the controller continuously receives samples of the speed error en. This sampling occurs at a suf-

ficiently high rate to be able to adjust the control signal to the actuator in time to compensate for

changes in operating condition or to disturbances. At each sample, the controller reads the most recent

error and then performs the control law computations necessary to generate an actuator signal un. As
explained earlier that error is multiplied by the proportional gain Kp, yielding the proportional term in

the control law. It also computes the sum of a number of M previous error samples (the exact sum

is chosen by the control system designer in accordance with the allowable steady-state error and

the available computation time). Then, this sum is multiplied by a constant KI and added to the

proportional term, yielding the control signal.

The control signal un at this point is simply a number that is stored in a memory location in the

digital controller. The use of this number by the electronic circuitry that drives the throttle actuator

to regulate vehicle speed depends on the configuration of the particular control system and on the

actuator used by that system.

STEPPER MOTOR-BASED ACTUATOR ELECTRONICS
For example, in the case of a stepper motor actuator, the actuator driver electronics reads the control

variable un and then generates a sequence of pulses to the pair of windings on the stepper motor (with

the correct relative phasing) at frequency fp as explained in Chapter 5 to cause the stepper motor to

either advance or retard the throttle setting as required to bring the error toward zero. An illustrative

example of driver circuitry for a stepper motor actuator is shown in Fig. 7.10.

The basic idea for this circuitry is to drive the stepper motor in such a way as to advance or retard the

throttle in accordance with the control signal un that is stored in memory. Just as the controller peri-

odically updates the actuator control signal, the stepper motor driver electronics continually adjusts the

throttle by an amount determined by this actuator signal. This signal is, in effect, a signed number

(i.e., a positive or negative numerical value). A sign bit indicates the direction of the throttle movement

(advance or retard). The numerical value determines the amount of advance or retard.

The magnitude of the actuator signal (in binary format) is loaded into a parallel load serial down-

count binary counter. The direction of movement is in the form of the sign bit (SB of Fig. 7.10). The

stepper motor is activated by a pair of quadrature phase signals (i.e., signals that are out of phase by π/2)
coming from a pair of oscillators. To advance the throttle, phase A signal is applied to coil 1 and phase
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B signal to coil 2. To retard the throttle, these phases are each switched to the opposite coil. The amount

of movement in either direction is determined by the number of cycles Np(n) of A and B, one step for

each cycle.

The number of cycles of these two phases is controlled by a logical signal (Z(Ta)) in Fig. 7.10. This
logical signal is switched low such that �Z Tað Þ is high for period Ta, enabling a pair of AND gates (from

the set A1, A2, A3, and A4). The length of time that �Z is switched high (Ta) determines the number of

cycles and corresponds to the number of steps of the motor.

The logical variable Z corresponds to the contents of the binary counter being zero. As long as

the logical inverse of Z (i.e., �Z) is high, a pair of AND gates (A1 and A3 or A2 and A4) is enabled,

permitting phase A and phase B signals to be sent to the stepper motor. The pair of gates enabled

is determined by the sign bit. When the sign bit is high, A1 and A2 are enabled and the stepper motor

advances the throttle position as long as Z is not high. Similarly, when the sign bit is low, A3 and A4 are

enabled, and the stepper motor retards the throttle position. The diodes in the AND gate outputs isolate

the inactive from the active AND gates.

To control the number of steps, the controller loads a binary value into the binary counter. With the

contents not being zero, the appropriate pair of AND gates is enabled. When loaded with data, the bi-

nary counter counts down at the frequency of a clock (CK in Fig. 7.10). When the countdown reaches

zero, logical variable Z switches high (and �Z switches low) and the gates are disabled, and the stepper

motor stops moving.
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FIG. 7.10 Stepper motor actuator electronics for cruise control.
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The time required to countdown to zero is determined by the numerical value loaded into the binary

counter. By loading signed binary numbers into the binary counter, the cruise controller regulates the

amount and direction of movement of the stepper motor and thereby the corresponding movement of

the throttle.

VACUUM-OPERATED ACTUATOR
The driver electronics for a cruise control based on a vacuum-operated system generates a variable-

duty-cycle signal as described above. In this type of system, the duty cycle at any time is proportional

to the control signal as explained above. For example, if at any given instant a large positive error exists

between the command and actual signal, then a relatively large control signal will be generated. This

control signal will cause the driver electronics to produce a large duty-cycle signal to operate the so-

lenoid so that most of the time the actuator cylinder chamber is nearly at manifold vacuum level. Con-

sequently, the piston will move against the restoring spring and cause the throttle opening to increase.

As a result, the engine will produce more power and will accelerate the vehicle until its speed matches

the command speed.

It should be emphasized that, regardless of the actuator type used, a microprocessor-based cruise

control system will

1. read the command speed;

2. measure actual vehicle speed;

3. compute an error (error¼command�actual);

4. compute a control signal using P, PI, or PID control law;

5. send the control signal to the driver electronics;

6. cause driver electronics to send a signal to the throttle actuator such that the error will be reduced.

Although analog electronics are obsolete in contemporary vehicles, we include the following example

of a pure analog system to illustrate principles introduced in Chapter 2 and because there remain some

older vehicles with such systems on the road. A pure analog speed sensor in the form of a d-c generator

is assumed. Its output voltage Vo is linearly proportional to vehicle speed V:

Vo ¼KgV (7.37)

where Kg is the constant for the sensor. An example of electronics for a cruise control system that is

basically analog is shown in Fig. 7.11.

The vehicle speed sensor of Fig. 7.11A generates the output Vo, which is sent to the driver-operated

switch for setting a voltage corresponding to desired speed (Vd) in a hold circuit such as was described in

Chapter 2. This voltage value will remain until reset by the driver to a new value. The sensor voltage also

provides the feedback signal to the error amplifier of this PI control system. Notice that the system uses

four operational amplifiers (op-amps) as described in Chapter 2 and that each op-amp is used for a spe-

cific purpose. Op-amp 1 is used as an error amplifier. The output of op-amp 1 (Ve) is proportional to the

difference between the command speed and the actual speed. The error signal is then used as an input to

op-amps 2 and 3. Op-amp 2 is a proportional amplifier with a gain ofKP¼�R2/R1 with an output voltage

Vp¼KpVe. Notice that R1 is variable so that the proportional amplifier gain can be adjusted. Op-amp 3 is

an integrator with a gain of KI¼�1/R3C, which generates output voltage VI, that is given by

VI ¼� 1

R3C

ð
Vedt (7.38)
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The outputs of the proportional and integral amplifiers are added using a summing amplifier, op-amp 4.

The summing amplifier adds voltages Vp and VI and inverts the resulting sum. The inversion is nec-

essary because both the proportional and integral amplifiers invert their input signals while providing

amplification. Inverting the sum restores the correct sense, or polarity, to the control signal.

The summing amplifier op amp produces an analog voltage, Vout, that must be converted to a duty-

cycle signal before it can drive the throttle actuator. A voltage-to-duty-cycle converter is used whose

output directly drives the throttle actuator solenoid. The voltage-to-duty-cycle converter is a voltage-

controlled oscillator that generates an output wave form at frequency fp with duty cycle that is propor-
tional to Vout.

Two switches, S1 and S2, are shown in Fig. 7.11A. Switch S1 is operated by the driver to set the

desired speed. It signals the sample-and-hold electronics (Fig. 7.11B) to sample the present vehicle

speed at the time S1 is activated and hold that value until the next switch operation by the driver. Volt-
age Vc, representing the vehicle speed at which the driver wishes to set the cruise controller, is sampled,

and it charges capacitor C. A very-high-input-impedance amplifier detects the voltage on the capacitor

without causing the charge on the capacitor to “leak” off. The output from this amplifier is a voltage,

Vsh, proportional to the command speed that is sent to the error amplifier:

Vsh tð Þ¼Vs tað Þ (7.39)

where ta is the time driver activates S1.
Switch S2 (Fig. 7.11A) is used to disable the speed controller by interrupting the control signal to the

throttle actuator. Switch S2 disables the system whenever the ignition is turned off, the controller is

turned off, or the brake pedal is pressed. The controller is switched on when the driver presses the speed

set switch S1.
For safety reasons, the brake turnoff is often performed in twoways. As just mentioned, pressing the

brake pedal turns off or disables the electronic control. In certain cruise control configurations that use a

vacuum-operated throttle actuator, the brake pedal also mechanically opens a separate valve that is

located in a hose connected to the throttle actuator cylinder. When the valve is opened by depression

of the brake pedal, it allows outside air to flow into the throttle actuator cylinder so that the throttle plate

is rapidly closed. The valve is shut off whenever the brake pedal is in its inactive position. This ensures

a fast and complete shutdown of the speed control system whenever the driver presses the brake pedal.

ADVANCED CRUISE CONTROL
The cruise control system previously described is adequate for maintaining constant speed, provided

that any required deceleration can be achieved by a throttle reduction (i.e., reduced engine power). The

engine has limited braking capability with a closed throttle, and this braking in combination with aero-

dynamic drag and tire-rolling resistance may not provide sufficient deceleration to maintain the set

speed. For example, a car entering a long, relatively steep downgrade in a mountainous region may

accelerate due to gravity even with the throttle closed.

For this driving condition, vehicle speed can be maintained only by application of the brakes. For

cars equipped with a conventional cruise control system, the driver has to apply braking to hold speed.

An ACC system has a means of automatic brake application whenever deceleration with throttle

input alone is inadequate. A somewhat simplified block diagram of an ACC is shown in Fig. 7.12,

emphasizing the automatic braking portion. This system consists of a conventional brake system with
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master cylinder wheel cylinders, vacuum boost (power brakes), and various brake lines. Fig. 7.12

shows only a single-wheel cylinder, although there are four in actual practice. In addition, proportion-

ing valves are present to regulate the front/rear brake force ratio. Some of the components depicted in

Fig. 7.12 are also a part of a system that optimizes braking under relatively low tire/road friction. This

subject is explained in the following section of this chapter under the heading of antilock braking

systems.

In normal driving, the system functions like a conventional brake system. As the driver applies

braking force through the brake pedal to the master cylinder, brake fluid (under pressure) flows out

of port A and through a brake line to the junction of check valvesCV1 andCV2. Check valveCV2 blocks

brake fluid, whereas CV1 permits flow through a pump assembly P and then through the apply valve

(which is open) to the wheel cylinder(s), thereby applying brakes.

In cruise control mode, the ACC controller regulates the throttle (as explained above for a conven-

tional cruise control) and the brake system via electrical output signals and in response to inputs, in-

cluding the vehicle speed sensor and set cruise speed switch. The ACC system functions as described

above until the maximum available deceleration with closed throttle is inadequate. Whenever there is

greater deceleration required than this maximum value, the ACC applies brakes automatically. In this

automatic brake mode, an electrical signal is sent from theM (i.e., motor) output of the controller to the

motor, causing the pump to send more brake fluid (under pressure) through the apply valve (maintained

open) to the wheel cylinder. At the same time, the release valve remains closed such that brakes are

applied.
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FIG. 7.12 ACC system configuration.
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The braking pressure can be regulated by varying the isolation valve, thereby bleeding some brake

fluid back to the master cylinder. By activating isolation valves separately to the four wheels, brake

proportioning can be achieved. Brake release can be accomplished by sending signals from the

ACC to close the apply valve and open the release valve. We present next a continuous-time model

for the ACC.

The vehicle model under ACC mode is given by

M _V +D+Mgsinθ¼ gATbo
rw

�TB
rw

(7.40)

where Tbo is the engine torque at closed throttle and TB the braking torque. This braking torque is

normally zero under steady cruise. It is only increased from zero in the ACC mode when required

to maintain cruise speed.

Under normal circumstances, for a sufficiently steep downgrade (i.e., θ<0), Tbo is negligible.

For simplification purposes, it is assumed that the braking torque is linearly proportional to brake

pressure pB:

TB ¼KBpB (7.41)

where KB is a constant for the brake configuration. A linearized model for the vehicle traveling on a

straight road with vehicle speed V¼Vd+δV is given by

Mδ _V +KDδV +Mgθ¼�KBpB=rw

¼KBKAu=rw
(7.42)

where KA is the brake pressure actuator constant, Vd is the cruise speed set point, and u is the ACC

control signal.

If a PI control law is assumed for this ACC automatic braking mode, the control signal is given by

u¼Kpe+KI

ð
edt (7.43)

where e¼Vd�V¼error signal¼�δV, where V is the actual vehicle speed.

Substituting the control signal model into the linearized vehicle mode and taking the Laplace

transform of the resulting equation yield the following:

s+
KD

M

� �
δV sð Þ+ gθ¼�KBKA

rwM
Kp +

KI

s

� �
δV sð Þ (7.44)

Solving for δV(s) yields

δV sð Þ¼ gs θj j
s2 +

KD

M
+
KBKAKp

rwM

� �
s+

KBKAKI

rwM

(7.45)

Note the similarity to the model for cruise control developed earlier in which the actuator drives the

throttle plate angle. In the above equation, the negative sign of the θ for a downgrade is accounted for by
replacing �θ with jθj. The dynamic response of a car with ACC traveling along a straight horizontal

road and encountering a steep downgrade (with slope θ ¼ � θj j) is similar to that for an ordinary cruise
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control encountering a sudden change in slope except that the speed initially increases and then comes

to an asymptotic value.

A simulation of this ACC was run for the same vehicle parameters of the earlier example. Here, it is

assumed that the vehicle encounters the steep downgrade at t¼2 s. It is further assumed for simplicity

that the ACC switches instantly to automatic braking mode (when the throttle closed switch signals the

controller). Fig. 7.13 is a plot of vehicle speed for P-only control and PI control. The same coefficients

are assumed for the controller, and KB is taken to be 4.

Fig. 7.13 is a plot of the ACC speed response to a long steep downgrade of �7% encountered at

t¼2 s for a vehicle with ACC that is initially in a steady 60 mph cruise. Note that for P-only control, the
speed increases to an asymptotic value of about 67 mph. During the asymptotic range, this speed is

maintained with a steady brake pressure. However, for PI control, the speed initially increases and

then with applied brakes decreases with small undershoot reaching the desired cruise speed of

60 mph. The action of various control laws is described in Appendix A. The present simulation con-

firms the predicted behavior.

In addition to maintaining a vehicle speed on ACC in contemporary vehicles can compensate au-

tomatically for other vehicle traffic, for road obstructions, and for unintentional lane deviation. This

adjustment of the control of an ACC can only bemade automatically in combination with a surveillance

system that detects and measures relative positions of other vehicles or obstacles. The detailed descrip-

tion of vehicle environmental surveillance system is explained in Chapter 10, which is devoted to

safety-related systems. The sensor system components for certain optical surveillance systems are
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explained in detail in Chapter 5. The information provided to the ACC by the surveillance system offers

the potential for the ACC to set the speed command to a level consistent with traffic, which in a heavy

traffic or road construction environment involves a reduction in the speed set point. Other options are

available to vehicles equipped with automatic steering as discussed briefly later in this chapter and

explained in detail in Chapter 12, which is devoted to autonomous vehicles.

Another potential application for automatic braking involves separate brake pressure applied indi-

vidually to all four wheels. This independent brake application can be employed for improved handling

when both braking and steering are active (e.g., braking on curves). Later in this chapter, an application

of automatic braking to enhance the lateral stability of the vehicle is discussed. The theory of enhanced

lateral stability is presented in detail in Chapter 10, which is devoted to safety-related systems.

ANTILOCK BRAKING SYSTEM
One of the most readily accepted applications of electronics in automobiles has been the antilock brake

system (ABS). ABS is a safety-related feature that assists the driver in deceleration of the vehicle in

poor or marginal braking conditions (e.g., wet or icy roads). In such conditions, panic braking by the

driver (in non-ABS-equipped cars) results in reduced braking effectiveness and, typically, loss of di-

rectional control due to the tendency of the wheels to lock (i.e., to stop rolling and to be held firmly

against rotation by the brakes).

In ABS-equipped cars, the wheel is prevented from locking by a mechanism that automatically reg-

ulates the force applied to the wheels by the brakes to an optimum for any given low-friction condition.

The physical configuration for an ABS is shown in Fig. 7.14.

In addition to the normal brake components, including brake pedal, master cylinder, vacuum boost,

wheel cylinders, calipers/disks, and brake lines, this system has a set of angular speed sensors at each
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power
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Brake cylinderModulator

Sensor
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FIG. 7.14 Antilock braking system.
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wheel, an electronic control module and a hydraulic brake pressure modulator (regulator). For simplic-

ity in the drawing, only a pair of brake pressure modulators is shown. However, in practice, there is

a separate modulator for each brake. A more detailed description of the configuration of the ABS

(including the modulator) is presented later in this section of the chapter.

In order to understand the ABS operation, it is first necessary to understand the physical mechanism

of wheel lock and vehicle skid that can occur during braking. The car is traveling at a speed U, and the
wheels are rotating at an angular speed ωw where

ωw ¼ πRPMw

30
(7.46)

and where RPMw is the RPM of the wheel in revolutions per minute. When the wheel is rolling

(no applied brakes and no drivetrain torque), U and ωw are linearly proportional

U¼ rwωw (7.47)

where rw is the tire effective radius.

When the brake pedal is depressed, the pads are forced by hydraulic pressure against the disk, as

depicted schematically in Fig. 7.15A. Fig. 7.15B illustrates the forces applied to the wheel by the road

during braking. This pressure causes a force that acts as a torque Tb in opposition to the wheel rotation.
The actual force that decelerates the car is shown as Fb in Fig. 7.15B. The lateral force that maintains

directional control of the car is shown as FL in Fig. 7.15B.

The wheel angular speed begins to decrease, causing a difference between the vehicle speed U and

the tire speed over the road (i.e., ωwrw). In effect, the tire slips relative to the road surface. The amount

of slip s determines the braking force and lateral force. The slip, as a fraction of car speed, is given by

s¼U�ωwrw
U

Note: A rolling tire has slip s¼0, and a fully locked tire has s¼1.

The braking and lateral forces are proportional to the normal force (from the weight of the car

and from inertial forces due to deceleration) acting on the tire/road interface (N in Fig. 7.15B) and

the friction coefficients for braking force (Fb) and lateral force (FL):

Fb ¼Nμb
FL ¼NμL

(7.48)

where μb is the braking friction coefficient and μL is the lateral friction coefficient.

These coefficients depend markedly on slip, as shown qualitatively in Fig. 7.16. The solid curves

are for a dry road and the dashed curves for a wet or icy road. As brake pedal force is increased from

zero, slip increases from zero. For increasing slip, μb increases to s¼ so. Further increase in slip actually
decreases μb, thereby reducing braking effectiveness. The curves presented in Fig. 7.16 are only depict-
ing general relationships between friction and slip and are not representative of actual curves in precise

detail.

On the other hand, μL decreases steadily with increasing s such that for fully locked wheels the

lateral force has its lowest value. For wet or icy roads, μL at s¼1 is so low that the lateral force often

is insufficient to maintain directional control of the vehicle. However, directional control can often be

maintained even in poor braking conditions if slip is optimally controlled. This is essentially the

function of the ABS, which performs an operation equivalent to pumping the brakes (as done by
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experienced drivers before the development of ABS). In ABS-equipped cars under marginal or poor

braking conditions, the driver simply applies a steady brake force, and the system adjusts tire slip

dynamically to achieve near-optimum value (on average) automatically.

In an exemplary ABS configuration, control over slip is affected by regulating the brake line pres-

sure under electronic control. The configuration for ABS is shown in Fig. 7.14. This ABS regulates or
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modulates brake pressure to maintain slip as near to optimum for as much time as possible (e.g., at so in
Fig. 7.16). The operation of this ABS is based on estimating the torque Tw applied to the wheel at the

road surface by the braking force Fb:

Tw ¼ rwFb (7.49)

The braking torque Tb is applied to the disk by the brake pads in response to brake pressure pb and is a
function of pb:

Tb ¼ f pbð Þ (7.50)

Although it is not necessary for ABS application, for the purposes of explaining ABS operation, it is

convenient to simplify the model for Tb to the following:

Tb ffi kbpb (7.51)

where kb is a constant for the given brakes.

The difference between these two torques acts to decelerate the wheel. In accordance with basic

Newtonian mechanics, the wheel torque Tw is related to braking torque and wheel deceleration by

the following equation:

Tw ¼ Tb + Iw _ωw

where Iw is the wheel moment of inertia about its rotational axis and _ωw is the wheel deceleration

dωw/dt, that is, the rate of change of wheel speed.

During heavy braking under marginal conditions, sufficient braking force is applied to cause wheel

lockup (in the absence of ABS control). We assume such heavy braking for the following discussion of

the ABS. As brake pressure is applied, Tb increases and ωw decreases, causing slip to increase. The

wheel torque is proportional to μb, which reaches a peak at slip so. Consequently, the wheel torque
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FIG. 7.16 Exemplary variation in friction coefficients with slip.
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reaches a maximum value (assuming sufficient brake force is applied) at this level of slip and decreases

for s> so. For this region of slip, the slope of μb is negative (i.e.,
dμb
ds

< 0), and wheel deceleration is

unstable causingωw!0 resulting in wheel lock condition. It is the function of the ABS to regulate Tb to
maintain slip near-optimum as explained below.

Fig. 7.17 is a sketch of wheel torque versus slip during ABS action illustrating the peak Tw. After the
peak wheel torque is sensed electronically, the electronic control system commands that brake pressure

be reduced (via the brake pressure modulator). This point is indicated in Fig. 7.17 as the limit point of

slip for the ABS. As the brake pressure is reduced, slip is reduced, and the wheel torque again passes

through a maximum.

The wheel torque reaches a value below the peak on the low slip side denoted lower limit point of

slip, and at this point, brake pressure is again increased. The system will continue to cycle, maintaining

slip near the optimal value as long as the brakes are applied, and the braking conditions lead to wheel

lockup.

The ABS control laws and algorithms are, naturally, proprietary for each manufacturer. Rather than

dealing with such proprietary issues here, an ABS control concept is presented here based upon a paper

by the author of this book and has demonstrated successful ABS operation in laboratory (wheel dyna-

mometer) tests. This discussion can be considered exemplary of much of the mechanical dynamics and

control algorithms.

An ideal ABS control would maintain braking force/torque such that slip would remain at exactly

the optimum slip (i.e., so) for any given tire/road condition. However, a suboptimal control system

having very near-optimal performance can be achieved by cycling brake pressure such that slip cycles

up and down about the optimum as depicted qualitatively in Fig. 7.17. The cycling should be such that

the average of the time varying s and μb, μL are very close to optimum.
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The present exemplary ABS control is based upon the use of a so-called sliding mode observer

(SMO). The SMO is a robust state vector estimator that has the capability of estimating very closely

the state vector of a dynamic system (see Appendix A for the definition of a state vector). The SMO for

the present discussion estimates a single-dimensional state vector, the differential torque applied to the

wheel, (δTb), where

δTb ¼ Tw�Tb

¼ Iw _ωw

(7.53)

Rewriting Eq. (7.53) yields a form from which the SMO can be readily derived:

_ω¼�δTb
Iw

(7.54)

The goal for the SMO for this application is to calculate an estimate δT̂b

� �
of the differential torque.

It obtains δT̂b by solving the following differential equation for the estimate ω̂wð Þ of wheel angular
speed:

_̂ωw ¼�msgn ω̂w�ωwð Þ (7.55)

where sign ω̂w�ωwð Þ is the sign of the argument and where m is the SMO gain that must satisfy the

following inequality:

m� max δTbj j (7.56)

The SMO requires an accurate, precise measurement of wheel angular speed (ωw). As shown in

Drakonov (1997)1, the desired estimate δT̂b

� �
is the solution to the following first-order differential

equation:

τ
dδT̂b

dt
+ δT̂b ¼�msgn ω̂w�ωwð Þ (7.57)

Effectively, δT̂b

� �
is a first-order low-pass-filtered version of the RHS of the above equation. The low-

pass filter (LPF) bandwidth (i.e., 1/τ) must be sufficiently large to accommodate the relatively large

fluctuations in wheel angular speed. It is possible to use a higher-order than first-order LPF. Experi-

ments and simulations have been run with second-order LPF with good braking performance. The

SMO generates a very close estimate of δTb such that the control logic can detect that extremal values

for the actual differential torque have occurred by detecting extremal values of the SMO estimate

δT̂b

� �
. This estimate is the input to the control algorithm for regulating brake pressure.

The actual control algorithm for applying or releasing brakes is based upon the estimate of δTb.When-

ever the slip passes the optimal value (so), either increasing or decreasing the δT̂b, has an extremal value.

One control scheme incorporates an extremal value detector applied to δT̂b. Whenever an extremum

is detected with brakes applied, this indicates s has crossed so while increasing. Upon detection of this

extremum, the control generates a command signal to release brake pressure (using a mechanism de-

scribed below). Conversely, whenever an extremal value of δT̂b is detected with brakes not being applied

(or at reduced brake pressure), this indicates that s has crossed so while decreasing. Upon detecting this

condition, the control system generates a signal that causes brake pressure to be reapplied.

1Drakonov S. Sliding Mode Observer Based on Equivalent Control Methods. 31st CDC Conference, Tucson, AZ, Dec. 1997.
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During ABS operation, the control logic essentially detects that slip has increased beyond so, and
at some point between so and the upper limit point of slip for ABS (as shown in Fig. 7.17), this logic

detects an impending wheel lock condition and generates control signals that cause brake pressure to

rapidly decrease. With brake pressure reduced, the wheel tends toward a rolling condition, and slip

decreases as depicted in Fig. 7.17. As the slip crosses so while decreasing, μb increases to its max-

imum value at so and then decreases. The corresponding δTb has an extremum as s crosses so. The
SMO detects the extremal value of δT̂b, thereby creating a logic condition that brakes are to be

reapplied.

In an actual ABS, the brakes are individually controlled at each wheel. Separate control of each

wheel is required because during braking, the inertial forces can result in different normal force (N)
at each wheel. In addition, the friction coefficient may well be different for each tire/road interface.

There are two major benefits to ABS. One of these is achieving optimal friction coefficient at each

wheel. The other is to maintain sufficient lateral friction coefficient (μL) for good directional control of
the vehicle during stopping.

The mechanism for modulating brake pressure is illustrated in Fig. 7.18.

In Fig. 7.18, the notation is as follows:

BP Brake pedal

MC Master cylinder

K Brake fluid reservoir

BV Blocking valve

DV Pressure dump valve

RV Repressurization valve

P Pump

A Accumulator

S Wheel speed sensor

WC Wheel cylinder

V1,V2,V3 Actuator control signals

AP

K

S

BP

MC

BV RV Wheel
cylinder
WC

Electronic
control

V3V2V1

DV

FIG. 7.18 Schematic illustration of ABS.
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During braking with ABS control, the driver is assumed to apply brake pressure to the line connecting

MC and WC. The driver is assumed to maintain a relatively high pressure. Although Fig. 7.18 depicts

ABS for a single wheel, it is assumed that a separate set of valves are supplied for each of the four wheel

cylinders.

Each of the valves depicted in Fig. 7.18 are two-position solenoid-operated valves, each having two

separate functions. The blocking valve in the inactive position forV1¼0 passes brake fluid under pressure

from its input line to its output line.Under normal (non-ABS) braking, the dump valve (V2¼0) passes this

fluid from its input to its output line that leads to the repressurization valve. This latter valve passes the

pressurized brake fluid to thewheel cylinder that thereby applies brake torque to the correspondingwheel.

Whenever the ABS control detects a potential wheel lockup owing to slip s> so (due to the negative

dμb/ds), it generates nonzero control signals V1, V2, and V3 in a precise sequence. In the exemplary

ABS, potential wheel lock is detected by an extremum in δT̂b with brakes applied. The control sends

a voltage V1 to BV that causes it to switch to a brake pressure-blocked position. In this position, the

master cylinder is isolated from the wheel cylinder by the BV. Only the input line to BV is under driver-

applied brake pressure. A few milliseconds after the BV is activated, the control generates a voltage V2

that activates the DV that switches it to its second position. In this position, the line to the RV and wheel

cylinder is connected to the reservoir, and the WC pressure drops rapidly toward 0.

During all times, a pump (P) maintains a supply of brake fluid under pressure in accumulator A. In

its deactivated state (i.e., V3¼0), the RV isolates the accumulator from the line leading to the WC and

provides a stop in the A output line. This A pressure is the pressure that is used to repressure the WC at

the appropriate time. This appropriate time is the time at which the control system detects an extremum

in δT̂b for brakes “off” (or low Tb). When the controller detects this condition, it initially sets control

voltage V2¼0, thereby deactivating DV. A few milliseconds after V2 is set to zero, the controller gen-

erates voltage V3 that activates the repressurization valve. When activated, the RV connects the A with

its pressurized brake fluid to theWC. It simultaneously applies the pressure to the output line of the DV

that also pressurizes the BV output line. The pressurized WC applies the force required to apply brake

torque Tb to the wheel.

Assuming that a low μb condition is maintained, the process of increasing slip with s passing so and a
new extremal valve in δT̂b is detected. The entire process of pressure dump followed by repressuriza-

tion is repeated. The cycling of the ABS normally continues until the wheel speed with brakes “off” is

below a preset value (e.g., 1–5 mph) or until the driver releases the brake pedals.

Fig. 7.19 illustrates the braking during an ABS action in simulation of an experimental system. In

this illustration, the vehicle is initially traveling at 55 mph, and the brakes are applied as indicated by

decreasing speed of Fig. 7.19A. The solid curve of Fig. 7.19A depicts vehicle speed over the ground and

the dashed curve the instantaneous wheel speed (rwωw). The wheel speed begins to drop until the con-

trol detects incipient wheel lock (e.g., for an extremum of δT̂b). At this point, the ABS reduces brake

pressure, and the wheel speed increases until the control reaches the condition to reapply brake pres-

sure. With the high applied brake pressure, the wheels again tend toward lockup, and ABS reduces

brake pressure. The cycle continues until the vehicle is slowed sufficiently.

Fig. 7.19B depicts the instantaneous friction coefficient μb(t). It can be seen that the ABS action

of releasing and then reapplying brake pressure causes this μb to cycle back and forth about its peak

value (μb(so)). Similar results to those of Fig. 7.19 were achieved in laboratory tests with suitable

instrumentation.

It should be noted that by maintaining slip near so, the maximum deceleration is achieved for a

given set of conditions. Some reduction in lateral force occurs from its maximum value by maintaining
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slip near so. However, in most cases, the lateral force is large enough to maintain directional control,

thereby permitting the driver to steer the vehicle.

In some ABSs, the mean value of the slip oscillations is shifted below so, sacrificing some braking

effectiveness to enhance directional control. This can be accomplished by adjusting the upper and

lower slip limits.

The components of the ABS depicted in Fig. 7.18 can be combined with an electronic control sys-

tem and system capable of monitoring the vehicle, traffic, and obstacle environment surrounding the

vehicle. These combined components can yield an automatic braking system to prevent a collision in

the event the driver has been determined by the system to not have reacted to a potential collision or in

an autonomous vehicle. However, since this application of ABS components is part of a safety-related

system, the detailed explanation of automatic braking is contained in Chapter 10, which is devoted

exclusively to safety-related vehicular electronic systems.
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TIRE SLIP CONTROLLER
Another benefit of the ABS is that the brake pressure modulator can be used for ACC as explained

earlier and for tire slip control. Tire slip is effective in moving the car forward just as it is in braking.

Under normal driving circumstances with power train torque applied to the drive wheels, the slip that

was defined previously for braking is negative. That is, the tire is actually moving at a speed that is

greater than for a purely rolling tire (i.e., rwωw>U). In fact, the traction force is proportional to slip.

For wet or icy roads, the friction coefficient can become very low and excessive slip can develop. In

extreme cases, one of the driving wheels may be on ice or in snow, while the other is on a dry (or drier)

surface. Because of the action of the differential (see Chapter 6 and Fig. 6.30), the low-friction tire will

spin, and relatively little torque will be applied to the dry-wheel side. In such circumstances, it may be

difficult for the driver to move the car even though one wheel is on a relatively good friction surface.

The difficulty can be overcome by applying a braking force to the free spinning wheel. In this case,

the differential action is such that torque is applied to the relatively dry-wheel surface, and the car can

be moved. In the example ABS, such braking force can be applied to the free spinning wheel by the

hydraulic brake pressure modulator (assuming a separate modulator for each drive wheel). Control of

this modulator is based on measurements of the speed of the two drive wheels. Of course, the ABS

already incorporates wheel speed measurements, as discussed previously. The ABS electronics have

the capability of performing comparisons of these two wheel speeds and of determining that braking is

required of one drive wheel to prevent wheel spin.

ABS components have another important application in relationship to vehicle safety. This appli-

cation of ABS technology is in a vehicular electronic system that is called enhanced stability system

(ESS). Although major components of the EVS are part of ABS, the primary purpose is to improve the

directional stability of vehicles during maneuvers involving steering inputs. The EVS is discussed in

Chapter 10, which is devoted to electronic safety-related vehicle systems because the end goal of EVS

is to improve vehicle safety. An entire section of Chapter 10 is devoted solely to EVS with multiple

references to relevant portions of this chapter.

Still another safety-related application of ABS or its components is automatic braking. This topic is

also covered in detail in Chapter 10. Although major components of ABS are involved in automatic

braking, there are sensor inputs to automatic braking that are beyond those discussed in this chapter for

ABS application. These involve sensing the environment surrounding the given vehicle that is

explained in Chapter 10. Also explained in Chapter 10 is the application of automatic braking to a col-

lision avoidance system.

Antilock braking can also be achieved with electrohydraulic brakes. An electrohydraulic brake sys-

tem was described in the section of this chapter devoted to ACC.

Recall that for ACC a motor-driven pump supplied brake fluid through a solenoid-operated

“brakes” apply valve to the wheel cylinder. For ACC application of the brakes, the apply and isolation

valves operate separately to regulate the braking to each of the four wheels.

ELECTRONIC SUSPENSION SYSTEM
An automotive suspension system consists of springs, shock absorbers, and various linkages to connect

the wheel assembly to the car body. The purpose of the suspension system is to isolate the car body

motion as much as possible from wheel vertical motion due to rough-road input. Fig. 7.20 depicts,
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schematically, the suspension system for the front wheels of a front-wheel-drive car. In essence, a sus-

pension system is a mass, spring, damping assembly that connects the car body (whose mass is called

the “sprung” mass to the wheel/axle, brake, and other linkages connected to them, which are called the

“unsprung” mass).

The two primary subjective performance measures from a driver/passenger standpoint are ride and

handling. Ride refers to the motion of the car body in response to road bumps or irregularities.Handling
refers to how well the car body responds to dynamic vehicle motion such as cornering or hard braking.

Damping in the suspension system is provided by the shock absorber portion of the strut assemble.

Viscous damping is provided by fluid motion through orifices in a piston portion of the strut. The struc-

ture and details of a strut are given later in this chapter, but the interested reader can look ahead to

Fig. 7.23. For the present, attention is focused on the influence of strut damping on ride and handling.

Generally speaking, ride is improved by lowering the shock absorber damping, whereas handling is

improved by increasing this damping. In traditional suspension design, the damping parameter is fixed

and is chosen to achieve a compromise between ride and handling (i.e., an intermediate value for shock

absorber damping is chosen).

In electronically controlled suspension systems, this damping can be varied depending on driving

conditions and road roughness characteristics. That is, the suspension system adapts to inputs to main-

tain the best possible ride, subject to handling constraints that are associated with safety.

There are two major classes of electronic suspension control systems: active and semiactive. The

semiactive suspension system is purely dissipative (i.e., power is absorbed by the shock absorber under
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FIG. 7.20 Illustration of front suspension system.
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control of a microcontroller). In this system, the shock absorber damping is regulated to absorb the

power of the wheel motion in accordance with the driving conditions.

In an active suspension system, power is added to the suspension system via a hydraulic or pneumatic

power source. At the time of the writing of this book, electronic control of commercial suspension sys-

tems is primarily semiactive. In this chapter, we explain the semiactive system first, then the active one.

The primary purpose of the semiactive suspension system is to provide a good ride for as much of

the time as possible without sacrificing handling. Good ride is achieved if the car’s body is isolated as

much as possible from the road surface variations. The vertical input to the unsprungmass motion is the

road surface profile. For a car traveling at a steady speed, this input is a random process. Depending

upon the nature of the road surface (i.e., newly paved road vs. ungraded gravel dirt road), this random

process may be either a stationary or a nonstationary process. For the following discussion, we assume

a stationary random process. A semiactive suspension controls the shock absorber damping to achieve

the best possible ride without sacrificing handling performance.

In addition to providing isolation of the sprung mass (i.e., car body and contents), the suspension

system has another major function. It must also dynamically maintain the tire normal force as the un-

sprung mass (wheel assembly) travels up and down due to road roughness. Recall from the discussion

of antilock braking that braking and lateral forces depend on normal tire force. Of course, in the long-

term time average, the normal forces will total the vehicle weight plus any inertial forces due to ac-

celeration, deceleration, or cornering.

However, as the car travels over the road, the unsprung mass moves up and down in response to road

input. This motion causes a variation in normal force, with a corresponding variation in potential cor-

nering or braking forces. For example, while driving on a rough curved road, there is a potential loss of

steering or braking effectiveness if the suspension system does not have good damping characteristics.

We consider next certain aspects of vehicle dynamics to understand the role played by electronically

controlled suspension.

The geometry for describing the vehicle motion relative to the suspension is depicted in Fig. 7.21A

and B. In this figure, three major axes are defined for the vehicle: (1) longitudinal, (2) lateral, and

(3) vertical. The ECEF inertial coordinate system axes are denoted (x0,y0,z0). The vehicle body axes

are denoted (x,y,z).
The longitudinal axis is a line in the plane of symmetry through the center of gravity (CG) parallel to

a ground reference plane. The ground plane is the plane through the wheel axles when the vehicle is

sitting on an exactly horizontal plane. In this configuration, the deflection of the front and rear springs

due to vehicle weight depends upon the location of the CG along the longitudinal axis. Fig. 7.21A is a

side view of the vehicle depicting the body longitudinal axis x (fixed to the vehicle).

This figure also depicts the x-axis for the vehicle at rest with the x0-axis that constitutes an inertial

(e.g., ECEF) reference. In this figure, the x-axis is deflected by a “pitch angle” αp relative to the x0-axis.
The vertical displacement of the CG is denoted δzcg in the figure and is called heave. The front and rear
springs are assumed to be identical right (r) and left (l). The front suspension spring rate is denoted KF

and the rear KR. Viscous damping is also assumed to be symmetrical right and left and has linear damp-

ing coefficients DF and DR for front and rear, respectively (in the present, simplified model).

Fig. 7.21B depicts the vehicle in a front view for which the body lateral axis (y) is shown in the rest
position by the dashed line y0 and in the deflected position by the solid line. The angle ϕR is the “roll”

angle about the longitudinal axis. The z-axis is orthogonal to the x–y plane through the CG. The y0- and
z0-axis are part of the inertial reference for the following discussion on vehicle dynamic motion.
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It is beyond the scope of this book to present a full discussion of vehicle dynamics that involves sets

of coupled nonlinear differential equation models. Rather, the goal here is to focus on electronic control

of the suspension and to illustrate the corresponding aspect of vehicle dynamics for a few representative

maneuvers. For this purpose, a set of simplified linear dynamicmodels are presented. In such simplified

models, there are many forces acting on the vehicle sprung mass including: drivetrain and braking tor-

ques/forces, inertial forces, and normal forces coupled from the unsprung mass acting on the tires to the

sprung mass.

The normal forces acting on the tires are different for all four wheels whenever the vehicle is ma-

neuvering. These forces include components due to the vehicle weight and reaction forces to inertial

forces due to vehicle dynamics. These four forces have the following notations:
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FIG. 7.21 Schematic illustration of suspension. (A) Side view of vehicle and ECEF coordinates. (B) Front view of

vehicle and ECEF coordinates.
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Webeginwith a relatively simple example vehiclemaneuver consisting of braking on a straight and level

road. The front and rear forces acting on the car from the tires are denotedFF andFR, respectively. These

forces are positive for acceleration and negative for braking, which is assumed here, and are given by

FF ¼ NFr +NF‘ð ÞμF
FR ¼ NRr +NR‘ð ÞμR

(7.58)

where μF is the friction coefficient for front tires and μR is the friction coefficient for rear tires.

The combination of these braking forces produces a moment about the CG Tb given by

Tb ¼ FF +FRð ÞhCG (7.59)

Countering this moment is a moment (Tn) about the CG due to the tire normal forces given by

Tn ¼NFa�NRb

where

NF ¼NFr +NFr

NR ¼NRr +NR‘
(7.60)

and where a and b are the distances along the longitudinal axis of the vehicle from the CG to the front

and rear axles, respectively (i.e., see Fig. 7.21A).

The normal forces acting on the tires are transmitted through the tires to the spring/damper system

of the suspension. For the present, the tire dynamics are neglected although they are included in a later

example. The forces NF and NR produce a deflection in the suspension springs from the unloaded

positions such that NF and NR are given by

NF ¼� KFδzF +DFδ _zF½ �
NR ¼� KRδzR +DRδ _zR½ � (7.61)

where δzF is the deflection of front spring and δzR the deflection of rear spring.

KR ¼KRr +KR‘ ¼ rear spring rate

KF ¼KFr +KF‘ ¼ front spring rate

DF ¼DFr +DF‘ ¼ front damping coefficient

DR ¼RRr +DR‘ ¼ rear damping coefficient

(7.62)

Note that in the absence of any vertical motion of the CG (i.e., it is assumed here that δ€zcg ¼ 0), the

normal forces sum to the vehicle weight (WV):

NF +NR ¼WV (7.63)

Furthermore, it is reasonable to assume that front and rear tires have identical friction coefficient

μR ¼ μF

The total force acting on the vehicle due to braking is given by

F¼FF +FR

¼�μWV

The moment acting around the CG due braking (Tb) is given by

Tb ¼�WVμhCG
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The sum of the moments of all forces acting on the sprung mass results in an angular acceleration of the

pitch angle €αp
� �

about the lateral (y) axis, yielding the following model:

Iyy €αp ¼�μWVhCG +Tn (7.64)

where Iyy¼moment of inertia of the sprung mass about the lateral axis through the CG.

Tn ¼ aNF�bNR

For sufficiently small pitch angle changes, the front and rear displacement and vertical velocity are

given by

δzF ¼aαp front displacementð Þ
δzR ¼�bαp rear displacementð Þ
δ _zF ¼a _αp front vertical velocityð Þ
δ _zR ¼�b _αp rear vertical velocityð Þ

(7.65)

Substituting these relationships into the pitch dynamic Eq. (7.64) yields

Iyy €αp ¼ FF +FRð ÞhCG� a KFaαp +DFa _αp

� �
+ b KRbαp +DRb _αp

� �	 

(7.66)

Simplifying and rearranging terms in this equation yield the following second-order differential equa-

tion in αp:

Iyy €αp +D _αp +Kαp ¼FhCG (7.67)

where

D¼a2DF + b
2DR

K¼a2KF + b
2KR

The operational transfer function (Hα(s)) relating braking force to pitch angle is given by

Hα sð Þ¼αp sð Þ
F sð Þ

¼ hCG
Iyys2 +Ds+K

¼ hCG
Iyy

1

s2 + 2ζωns+ω2
n

� � (7.68)

where F sð Þ¼FF sð Þ+FR sð Þ

and ωn ¼
ffiffiffiffiffi
K

Iyy

s

ζ¼D= 2Iyyωn

� �¼ damping ratio

Solution to this equation for the pitch dynamics due to an arbitrary braking force function F(t) is found
using the methods of Appendix A or for any given vehicle via simulation. For example, the pitch angle

response to a step of amplitude change in braking force of magnitude Fo increases from αp ¼ 0 with

_αp ¼ 0 rising toward an asymptotic value (αpss) of

αpss ¼�hCGF0

K
(7.69)

Depending on the damping ratio ζ, there may be overshoot in αp before settling to αpss where, with the
sign convention of Fig. 7.21A, αpss<0.
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In addition to the operational transfer function, the pitch dynamics due to braking are given by the

sinusoidal frequency response Hα(jω), which is given by

Hα jωð Þ¼ hCG=Iyy

ω2
n�ω2

� �
+ 2jζωnω

(7.70)

The peak response occurs at ω¼ωn and has magnitude

Hα jωnð Þj j ¼ hCG
2ζK

(7.71)

and a 90 degree phase shift from F(jω) to αp(jω). The importance of damping in determining the

resonant response of pitch dynamics is clear from this frequency response.

Recall from the discussion ofABS that the braking force during periods inwhichABS is active is time

varying and is often essentially periodic. The pitch dynamic response to ABS cycling is potentially a

concern in ride dynamics, although the excitation frequency is normally far from pitch dynamic reso-

nance. Nevertheless, electronically damping, as discussed later, could potentially improve ride quality.

The pitch dynamic sinusoidal frequency response (although greatly simplified) has been developed

and shown to be determined by suspension spring rate and damping. A similar set of equations describe

the vertical displacement (i.e., heave) dynamics. A similar sinusoidal frequency response can be

derived for heave. However, this discussion is deferred to a later section in which the vertical dynamic

models include wheel and tire dynamics. Later in this chapter, a model is developed with these dynam-

ics included. For the moment, we consider these dynamics and the associated frequency response

qualitatively for an exemplary vehicle.

Fig. 7.22 illustrates qualitatively a representative tire normal force variation as a function of fre-

quency of excitation for a fixed-amplitude, variable-frequency sinusoidal excitation (see Appendix A
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FIG. 7.22 Normal force variation due to sinusoidal excitation versus frequency.
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for a discussion of sinusoidal frequency response) for an actual vehicle. The solid curve is the response

for a relatively low-damping-coefficient shock absorber, and the dashed curve is the response for a rel-

atively high damping coefficient.

The ordinate of the plot in Fig. 7.22 is the ratio of amplitude of force variation to the average normal

load (i.e., due to weight). There are two relative peaks in this response. The lower peak is�1–2 Hz and

is generally associated with spring/sprung mass oscillation. The second peak, which is in the general

region of 12–15 Hz, is resonance of the spring/unsprung mass combination.

Generally speaking, for any given fixed suspension system, ride and handling cannot both be op-

timized simultaneously. A car with a good ride is one in which the sprungmass motion/acceleration due

to rough-road input is minimized. In particular, the sprung mass motion in the frequency region from

about 2 to 8 Hz has often been found to be the most important for good subjective ride. Good ride is

achieved for relatively low damping (low D in Fig. 7.22).

For low damping, the unsprung mass moves relatively freely due to road input, while the sprung

mass motion remains relatively low. Note from Fig. 7.22 that this low damping results in relatively high

variation in normal force, particularly near the two peak frequencies. That is, low damping results in

relatively poor handling characteristics.

With respect to the four frequency regions of Fig. 7.22, the following generally desired suspension

damping characteristics can be identified:

Region Frequency (Hz) Damping

1. Sprung mass mode 1–2 High

2. Intermediate ride 2–8 Low

3. Unsprung mass resonance 8–20 High

4. Harshness >20 Low

Another major input to the vehicle that affects handling is steering input that causes maneuvers out of

the ECEF inertial reference vertical plane (e.g., cornering). Whenever the car is executing such ma-

neuvers, there is a lateral acceleration. This acceleration acting through the CG causes the vehicle

to roll in a direction opposite to the maneuver.

Another relatively simple example of vehicle dynamics involves the vehicle encountering a curve in

a level road. For convenience, assume that the car is traveling a straight road for t<0 and then encoun-

ters the curve at t¼0. This example illustrates the influence of such a maneuver on roll dynamics (i.e.,

ϕR(t)). For this example, it is necessary to include the variable ψ (which was introduced earlier in the

chapter and is called yaw) in the dynamic model. It is the change in direction of the vehicle longitudinal

axis relative to its direction on the straight level road. Because the road for t<0 is straight, the initial

direction forms the ECEF inertial reference frame for this example. The notation for the time rate of

change of ψ is r:

r¼ _ψ (7.72)

Similarly, the notation for _ϕR is taken to be p:

p¼ _ϕR (7.73)

The lateral velocity component of the CG is denoted v:

ν¼ _y (7.74)
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The inertial forces due to the motion of the car along the curve create a rolling moment TR about the CG
given by

TR ¼�MhCG _ν + ru0ð Þ (7.75)

where uo is the vehicle speed (assumed constant) and M the vehicle sprung mass.

The sum of the moments about the CG for this maneuver yields the following approximate differ-

ential equation:

Ixx €ϕ+MhCG _ν + ru0ð Þ¼� LϕϕR + Lpp
� �

(7.76)

where Ixx is the moment of inertia of the sprung mass structure about the body longitudinal axis and

where Lϕ and Lp are given by:

Lϕ ¼ KF +KRð Þw2

Lp ¼ DF +DRð Þw2
(7.77)

where w is the distance between right and left tire planes of symmetry (Fig. 7.21B).

In this equation, a term proportional to the cross product of inertia Ixz _r has been neglected without

serious loss of generality as it is usually small except for relatively high _r . The above equation can be

rewritten in terms of the inertial (rolling) moment (TR) in the form

Ixx €ϕR +Lp _ϕR +Lϕϕ¼ TR (7.78)

where

TR ¼�MhCG _v + ruoð Þ
If the curve is a segment of a constant radius circle, then during the constant turn maneuver the moment

T can be given as

TR tð Þ¼ 0 t< 0

¼ T0 t� 0
(7.79)

It can be shown that for a vehicle traveling along a curve of constant radius R at a constant speed uo, the
lateral acceleration ay ¼ u2o=R and T0 is given by

T0 ¼�MhCGu
2
o=R

The operational transfer function for the roll dynamics Hϕ(s) is given by

Hϕ sð Þ¼ϕR sð Þ
TR sð Þ

¼ 1

Ixx s2 +
sLp
Ixx

+
Lϕ
Ixx

� � (7.80)

The dynamic response ϕR(t) in roll to a step encounter with the curve at t¼0 has the same qualitative

shape as that found for the pitch response to a step of applied brakes. The roll damping coefficient Lp
that is proportional to the strut damping coefficient has the same influence on ϕR(t) as it does on αp(t).
The steady-state roll angle (ϕRSS) after the transient response has decayed is given by

ΦRSS ¼ T0
Lϕ

(7.81)
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That is, the suspension spring rate Lϕ determines the roll for a given steady turn rate. For passenger cars

under normal driving conditions, the sinusoidal frequency response in roll is typically of less interest

than that for pitch or heave dynamics. A sinusoidal roll moment input might come, for example, from

an oscillatory steering wheel input. This is not encountered in normal passenger car operation.

Car handling generally improves if the amount of roll for any given maneuver is reduced. The

rolling rate for a given car and maneuver is improved if spring rate and shock absorber damping

are increased.

In Appendix A, we discussed the dynamics of a spring/mass/damping system, identifying resonant

frequency and unity damping Dc (i.e., ζ¼1):

Dc ¼ 2
ffiffiffiffiffiffiffiffi
KM

p

For good ride, the damping should be as low as possible. However, from practical design consider-

ations, the minimum damping is generally in the region of 0.1<D/Dc<0.2. For optimum handling,

the damping is in the region of 0.6<D/Dc<0.8.

Technology has been developed permitting the damping characteristics of shock absorber/strut as-

sembly to be varied electrically, which in turn permits the ride/handling characteristics to be varied,

while the car is in motion. For an understanding of the operation of electronic suspension control, it is

helpful to review the operation of a strut (shock absorber) with reference to Fig. 7.23. Physically, this

strut consists of a closed cylinder with a movable piston. Opposite ends of this strut are attached to the

vehicle body (sprung mass) and the wheel axle assembly (unsprung mass). The strut is filled with oil

that can pass through relatively small apertures in the piston, thereby allowing relative motion between

the attachment points. The strut provides viscous damping force whenever the piston is moving in the

cylinder that is an increasing function of the relative piston/cylinder velocity, the size of the apertures,

and the fluid viscosity. Although the force-velocity relationship is nonlinear, in the following analysis,

this relationship was modeled as approximately linear.
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lug

Cylinder
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Oil flow
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FIG. 7.23 Strut physical configuration.
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Under normal steady cruise conditions, damping is electrically set low (e.g., with relatively large

aperture) yielding a good ride. However, under dynamic maneuvering conditions (e.g., cornering), the

damping is set high (relatively small aperture) to yield good handling. Generally speaking, as shown in

the above, simplified example, high damping reduces vehicle roll in response to cornering or turning

maneuvers, and it tends to maintain tire force on the road for increased cornering forces. Variable

damping suspension systems can improve safety, particularly for vehicles with a relatively high CG

(e.g., SUVs). Before proceeding with a discussion of electronically controlled strut damping, it is

necessary to include tire dynamics in our vehicle dynamic model.

The tire dynamics in the vehicle dynamic models can be introduced adequately for the purposes of

reviewing electronically controlled suspension by considering a single-strut configuration. This

configuration and the model being developed apply to all four suspension assemblies. The model is

often called “the quarter car model” (QCM). It is in effect a unicycle model. The configuration to

be considered for this QCM is depicted in Fig. 7.24.

In this figure, the following notation is used:

y0¼ road height above a horizontal inertial reference (e.g., ECEF)

y1¼height of unsprung mass above datum

y2¼height of sprung mass above datum

Ms¼ sprung mass

Mu¼unsprung mass

Ks¼ strut spring rate

Ds¼ strut damping coefficient

Kt¼ tire spring rate

Dt¼ tire damping coefficient

Ms

Ds

Kt Dt

y0

y1

y2

Ks

Mu

Road surface

ECEF datum

FIG. 7.24 QCM car suspension configuration.
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Typically, tire damping is very small in comparison with strut damping so it is assumed to be

negligible here.

A pair of differential equations can be written separately by summing forces acting on the sprung

mass and on the unsprung mass. For the unsprung and sprung mass, respectively, the dynamic models

are given by Eq. (7.82)

Mu€y1 +Ds _y1� _y2ð Þ+Kt y1� y0ð Þ+Ks y1� y2ð Þ¼ 0 (7.82)

Ms€y2 +Ds _y2� _y1ð Þ+Ks y2� y1ð Þ¼ 0 (7.83)

Solution of Eq. (7.84) can be found in twoways. The first waywe consider leads to a closed-form analytic

solution. Alternatively, the solution method that is best suited for numerical evaluation is to write the

above equations in terms of a set of four state variable equations with state vector x given by

x¼ v1, v2, y1, y2½ �T

where

v1 ¼ _y1
v2 ¼ _y2

Taking the Laplace transform of Eqs. (7.82), (7.83) (with zero initial conditions) yields a pair

of coupled algebraic equations in complex frequency s:

Mus
2 +Dss+ Kt +Ksð Þ	 


y1 sð Þ� Dss+Ksð Þy2 ¼Kty0 sð Þ
Mss

2 +Dss+Ks

� �
y2 sð Þ� Dss+Ksð Þy1 sð Þ¼ 0

(7.84)

In matrix form, this pair of equations can be written in the form

A
y1
y2

� �
¼Kt

y0
0

� �
(7.85)

where

A¼ Mus
2 +Dss+ Ks +Ktð Þ � Dss+Ksð Þ
� Dss+Ksð Þ Mss

2 +Dss+Ks

" #
(7.86)

The two-dimensional state vector [y1, y2]
T is found using matrix methods yielding

y1
y2

� �
¼KtA

�1 y0
0

� �
(7.87)

The 2	2 matrix A is readily inverted using standard methods from matrix algebra yielding an analytic

solution for y1 or y2. The time response for an arbitrary yo(t) can be found using the inverse Laplace

methods of Appendix A. However, for evaluating ride and handling, the frequency response charac-

teristics are the most meaningful quantitative representation.

Our primary interest here is in finding the sprung mass motion since this directly affects “ride”

quality. Ride is best characterized by the sprung mass acceleration (as) for any given road profile

yo(x) where

as ¼ €y2 (7.88)
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The operational transfer function relating as(s) to yo(s) can be shown to be given by

Ha sð Þ¼as sð Þ
yo sð Þ

¼s2y2 sð Þ
yo sð Þ

¼ 2ζω2
1ω2s

3 +ω2
1ω

2
2s

2

s4 + 2μζω2s3 + ω2
1 + μω

2
2

� �
s2 + 2ζω2

1ω2s+ω2
1ω

2
2

(7.89)

where
ω2
1 ¼

Kt

Mu

ω2
2 ¼

Ks

Ms

μ¼Ms +Mu

Mu

ζ¼ Ds

2
ffiffiffiffiffiffiffiffiffiffiffi
MsKs

p

Handling is strongly influenced by the variation in tire normal force δN. This normal force is propor-

tional to the relative displacement d¼y0�y1:

δN¼Ktd

The transfer function HH(s) is defined as

HH sð Þ¼ d sð Þ
y0 sð Þ

¼1� y1 sð Þ
y0 sð Þ

(7.90)

The solution for y1(s) from the matrix equation yields the following:

HH sð Þ¼ s4 + 2μζω2s
3 + μω2

2s
2

s4 + 2μζω2s3 + ω2
1 + μω

2
2

� �
s2 + 2ζω2

1ω2s+ω2
1ω

2
2

(7.91)

As an illustration of the variation in relative displacement d versus road displacement yo versus

frequency, a plot of the sinusoidal frequency response for HH(jω) is given in Fig. 7.25.

For this figure, a representative QCM was used with the following parameters in English units:

Kt¼1700 lb/ft

Ks¼8000 lb/ft

Mu¼2.34 slugs

Ms¼100 slugs

ζ¼0.8

Fig. 7.25 presents the magnitude of this frequency response (in dB) as 20 log jHH(jω)j and the phase

of HH(jω) versus log(ω). It can be seen that this QCM has a relatively sharp resonance at ω ffi 7 rad=s
or about 1.1 Hz. This resonance is primarily due to the dynamic response of the unsprung mass.
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In evaluating the influence of suspension system parameters on ride and handling, the road profile

must be modeled. It is widely known that the road profile is a random process. A random process is

quantitatively represented by its amplitude and spectral statistics. The amplitude statistics are given by

its probability distribution function Py(Y)¼p(y�Y). Its spectral statistics are represented by the power
spectral density for yo that is denoted Wo(f) and is given by

Wo ¼ Yo jωð Þj j2 (7.92)

where

Yo jωð Þ¼ Lim
T!∞

ðT
�T

yo tð Þejωtdt (7.93)

However, road profiles are functions of distance along the road surface (i.e., yo(x)). This road profile

random process can be converted to a time function by considering motion at a constant speed uowhere

u0 ¼ dx

dt

The time function yo(t) is given by

yo tð Þ¼ yo
x

uo

� �
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FIG. 7.25 Frequency response for HH(s).

390 CHAPTER 7 VEHICLE MOTION CONTROLS



The International Standards Organization (ISO) has established a standard model for Wo(f), which is

roughly an inverse function of frequency f.
Ride is best characterized quantitatively by the RMS (root-mean-squared) value of the sprung mass

acceleration ~as:

eas ¼ Lim
T!∞

1

T

ðT
0

a2s tð Þdt
� �� �1

2

This RMS value can also be found from the power spectral density (Wa(f)) for as. Assuming that the

road profile is a stationary random process (or a quasi-stationary process, i.e., stationary over large

segments), the RMS value for as is given by

ea2s ¼
ð∞
0

Wa fð Þdf

For a stationary random process, the power spectral density Wa(f) is given by

Wa fð Þ¼ Ha j2πfð Þj j2Wo fð Þ (7.94)

Thus, the ride quality can be represented by the integral

eas ¼
ð∞
0

jHa j2πfð Þj2Wo fð Þdf
� �1

2

(7.95)

The above equation for ~as illustrates the significance of the sinusoidal frequency response of the sprung
mass to road excitation. The important suspension parameters in Ha(jω) are the sprung and unsprung

mass and their ratio (Ms/Mc), the strut and tire spring rates, and the strut damping parameters.

Similarly, handling is quantitatively represented by the RMS value of tire deflection (d). The RMS

value of d (i.e., ed) is given by

ed¼
ð∞
0

HH j2πfð Þj jWo fð Þdf
� �1

2

(7.96)

Clearly, both ride and handling are influenced by suspension parameters and Ms and Mu.

Considerable research and development has gone into determining optimum strut damping over the

years. Table 7.1 is a summary of some of the results of those studies versus running condition, control

objective, optimum condition, and optimum ζ and representative compact car value.

The benefits of variable strut damping in terms of improved ride and or handling have been dem-

onstrated. We consider next actuator schemes for varying this damping. The damping of a suspension

system is determined by the viscosity of the fluid in the shock absorber/strut and by the size of the

aperture through which the fluid flows (see Fig. 7.23) as the wheel moves relative to the car body.

For normal strut damping, the viscosity of the fluid in the strut is determined by the choice of fluid

and its temperature. The damping force for a given viscosity varies as an inverse function of the aperture

area. Thus, variable damping can, in principle, be varied either by varying the strut aperture mechan-

ically or by somehow varying the strut fluid viscosity. We consider the mechanical approach first.

Although there are various mechanisms employed to vary the aperture, we illustrate with a hypo-

thetical configuration (to avoid discussing proprietary information). In this configuration, a relatively

thin tube that is coaxial with the piston shaft on its outside extends from the piston to the outside of the
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strut. This assembly is sealed where it protrudes from the cylinder to prevent any loss of strut fluid. This

shaft connects with a plate that has apertures similar to the piston and that is part of the piston assembly.

Rotation of this sleeve varies the overlap of the apertures in the piston and plate and effectively reg-

ulates the combined aperture through which the strut fluid flows in response to piston axial motion. The

sleeve extends the full length of the piston shaft. At the end of the sleeve near the attachment lug and

mechanically linked to it is a gear. This gear meshes with another gear that is driven by a motor (e.g.,

stepper motor) that functions as a strut aperture regulating actuator. The motor assembly is mounted on

the structure to which the strut attaches. The strut aperture size is determined by the angular position of

the plate relative to the piston. An electrical signal from the suspension control system operates the

actuator that determines the strut aperture. This hypothetical electronically controlled strut provides

the mechanism by which suspension damping is regulated. This mechanism can be either switched

between two positions via a solenoid or varied continuously using, for example, a stepper motor such

as has already been discussed. In order to be effective in electronically regulated strut damping, there

must be an electronic control system that generates the actuator electrical signal.

Table 7.1 Summary of Optimum Suspension System Parameters

Running
Condition

Control
Objective

Optimum
Condition

Optimum Damping Ratio

Theoretical Value ζ

For
Compact
Car

Ordinary

driving

Ride

improvement

To minimize

sprung overall

acceleration

D2

2
ffiffiffiffiffiffiffiffiffiffiffi
MsKs

p ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ Ks=Ktð Þ
μ�1

s
0.16

Roll Roll

reduction

when turning

To suppress

dynamic roll angle

to a level below

static roll angle

Lϕ=Ixx
� �

D

4
ffiffiffiffiffiffiffiffiffi
KIxx

p ¼ 1ffiffiffi
2

p 0.71

Pitch Pitch

reduction

when

accelerating,

decelerating,

and braking

To suppress

dynamic pitch

angle to a level

below static pitch

angle

a2DF + b
2DRffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Iyy a2KF + b2KRð Þp ¼ 1ffiffiffi
2

p 0.71

Bouncing Reduction of

bouncy

feeling and

ride

improvement

To suppress light

bouncy vibrations

within a range

where ride quality

does not

deteriorate

Ds

2
ffiffiffiffiffiffiffiffiffiffiffi
MsKs

p ¼
ffiffiffi
2

p

μ
+
1

μ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ Ks=Ktð Þ
μ�1

s
0.43

Rough-road Road

holdability

improvement

To minimize the

root-mean-square

value of unsprung

relative

displacement

Ds

2
ffiffiffiffiffiffiffiffiffiffiffi
MsKs

p ¼ 1

2

μ3r2K �2μ μ�1ð ÞrK + μ�1ð Þ2
μ2 μ�1ð ÞrK

" #1=2

where rK ¼Ks=Kt D¼DF +DR

0.44
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Although there are many potential control strategies for regulating shock absorber damping, we

consider first switched damping as in our example. In such a system, the shock absorber damping

is switched to the higher value whenever lateral acceleration exceeds a predetermined threshold.

The vehicle analytic models from which the relationship between lateral acceleration, ay vehicle
speed uo and steering angle δF is derived are presented in the section of this chapter devoted to

electronic steering control. From these equations, it is possible to develop the following relationship

between the variables

ay
δF

¼ u2o=‘

1 + ηu2o=g‘
� (7.97)

where g¼acceleration of gravity (9.81 m/s2) and ‘ ¼ a+b where a and b are given in Fig. 7.32.

The parameter η is called the understeer coefficient for the vehicle and is given by

η¼�Mg

‘

2aCF�2bCR

4CFCR

� �

whereM¼vehicle mass, CF¼ front tire cornering stiffness, and CR¼ rear tire cornering stiffness. This

understeer coefficient is a parameter that is further discussed in the section of Chapter 10 that is devoted

to enhanced vehicle stability.

The latter two parameters are defined and explained in the section on electronic steering control

along with representative numerical values for all parameters in the equation for η.
It can be shown from Eq. 7.97 above that for maneuvers involving a constant ay for a certain speed

range the front-wheel-steering angle δw (degrees) versus speed is given by

δw ¼ ayð1 + ηu2o= g‘ð Þ
u2o=‘

where for the exemplary vehicle parameters of the section on electronic steering control η¼0.0423.

Fig. 7.26 is a plot of δw versus uo for the representative vehicle for ay¼0.3 g.

A separate curve of similar shape as that depicted in Fig. 7.26 corresponds to each value of ay. The
steering wheel angular deflection is denoted δw and is given by

δw ¼ gsδF

where gs is the steering gear ratio with conversion from rad to degrees. In this example, the damping

coefficients are switched from low damping D‘ for a relatively “soft” ride to a high value Dh whenever

ay�0.3 g. With respect to the QCM, the control law for switched damping in the present example is

given by

Ds ¼D‘ ay < 0:3g

¼Dh ay � 0:3g

The specific numerical values for D‘ and Dh depend on the vehicle strut configurations and normally

are different for front/rear locations.

The sensor for the present example is an accelerometer that must be mounted as close to the nominal

vehicle CG as is practical. In this example, a sensor for measuring the lateral acceleration (called an

accelerometer) is commercially available at relatively low cost. An analytic model and explanation for

an acceleration sensor is given in Chapter 5. The accelerometer sensitive axis is along the vehicle
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lateral axis as depicted in Fig. 7.32. In this illustrative switched damping example, the output of the

sensor is compared with a threshold value corresponding to 0.3 g for the present example to select

which of the two strut apertures are to be selected and to generate the appropriate actuator signal.

In a predigital vehicle control system, the comparison could readily be accomplished with an analog

comparator as explained in Chapter 2.

However, a more practical system for variable damping involves a continuously variable aperture in

the strut. For such a configuration, the variation in damping is controlled via a digital electronic control.

The algorithms for selecting the desired damping coefficients are specific to vehicle configuration and

handling/ride performance requirements. The damping coefficient for a strut with continuously vari-

able aperture is represented by the force versus the relative velocity of the piston/cylinder assembly.

Fig. 7.27 is an illustration of the force/relative velocity characteristics of a shock absorber having an

electrically variable aperture. The figure illustrates these characteristics at the extreme limits of the

variable aperture. A similar family of force-velocity profiles between these limits represents the strut

characteristics for aperture sizes between these two limits.

Strut damping can also be varied continuously using the hypothetical mechanism above by means

of a motor actuator. In this configuration, the force/velocity relationship will be a curve between the

solid and dashed curves of Fig. 7.27. One control scheme that is potentially approachable to a contin-

uously variable strut damping is based upon monitoring vehicle operational conditions. In this scheme,

sensors are provided, which continuously monitor vehicle operating conditions. In addition to the

lateral acceleration sensor, a solid-state accelerometer is available that can be placed at a convenient

location on the car body to measure sprung mass acceleration (as(t)). Calculation of the RMS value

~as yields an indication of ride. Whenever ~as exceeds a given level (possibly driver adjusted), the control
system can generate a signal to operate strut apertures to lower this acceleration. Another accelerometer
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FIG. 7.26 Illustration of switching threshold for switched type variable strut damping.
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could be mounted on the unsprung masses (e.g., wheel axle assembly to monitor its acceleration (au(t)).
Integration twice with respect to time can give a running measure of displacement:

d¼
ðt
0

ðτ
0

au t0ð Þdt0dτ0 (7.98)

Whenever the RMS value of d indicates a potential handling problem, the strut damping could be

commanded to optimize handling. Various algorithms are potentially available to set suspension damp-

ing to an optimum value with handling probably taking a higher priority over ride in the interest of

safety. On the other hand as long as safety is not compromised, ride can be optimized.

VARIABLE DAMPING VIA VARIABLE STRUT FLUID VISCOSITY
Variable suspension damping is also achieved with a fixed aperture and variable fluid viscosity. The

fluid for such a system consists of a synthetic hydrocarbon with suspended iron particles and is called a

magnetorheological (MR) fluid. An electromagnet is positioned such that a magnetic field is created

whose strength is proportional to current through the coil. This magnetic field passes through the MR

Force (newtons)
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0.1–0.1–0.2–0.3 0.2 0.3 0.4

High D (firm)

Small aperture

Low D (soft)
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Relative
velocity
(piston/cylinder)
m/s

FIG. 7.27 Strut force-velocity relationship for variable aperture strut.
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fluid. In the absence of the magnetic field, the iron particles are randomly distributed, and the MR fluid

has relatively low viscosity corresponding to low damping. As the magnetic field is increased from

zero, the iron particles begin to align with the field, and the viscosity increases in proportion to the

strength of the field (which is proportional to the current through the electromagnet coil). That is,

the damping of the associated shock absorber/strut, which incorporates MR fluid, varies continuously

with the electromagnet coil current. Since damping is dependent on both viscosity and the strut aper-

ture, this variable viscosity can be used to optimize damping either alone or in combination with var-

iable aperture. However, in practice, the magnetic fields involved in varying the strut damping over a

useful range tend to be large. The entire strut structure must be configured to permit such fields to be

generated with practically achievable current levels.

VARIABLE SPRING RATE
It was shown above that the frequency response characteristics of a suspension system are influenced

by the springs and the shock absorber damping. Conventional steel springs (i.e., coil or leaf) have a

fixed spring rate (i.e., force deflection characteristics). For any given set of suspension springs, the

vehicle height above the ground is determined by vehicle weight, which in turn depends on loading

(i.e., passengers, cargo, and fuel). Some vehicles, having electronically controlled suspension, are also

equipped with pneumatic springs as a replacement for steel springs. A pneumatic spring consists of a

rubber bladder mounted in an assembly and filled with a gas under pressure. This mechanism is com-

monly called an air suspension system.

Unlike metallic springs, however, pneumatic springs have nonlinear force deflection relationship.

A pneumatic spring consists of a cylinder/piston assembly with a gas (e.g., nitrogen or air between the

end of the piston and the sealed cylinder). A gas under pressure p varies with the volume V of the cham-

ber that contains it in accordance with the adiabatic gas law:

pVγ ¼K (7.99)

where K is the constant and γ the ratio of specific heat at constant pressure to that at constant volume

(γ¼1.4 for air).

The pneumatic spring volume V is given by

V¼Ap ‘� xð Þ (7.100)

where Ap is the piston cross-sectional area, ‘ is the distance of the piston top surface to the cylinder end
at its maximum extension, and x is the displacement due to external force 0 � x < ‘ð Þ.

The force versus displacement function is given by

F¼ pAp

¼ KAp

Ap ‘� xð Þ	 
γ (7.101)

As the piston moves toward the end of the cylinder (i.e., increasing x) due to increased normal force on

the wheel assembly, the strut force increases nonlinearly with x. This type of gas spring has long been
employed in aircraft landing gear structures where the nonlinear force/displacement is beneficial for

absorbing vertical loads imparted during landings.

The force versus displacement rate for such pneumatic springs is proportional to the pressure in the

bladder. In automotive suspension springs, a motor-driven pump is normally provided that varies the
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pressure in the bladder, yielding a variable spring rate suspension. In conjunction with a suitable control

system, the pneumatic springs can automatically adjust the vehicle height to accommodate various

vehicle loadings and to increase spring “stiffness.”

ELECTRONIC SUSPENSION CONTROL SYSTEM
The control system for an exemplar electronic suspension system is depicted in the block diagram of

Fig. 7.28. The control system configuration in Fig. 7.28 is generic and not necessarily representative of

the system for any production car. This system includes sensors for measuring vehicle speed, steering

input (i.e., angular deflection of steered wheels), relative displacement of the wheel assembly and car

body/chassis, lateral acceleration, and yaw rate. The outputs are electrical signals to the shock absorber/

strut actuators and to the motor/compressor that pressurizes the pneumatic springs (if applicable).

The actuators can be solenoid-operated (switched) orifices or motor-driven variable orifices or elec-

tromagnets for RH fluid-type variable viscosity struts. Certain vehicles may also be equipped with

automatic electrically operated brakes (such as explained in the discussion of ACC and in

Chapter 10) for stability-enhancement purposes.

Electronic
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Air
compressor

Actuators
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RL
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F

Pneumatic
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damper
apertures

Electric
brake system

Roll angle
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Steering
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Wheel
axle/body
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Body
acceleration

Yaw
rate
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FIG. 7.28 Example electronic suspension system configuration.
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The control system typically is in the form of a microcontroller or microprocessor-based digital

controller. The inputs from each sensor are sampled, converted to digital format, and stored in memory.

As explained above, the body acceleration measurement can be used to evaluate ride quality. The con-

troller makes this evaluation based upon ~as or similar metrics for body motion. The relative road/wheel

axle displacement d can be used to estimate tire normal force, and damping is then adjusted to try to

optimize this normal force.

Body roll angle (ϕR) or the yaw rate sensor (r) provides data that in relationship to vehicle speed and
steering input measurements can be used to evaluate cornering performance. In certain vehicles, these

measurements combine in an algorithm that is used to activate the electrohydraulic brakes for enhanced

stability during extreme maneuvers. The details of automotive stability-enhancement are explained in

Chapter 10 along with analytic models.

Under programcontrol in accordancewith the control strategy, the electronic control systemgenerates

output electrical signals to the various actuators.Thevariabledampingactuators vary either theoil passage

orifice or the RH fluid viscosity independently at eachwheel to obtain the desired damping for that wheel.

There are many possible control strategies, and many of these are actually used in production ve-

hicles. For the purposes of this book, it is perhaps most beneficial to present a representative control

strategy that typifies features of a number of actual production systems.

The important inputs to the vehicle suspension control system come from road roughness-induced

forces and inertial forces (due, for example, to cornering or maneuvering), steering inputs, and vehicle

speed. In our hypothetical simplified control strategy, these inputs are considered separately.When driv-

ing along a nominally straight roadwith small steering inputs, the road input is dominant. In this case, the

control is based on the spectral content (frequency region) of the relative motion. The controller (under

program control) calculates such variables as ~as or ed (from the corresponding sensor’s data). Whenever

the amplitude of the spectrum near the peak frequencies exceeds a threshold, damping is increased,

yielding a firmer ride and improved handling. Otherwise, damping is kept low (soft suspension).

If, in addition, the vehicle is equipped with an accelerometer (usually located in the car body near

the CG) and with motor-driven variable aperture shock absorbers, then an additional control strategy is

possible. In this latter control strategy, the shock absorber apertures are adjusted to minimize sprung

mass acceleration in the 2–8 Hz frequency region, thereby providing optimum ride control. However,

at all times, the damping is adjusted to control unsprung mass motion to maintain wheel normal force

variation at acceptably low levels for safety reasons. Whenever a relatively large steering input is

sensed (sometimes in conjunction with body roll angle and/or yaw rate measurement), such as during

a cornering maneuver, then the control strategy switches to the smaller aperture, yielding a “stiffer”

suspension and improved handling. In particular, the combination of cornering on a relatively

rough-road calls for damping that optimizes tire normal force, thereby maximizing cornering forces.

ELECTRONIC STEERING CONTROL
The steering system of a car consists of a mechanism for rotating the front wheels of the car about an

axis that is nearly vertical in response to steering wheel angle changes. The basic mechanism is shown

schematically in Fig. 7.29.

The force/torque of the steeringwheel is influenced by the actual orientation of the pivot axes relative

to the car body vertical axis. The fore/aft angle is known as camber angle. An increase in this angle rel-

ative to vertical increases steering torque; it also increases restoring torque (also called aligning torque),
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which tends to rotate the wheels toward the body symmetry plane after a turn has been completed. Typ-

ically, the camber angle is only a fewdegrees, but this angle in combinationwith the lateral orientation of

the pivot axis (known as caster angle) is beneficial in steering stability. Proper alignment of these angles

assists the vehicle in tracking a straight heading for neutral steering torque. In addition to the geometry of

the steering mechanism and wheel angles, the aligning torque is a function of tire properties and the rel-

ative velocity of the wheels and road surface as explained later in this section.

The adverse effect of this wheel alignment torque is an increase in steering effort for the driver in

proportion to alignment torque, which is undesirable. Rather than compromise on alignment to achieve

lower steering effort, car manufacturers traditionally have found it desirable to provide a power assist

via a hydraulic system as depicted in Fig. 7.29. An engine-driven pump P provides hydraulic fluid

(power steering fluid) under pressure. This pressurized fluid is sent via hydraulic lines to a CVmounted

Pivot axes

Steering
shaft

CV

HB

P

Rack and pinion

Steering wheel
Hydraulic P.S.

x�

u

dr

dl

FIG. 7.29 Basic steering mechanism with power assist.
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at some point on the steering shaft. This control valve directs the pressurized fluid to a hydraulic

cylinder mechanism that applies torque in the same direction as the steering wheel.

A basic problemwith such a system comes frommatching the desired boost with that available from

the power steering pump. Fig. 7.30 shows qualitatively the desired boost that decreases with

vehicle speed.

Unfortunately, in early power steering systems, the available boost was an increasing function of

engine speed (owing to the increase in pump speed with engine speed) that is a function of vehicle

speed and the transmission gear ratio. Although it is possible to obtain a constant boost with respect

to engine RPM via pressure regulating valves yielding a constant boost with respect to vehicle speed,

obtaining desired boost was not readily achievable with purely mechanical systems. On the other hand,

electronic controls provide a relatively straightforward means of regulating boost to obtain desired re-

sults. Moreover, a digital power steering control system allows for the possibility of changing the boost

versus speed profile via software changes. A control that adapts automatically to driving conditions is

also achievable cost effectively. In an electrohydraulic power steering system, the hydraulic pressure to

the boost cylinder can be varied via an adjustable pressure relief valve. An actuator for such a system

can be a motor (e.g., stepper motor) or a solenoid, possibly driven by a variable-duty-cycle control

signal (see Chapter 5).

An alternative power steering scheme uses a special electrical motor to provide the boost required

instead of the hydraulic boost as depicted in Fig. 7.31. In this figure, a motor gear system is coupled to

the steeringmechanism in such a way as to provide the torque boost. A digital control systemC receives

vehicle speed measurements via speed sensors and generates a motor control signal to achieve the

desired speed/boost profile. Electric boost power steering has several advantages over traditional

hydraulic power steering. Electronic control of electric boost systems is straightforward and can be

accomplished without any energy conversion from electrical power to mechanical actuation. More-

over, electronic control offers very sophisticated adaptive control in which the system can adapt to

the driving environment. A basic problem with a direct electric motor steering boost is that a standard

Desired

Speed

Available hydraulic powerBoost

FIG. 7.30 Power steering boost versus speed.
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electric motor must be rotating to produce meaningful torque (see Chapter 5). For any driving situation

in which a constant steering angle input is required (e.g., for vehicle moving along an arc of constant

radius of curvature), the motor would have to generate the torque boost while not rotating. An alter-

native electric boost scheme involves an electric motor directly driving a hydraulic pump that is part of

an electrohydraulic power steering system.

FOUR-WHEEL STEERING CAR
Electronically controlled power steering also has the capability for four-wheel steering (4WS). As will

be shown later, 4WS not only can be highly useful during vehicle curb parking but also has potential for

improved road maneuverability. An example of an electronically controlled steering system that has

had commercial production is for 4WS systems. In the 4WS-equipped vehicles, the front wheels are

directly linked mechanically to the steering wheel, as in traditional vehicles. There is a power steering

boost for the front wheels as in a standard two-wheel steering system. The rear wheels are steered under

the control of a microcontroller via an actuator. Fig. 7.32 is an illustration of the 4WS configuration.

In Fig. 7.32, the notation is as follows:

x0 ¼vehicle longitudinal axis

x¼ inertial (ECEF) reference axis (i.e., initial direction of x0)
ψ¼angle between x and x0

δF¼angle between x0 and the front tire plane of symmetry

δR¼angle between x0 and the rear tire plane of symmetry

δu¼angle between x0 and uo

Control

Vehicle
speed
sensor

S

C

MG

FIG. 7.31 Electric power steering boost.
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uo¼car instantaneous velocity vector

a¼ longitudinal distance CG to front wheel axis

b¼ longitudinal distance CG to rear wheel axis

v¼car lateral velocity

r¼ _ψ
vF¼ lateral velocity of front wheel relative to road surface

vR¼ lateral velocity of rear wheel relative to road surface

C¼control system

A¼actuator

During ordinary driving of a passenger car, the angle between the car longitudinal axis and the instan-

taneous velocity vector (δu) is small such that cos δuð Þffi 1, sin δuð Þffi δu. Under these conditions, the
lateral velocities of the front and rear tires, respectively, are given by

vF ¼ v+ ra
vR ¼ v�br

(7.102)

Themodels for the tire lateral forces at the front and rear tires FFL andFRL are based on the so-called tire

slip angles αF and αR, respectively. Neglecting the small angle δu, these are the angles between the

vehicle longitudinal axis x0 and the instantaneous velocity vector of the tire contact point with the road
and are given by

αF ¼ δF� tan�1 v+ ra

uo

� �

αR ¼ δR� tan�1 v�br

uo

� � (7.103)
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FIG. 7.32 4WS basic configuration.
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In these equations, right-and-left symmetry is assumed, which is valid for relatively small δF and δR
such as is the case while driving on the highway. It is consistent with the small-angle assumptions

that these angles are given approximately by

αF ffi δF� v+ ar

uo

� �

αR ffi δR� v�br

u0

(7.104)

For a conventional front-wheel-steering car, δR¼0. The tire lateral or so-called cornering forces

(for small angles) FFL (front) and FRL (rear) and front wheel steering are given by

FFL ¼ 2CF δF� v+ ar

uo

� �� �

FRL ¼ 2CR � v�br

uo

� �� � (7.105)

where CF is the front tire concerning stiffness, CR is the rear tire concerning stiffness, and where

right/left symmetry is assumed.

The cornering stiffness is a steering parameter, which is a function of the tire characteristics and

road surface. It is also a function of the instantaneous tire normal force (i.e., NF, NR). However, for

the present discussion, it is assumed to be a constant for the following steering maneuver.

The model for lateral translational motion is found by summing forces acting in the y0-direction:

M _v + uorð Þ¼ 2CF δF� v+ ar

uo

� �� �
�2CR

v�br

uo

� �
(7.106)

where M is the vehicle mass.

Similarly, the model for the rotational motion about the vertical axis through the CG is found

by summing all moments about the CG and is given by

Izz _r ¼ 2aCF δF� v+ ar

uo

� �� �
+ 2bCR

v�br

uo

� �
(7.107)

where Izz is the vehicle moment of inertia about the vertical axis through the CG.

The motion of the car in response to a steering input δF(t) is found by solving the above equations.
The solution for any set of coupled linear first-order equations is facilitated using state variable

approach as explained in Appendix A. In this case, the independent variables v,r are put in state vector
(x) form where the state vector is given by

x¼ v
r

� �
(7.108)

The state variable model for the pair of equations is in the form

_x¼Ax +Bu (7.109)

where the state transition matrix A is given by

A¼
�2

CF +CRð Þ
Muo

�2
aCF�bCRð Þ

Muo
�uo

�2
aCF�bCRð Þ

Izzuo
�2

a2CF + b
2CRð Þ

Izzuo

2
6664

3
7775
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and the input matrix B is given by

B¼
2CF

M

2aCF

Izz

2
664

3
775 (7.110)

The input u for front wheel steering is given by

u¼ δF (7.111)

Taking the Laplace transform of the state variable Eq. (7.109) and solving for x(s) yields

x sð Þ¼ sI�Að Þ�1Bu sð Þ (7.112)

where I is an identity matrix that, for a two-dimensional vector, is given by

I¼ 1 0

0 1

� �

Solution of the equation for x(s) is straightforward once the parameters of the A and B matrix are de-

termined for any given vehicle, set of tires, and steering command. As shown in Appendix A, the time

domain state vector can be readily found using inverse Laplace (i.e., residue) methods.

The simplified steeringmodel above for front wheel steering has ignored vehicle roll dynamics during

a steering maneuver. We next develop a model for a 4WS (with electronic controls and for which δR can
be nonzero) that includes roll dynamics. In writing a set of equations that includes roll, it is necessary to

distinguish sprung mass (Ms) from unsprung mass (Mu) and total vehicle mass (M) where

M¼Ms +Mu

Summing the forces acting in the y0-direction through the CG yields the following equation:

M _v + uorð Þ+MshCG _p¼ 2CF δF� v+ ar

uo

� �� �
+ 2CR δR� v�br

uo

� �� �
(7.113)

where the possibility of nonzero δR is explicitly taken. Summing moments about the vertical axis

through the CG yields the following equation:

Izz _r� Izx _p¼ 2aCF δF� v + ar

uo

� �� �
�2bCR δR� v�br

uo

� �� �
(7.114)

where the cross moment of inertia Izx has not been neglected. Finally, summing moments about the

longitudinal axis through the CG yields the following equation:

Ixx _p� Ixz _r +MshCG _v + uorð Þ¼� LPF +LPRð Þp� LϕF + LϕR
� �

ϕR (7.115)

where

p¼ _ϕR

ϕR ¼ angle between vehicle z-axis and inertial z-axis
Ixx¼moment of inertia about the x-axis.
Ixz¼ Izx¼product of inertia in x and z
LPF,LPR ¼ front, rear roll damping coefficient

LϕF + LϕR ¼ front, rear roll spring rate coefficient
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The above set of coupled linear differential equations can be written in state variable form with a four-

dimensional state vector

x¼
v
r
p

ϕR

2
664

3
775 (7.116)

and input vector

u¼ δF
δR

� �

This equation is four-dimensional requiring four coupled differential equations. In addition to the three

given above, the fourth differential equation is given by

p¼ _ϕR

The state vector equation is given by

G _x¼Hx +Eu (7.117)

The matrix G is given by

M 0 MshCG 0

0 Izz �Izx 0

MshCG �Ixz Ixx 0

0 0 0 1

2
66664

3
77775 (7.118)

The matrix H is given by

�2 CF +CRð Þ=uo �2 CFa�CRbð Þ=uo�Muo 0 0

�2 CFa�CRbð Þ=uo �2 a2CF + b
2CR

� �
=uo 0 0

0 �MshCGuo � LPF +LPRð Þ � LϕF +LϕR
� �

0 0 1 0

2
66664

3
77775 (7.119)

and matrix E is given by

E¼

2CF 2CR

2aCF �2bCR

0 0

0 0

2
66664

3
77775

The above state variable equation can be put in standard form by multiplying Eq. (7.117) by the inverse

of G yielding

_x¼G�1Hx +G�1Eu

¼Ax+Bu
(7.120)

where

A¼G�1H

B¼G�1E
(7.121)
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In the illustration of Fig. 7.32, the front wheels are steered to a steering angle δF by the driver’s steering
wheel input. A sensor (S) measures the steering angle and another sensor (U) gives the vehicle speed.
The microcontroller (C) determines the desired rear steering angle δR under program control as a func-

tion of speed and front steering angle via actuator A.
In an exemplary 4WS control strategy for speeds below 10 mph, the rear steering angle is in the

opposite direction to the front steering angle. This control strategy has the effect of decreasing the car’s

turning radius by as much as 30% from the value it has for front wheel steering only. Consequently, the

maneuvering ability of the car at low speeds is enhanced (e.g., for parking).

At intermediate speeds (e.g., 11 mph<U<30 mph), the steering might be front wheel only. At

higher speeds (including highway cruise), the front and rear wheels are steered in the same direction.

At least one automaker has an interesting strategy for higher speeds (e.g., at highway cruise speed). In

this strategy, the rear wheels turn in the opposite direction to the front wheels for a very short period (on

the order of 1 s) and then turn in the same direction as the front wheels. This strategy has a beneficial

effect on maneuvers such as lane changes on the highway.

As an illustration of the influence of electronic 4WS on vehicle maneuvers, a simulation has been

run on a hypothetical vehicle having the following metric system parameters:

M¼ 1350kg

Ms ¼ 1010kg

Ixx ¼ 300 kgm2

Izz ¼ 1200kgm2

Ixz ¼ Izx ¼�11:25kgm2

a¼ 1:38m
b¼ 1:64m
hCG ¼ 0:6m
LPF ¼ LPR ¼ 1045Nms=rad
LϕF ¼ LϕR ¼ 15450Nms2

CF ¼ 2	104N=rad
CR ¼ 2:2	104N=rad
uo ¼ 30m=s

(7.122)

Fig. 7.33 qualitatively depicts the car position during alone change maneuver for 2WS and for 4WS.

From the simulation, Fig. 7.34 plots the steering wheel angle in radians for this lane change-type

maneuver and the vehicle lateral motion y(t) of the CG. The control strategy in this simulation is for the

rear wheel deflection δR ¼�0:1δF. The solid curve represents 4WS response and the dashed curve the

response for 2WS. Note that the lane change amount is about 60% more for 4WS than for 2WS during

the steering input time interval. Alternatively, a given lateral displacement can be achieved in about

64% the time with 4WS compared with 2WS.

This simulation of a lane change maneuver with rear wheels steered in the opposite direction is only

intended to illustrate the significant differences in maneuvering for 4WS compared with 2WS. In fact,

such a control strategy is not necessarily desirable for passenger car electronically controlled 4WS.

Rather, it might be more appropriate for certain race car applications.

For normal passenger cars, it is more likely that at highway cruise speeds the rear wheel steering

would be in the same direction as the front wheels but at a somewhat smaller peak deflection. Another

passenger car control strategy might be to steer the rear wheels opposite to the front wheels for a short
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period and then to steer them in the same direction (although at a smaller angle). Many control strat-

egies can be evaluated in simulation using models such as are presented above or (preferably) more

accurate models than above with respect to nonlinearities and unmodeled dynamics.

Turning the wheels in the same direction at cruising speeds has another benefit for a vehicle towing

a trailer. When front and rear wheels turn in the same direction, the angle between the car and trailer

2 Wheel steering

4 Wheel steering Forward motion

FIG. 7.33 Lane change maneuver (qualitative sketch).
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FIG. 7.34 Lane change maneuver 4WS versus 2WS from simulation.
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axes is less than it is for front wheel steering only. The reduction in this angle means that the lateral

force applied to the rear wheels by the trailer in curves is less than that for front wheel only steering.

This lateral force reduction improves the stability of the car or truck/trailer combination relative to front

steering only.

The automatic steering applied to the rear wheels of a 4WS vehicle can also be applied to a very

special 2WS vehicle. As explained in Chapter 12, automatic steering is available in vehicles with

automatic parallel parking capability. This automatic steering puts driving under the control of a

computer in an autonomous vehicle. The final chapter of this book is devoted to autonomous vehicles

that incorporate automatic steering of the front wheels. In the extreme, such automatic steering would

be required in driverless levels of autonomous vehicles. Several references to the steering portion of

this chapter are made in the final chapter on autonomous vehicles.

SUMMARY
This chapter has reviewed some basic theory for vehicle motion control. In practice and in production

vehicles, the models presented here would not be adequate for development of actual control systems.

However, the relevant models involve very complicated nonlinear, coupled differential equations that

extend beyond the intended scope of this book. On the other hand, the simplified models presented here

illustrate the theory of such complex electronic systems. There is abundant literature available through

the Society of Automotive Engineers (SAE) and its publication services for the reader who is interested

in pursuing the advanced theory of vehicle motion control. It is hoped that the discussions in this

chapter have prepared the reader well enough to be able to understand these publications.
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This chapter describes electronic instrumentation. By the term instrumentation, we mean the equip-

ment and devices that measure engine and other vehicle variables and parameters for control or to dis-

play their status to the driver.

From about the late 1920s until the late 1950s, the standard automotive instrumentation included the

speedometer, oil pressure gauge, coolant temperature gauge, battery charging rate gauge, and fuel

quantity gauge. Strictly speaking, only the latter two are electrical instruments. In fact, this electrical

instrumentation was generally regarded as a minor part of the automotive electrical system. By the late
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1950s, however, in many vehicles, the gauges for oil pressure, coolant temperature, and battery charg-

ing rate were replaced by warning lights that were turned on only if specified limits were exceeded.

This was done primarily to reduce vehicle cost and because of the presumption that many people

did not necessarily regularly monitor these instruments.

Automotive instrumentation was not really electronic until the 1970s. At that time, the availability

of relatively low-cost solid-state electronics brought about a major change in automotive instrumen-

tation; the use of low-cost electronics has increased with each new model year. This chapter presents a

general overview of typical automotive electronic instrumentation.

In addition to providing measurements for display, modern automotive instrumentation performs

limited diagnosis of problems with various subsystems. Whenever a problem is detected, a warning

indicator alerts the driver of a problem and indicates the appropriate subsystem. For example, whenever

self-diagnosis of the engine control system detects a problem, such as an estimated error in a signal

from a sensor, a lamp illuminates the “Check Engine” message on the instrument panel (IP). Such

warning messages alert the driver to seek repairs from authorized technicians who have the expertise

and special equipment to perform necessary maintenance. The incorporation of display devices with

pictorial capability (e.g., similar to a laptop computer) with touch-screen capability is explained later in

this chapter. Vehicular displays of this type are termed instrument clusters. However, the term flat-

panel display (FPD) is a convenient euphemism with the abbreviation FPD for the present chapter.

Before presenting this advanced FPD technology, it is desirable to review some of the basic concepts

of vehicular instrumentation.

MODERN AUTOMOTIVE INSTRUMENTATION
The evolution of instrumentation in automobiles has been influenced by electronic technological ad-

vances in much the same way as the engine control system, which has already been discussed. Of par-

ticular importance has been the advent of the microprocessor, solid-state display devices, and solid-

state sensors. In order to put these developments into perspective, recall the general concept of and

the block diagram for modern electronic instrumentation (see Appendix A). The block diagram of mea-

surement instrumentation is repeated here as Fig. 8.1. There, it was explained that measurement instru-

ments consist of three functional components: sensor, signal processing, and display.

In electronic instrumentation, a sensor is required to convert any nonelectric signal to an equivalent

voltage or current. Electronic signal processing is then performed on the sensor output to produce an

Quantity
being
measured

Sensor

Electrical
signal

Electrical
signal

Electronic
signal

processor
DisplayX

V0 V1

FIG. 8.1 General instrumentation block diagram.
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electrical signal that is capable of driving the display device. The display device is read by the vehicle

driver. If a quantity to be measured is already in electrical form (e.g., the battery charging current), this

signal can be used directly, and no sensor is required.

As explained in Appendix A, the role of signal processing is to perform any required transformation

of the sensor output voltage to generate a signal that is sent to the display such that the display presents

the desired measurement in the correct format. In general, the sensor output voltage for the measure-

ment of a physical variable (x) is in the following form

v0 ¼ f xð Þ (8.1)

As explained in Appendix A, f(x) can take many forms. The simplest and often the most desirable form

is a linear transformation for which the sensor model is given by

v0 ¼Ksx (8.2)

where Ks¼constant for the sensor.

However, other functional forms both linear and nonlinear are commonly encountered in practice.

For example, a sensor can have a model that is given by

v0 ¼Ks
dx

dt
(8.3)

Signal processing might include the integration of the sensor voltage to obtain x(t):

x tð Þ¼ 1

Ks

ðt
0

v0 τð Þdτ (8.4)

Each measurement in any instrumentation system will have a specific sensor function requiring a par-

ticular signal processing transformation to yield the desired display. If the sensor and display are linear

analog devices, then the signal processing operation can be given by the operation transfer function

(Hsp(s)) where

Hsp sð Þ¼ v1 sð Þ
v0 sð Þ (8.5)

where v0¼ sensor output and v1¼ input signal to the display (see Fig. 8.1).

Signal processing in contemporary vehicle instrumentation is performed in a digital system under

program control. In this case, the sensor input is sampled at discrete times tk, and the output of the signal
processor is a discrete time sequence {yn}. A representative linear signal processing operation can be

written as a recursive algorithm as explained in Appendix B:

yn ¼
XK
k¼0

akv0 tn�kð Þ�
XL
i¼1

biyn�i (8.6)

The digital sequence {yn} is then converted to a signal (v1) of the correct format to drive the display.

Examples of digital signal processing (DSP) for specific measurements are presented throughout this

chapter. The hardware for various types of display is discussed later in this chapter. Although modern

automotive display devices are digital, it is still possible to have an analog display (e.g., galvanometer),

in which case a D/A converter will provide the correct signal to drive the display.
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In contemporary automotive instrumentation, a microcomputer (or related digital subsystem) per-

forms all signal processing operations for several measurements. The primary motivation for

computer-based instrumentation is the great flexibility offered in the design of the instrumental panel

(IP). A representative block diagram for such an instrumentation system is shown in Fig. 8.2.

The architecture for such a system is vehicle-model-specific, but Fig. 8.2 is exemplary. The system

depicted in Fig. 8.2 incorporates a digital communication link in the form of a so-called in-vehicle

network (IVN). Several example IVNs are discussed in detail in Chapter 9.

All measurements from the various sensors and switches are processed in a special-purpose digital

computer, that is, the instrumentation computer. The processed signals are routed to the appropriate

display or warning message. It is a common practice in modern automotive instrumentation to integrate

the display or warning in a single module that may include solid-state alphanumeric display, lamps for

illuminating specific messages, and traditional electromechanical indicators. For convenience, this dis-

play system will be termed the instrument panel (IP).
The inputs to the instrumentation computer include sensors (or switches) for measuring (or sensing)

various vehicle variables and diagnostic inputs from the other critical electronic subsystems. The ve-

hicle status sensors may include any of the following:

1. Fuel quantity

2. Fuel pump pressure

3. Fuel flow rate

4. Vehicle speed

5. Oil pressure

6. Oil quantity

7. Coolant temperature

8. Outside ambient temperature

9. Windshield washer fluid quantity

10. Brake fluid quantity

11. Wheel slip

Vehicle
status
sensors

Power train
control
subsystem

Antilock
brake
subsystem

Cruise
control
subsystem

Airbag
subsystem

Instrumentation
computer

IP
display

or
warning
lamps

IVN

FIG. 8.2 Computer-based instrumentation system.
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In addition to these variables, the input may include switches for determining gear selector position,

brake activation, and detecting open doors and trunk, as well as IP selection switches for multifunction

displays that permit the driver to select from various display modes or measurement units. For

example, the driver may be able to select vehicle speed in miles per hour (mph) or kilometers per

hour (kph).

An important function of modern instrumentation systems is to receive diagnostic information from

certain subsystems and to display appropriate warning messages to the driver. The power train control

system, for example, continuously performs self-diagnosis operations. If a problem has been detected, a

fault code is set indicating the nature and location of the fault. This code is transmitted to the instru-

mentation system via an IVN, for example, CAN, as explained in Chapter 9. This code is interpreted in

the instrumentation computer and a “Check Engine” warning message is displayed. Similar diagnostic

data are sent to the instrumentation system from each of the subsystems for which driver warning mes-

sages are deemed necessary (e.g., ABS, airbag, and cruise control). The way in which a fault is detected

is explained in greater detail in Chapter 11.

INPUT AND OUTPUT SIGNAL CONVERSION
It should be emphasized that any single input can be digital, switched, or analog depending on the tech-

nology used for the sensor. A typical instrumentation computer is an integrated subsystem that is

designed to accept all of these input formats. A typical system is designed with a separate input from

each sensor or switch. An example of an analog input is the fuel quantity sensor, which can be a po-

tentiometer attached to a float, as described in detail later in this chapter. The measurement of vehicle

speed as discussed in Chapter 7 that uses a sensor described in Chapter 5 is an example of a measure-

ment that is already in digital format. The theory of and model for most sensors employed in electronic

instrumentation are covered in Chapter 5. This chapter discusses some of the associated signal

processing.

The analog inputs must all be converted to digital format using an analog to digital (A/D) converter

as explained in Chapter 3 and illustrated in Fig. 8.3. In the example of Fig. 8.3, a quantity x being mea-

sured uses an analog sensor with output voltage vo(x). The instrumentation computer causes a sample of

Sensor

Sample Convert

CPU

vk

tk

v0(tk)

v0X

EOC

S/H A/D

FIG. 8.3 Digital instrumentation input system.

413INPUT AND OUTPUT SIGNAL CONVERSION



vo to be taken at time tk via a sample and hold (S/H) circuit, an example of which is presented in

Chapter 2 (see section “Zero-Order Hold Circuit”). The sampled voltage vo(tk) is, then, converted
to a digital input vk by the A/D converter (see Chapter 3) and is input to the central processing unit

(CPU) portion of the instrumentation computer (which performs DSP) in digital format.

The digital inputs are, of course, already in the desired format. The conversion process requires an

amount of time that depends primarily on the A/D converter. After the conversion is complete, the

digital output generated by the A/D converter is the closest possible approximation to the equivalent

analog voltage, using an M-bit binary number (where M is chosen by the designer as determined by

required precision of measurement). The A/D converter then sends a signal to the computer by chang-

ing the logic state on a separate lead (labeled EOC indicating end of conversion in Fig. 8.3) that is

connected to the computer. (Recall the use of interrupts for this purpose, as discussed in

Chapter 3.) The output voltage of each analog sensor for which the computer performs signal proces-

sing must be converted in this way. Once the conversion and any required DSP are complete, the digital

output is transferred into a register in the computer. If the output is to drive a digital display, this output

can be used directly. However, if an analog display is used, the binary number must be converted to the

appropriate analog signal by using a digital-to-analog (D/A) converter (see Chapter 3).

Fig. 8.4 illustrates a typical D/A converter used to transform digital computer output to an analog

signal. The N-digital output leads transfer the results of the signal processing to a D/A converter. When

the transfer is complete, the computer sends a signal to the D/A converter to start converting. The D/A

output generates a voltage that is proportional to the binary number in the computer output. As

explained in Appendix B, the D/A conversion often includes a zero-order-hold (ZOH) circuit.

A low-pass filter (LPF) (which could be as simple as a capacitor) is often connected across the

D/A output to smooth the analog output between samples. The sampling of the sensor output, A/D

conversion, DSP, and D/A conversion normally take place during the time slot allotted for the

measurement of the variable in a sampling time sequence, (although time delays are possible) to be

discussed later in this chapter.

D/A
converter

and
ZOH

Analog
output

C

Convert

Computer

N-bit
data bus

FIG. 8.4 Digital instrumentation analog output.
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MULTIPLEXING
The instrumentation computer in our example system can only deal with the measurement of a single

quantity at any one time. Therefore, the computer input must be connected to only one sensor at a time,

and the computer output must be connected only to the corresponding display. The computer performs

any necessary signal processing on a particular sensor signal and then generates an output signal to the

appropriate display device.

The process of selectively and sequentially sending multiple inputs to a DSP system is known as

multiplexing. We consider an instrumentation system in which a set of signals from N analog sensors is

connected to the digital system. A means for accomplishing this process in time sequence is known as

time-domain multiplexing (TDM). One configuration for TDM of N signals is shown schematically in

Fig. 8.5.

In the configuration of Fig. 8.5, a set of N analog sensors generates output voltages vn(t). Each of

these is connected to an electronic switch (Sn), which, for example, can be implemented using a tran-

sistor as described in Chapter 2 and called “an analog multiplexer/demultiplexer” located within an

electronic module denoted as MUX. The MUX performs the multiplexing function and a sampling

function. Not shown in this figure are the electrical connections that activate (i.e., close) the normally

open switches. In the configuration of Fig. 8.5, the digital system activates each switch by sending

digital data to a decoder (1 of N). When the data corresponding to switch Sn are transmitted to the de-

coder, it generates a signal that activates that switch effectively connecting voltage vn to the A/D con-

verter (see “MUX” section of Chapter 2). At the end of the conversion time, the A/D generates a signal

on the EOC line, which causes the digital system to read the A/D output. The A/D converter holds vn
until EOC. Thus, the MUX in this configuration performs a sampling operation in addition to multi-

plexing (see Chapter 3 and Appendix B for a discussion of sampling).

S1

MUX

BC

D
Digital
systemA/D

EOC

Control

Decode

A

Analog
sensors

S1

x1

x2

xN

S2
S2

Sn

Sn

v2

v1

vN

FIG. 8.5 Analog multiplexing system.
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In the configuration of Fig. 8.5, it is assumed here that each sensor signal is assigned a time

slot within a larger period. In this case, the sample time tnk for sensor n during the kth MUX cycle

is given by

tnk ¼ Tk + nδT n¼ 1,2,⋯,N

δT¼ Tc
N

Tc ¼ Tk + 1�Tk ¼ cycle period

(8.7)

N¼number of inputs sampled during Tc.
This configuration is one of many such for performing the MUX function.

Multiplexing can also be done with digital signals. Such signals can come either from a digital

sensor (e.g., a speed sensor as in Chapter 7) or from an analog sensor with its own dedicated A/D

converter. Fig. 8.6 illustrates a digital MUX configuration.

Here, it is assumed for illustrative purposes that there are four inputs to the MUX (corresponding to

digital data from four sensors). It is further presumed that the data are available in 8-bit digital format.

In practice, however, contemporary vehicle instrumentation uses a higher number of bits for each

measurement variable. Each of the multiplexers selects a single bit from each of the four inputs. There

must be eight such MUX circuits, each supplying one data bit. The output lines from each MUX are

connected to a corresponding data bus (DB) line in the digital computer (see Chapter 3). The digital

system controls sequencing by generating data select line signals as shown in Fig. 8.6. This selection

is done in a sequence corresponding to the sample time tnk as explained for the analog MUX for the nth
input and kth sample.

Once the required signal processing has been completed in the digital system and output signal yn
has been computed for sensor n corresponding to sample time tnk, the correct signal must be sent to

the display for that variable. Although the sensors for the configuration of Fig. 8.5 have been taken

to be analog, it is assumed that the displays are digital. It is assumed that the digital output comes

along a single set of output data lines in a time sequence similar to that shown for the input data.

That is, each pair of data select bits (e.g., A and B of Fig. 8.7) has a time associated with it such that

the data yn are sent to the correct 8-bit digital display, one bit from each of the DEMUX circuits.

Each display converts the 8-bit data to an alphanumeric character in the digital display as

explained later.

MULTIRATE SAMPLING
As explained above with respect to the configuration of Fig. 8.5, one possible scheme for measuring

several variables by this process is to sample each quantity sequentially, giving each measurement a

fixed time slot, tnk, out of the total cycle period, Tc, as illustrated in Fig. 8.8.

This method is satisfactory as long as the sample period is small compared with the time in which

any quantity changes appreciably. Certain quantities, such as coolant temperature and fuel quantity,

change very slowly with time. For such variables, a sample period of a few seconds or longer is often

adequate.

On the other hand, variables such as vehicle speed, battery charge, and fuel consumption rate

change relatively quickly and require a much shorter sample period, perhaps every second or every
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few tenths of a second. To accommodate the various rates of change of the automotive variables being

measured, the sample period varies from one quantity to another. This process of having a different

sample period for different subsets of variables is known as multirate sampling. The most rapidly

changing quantities are sampled with a very short sample period, whereas those that change slowly

are sampled with a long sample period.

Multirate sampling can be accomplished by having different configurations such as shown in

Fig. 8.5 for each subset of variables at a given sample rate. However, it is also possible to achieve
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multirate sampling with a single MUX, which sample signal sensor at the highest rate required. Then,

rather than store and process every sample for the low rate variable, the low rate variable sampling rate

can be accomplished by a process called decimation. In this process, only one sample of data is stored in

memory for everyM cycle periods of duration Tc resulting in a decimation byM of the data. Effectively,

this process reduces the sample rate by a factor of 1/M of the highest sample rate.

ADVANTAGES OF COMPUTER-BASED INSTRUMENTATION
One of the big advantages of computer-based instrumentation is its great flexibility. The signal proces-

sing algorithm required for each variable is typically unique for that variable and for the sensor and

display. Each algorithm is implemented by a separate program that is stored in memory and called

during the time period for the given measurement. This point is illustrated with a selected set of mea-

surement examples presented at the end of this chapter. To change from the instrumentation for one

vehicle or one model to another often requires only a change of computer program. This change can

often be implemented by replacing one read-only memory (ROM) with another. Remember that the

program is permanently stored in a ROM that is typically packaged in a single integrated circuit

package (see Chapter 3).

Another advantage of computer-based instrumentation is common to all computer-based systems.

This particular benefit is associated with changes that occur during the development of the system that

involve essentially fixed hardware. The evolution of a digital system often involves refinements in the

signal processing or analysis algorithms. Any such change is accomplished via the system software

creation and modification. The details of software preparation via programming are specific to the soft-

ware being used to create the programs (e.g., AUTOSAR). This topic is sufficiently broad that it is

covered in other books or documentation and is beyond the scope of this book, as explained in

Chapter 1. However, in this book, example algorithms are presented through analytic models and

the associated analysis of the system being discussed.

Another benefit of microcomputer-based electronic automotive instrumentation is its improved per-

formance compared with conventional instrumentation. For example, the traditional electromechanical

fuel gauge system has errors that are associated with (1) nonlinearities in the mechanical and geometric

characteristics of the tank relative to the sender unit, (2) the instrument voltage regulator, and (3) the

display dynamic response. The electronic instrumentation system eliminates the error that results from

imperfect voltage regulation. Generally speaking, the electronic fuel quantity measurement maintains

calibration over essentially the entire range of fuel quantity in the tank. Moreover, it significantly im-

proves the display accuracy by replacing the electromechanical galvanometer display with an all-

electronic digital display.

DISPLAY DEVICES
One of the most important components of any measuring instrument is the display device. In automo-

tive instrumentation, the display device must present the results of the measurement to the driver in a

form that is easy to read and understand. The speedometer, ammeter, and fuel quantity gauge were

originally electromechanical devices. Then, automotive manufacturers began using warning lamps
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for certain variables (e.g., oil pressure) instead of gauges to cut cost. A warning lamp can be considered

as a type of electro-optical display. In addition, electro-optical alphanumeric and pictorial display de-

vices are in common use in contemporary vehicles as explained later in this chapter.

GALVANOMETER-TYPE DISPLAY
Even in certain models of contemporary vehicles, analog display devices are sometimes used (e.g., to

display vehicle speed fuel quantity, coolant temperature, oil pressure, and engine RPM). The most

common analog electromechanical display is the galvanometer. The basic physical configuration

for a galvanometer is shown in Fig. 8.9.

This display device uses a movable pointer to indicate the numerical value of the displayed quantity

along a scale. The scale consists of short segments of lines that are directed radially from the pointer

pivot. Normally, numerical values are only given along the longer lines.

The pointer is attached via a long, thin rod that is supported at either end by small bearings of the

type used to support shafts in mechanical watches or clocks. For the present discussion, it is assumed

that the pointer system is perfectly mass balanced about the pivot. Any mass imbalance will result in an

unintended and undesirable torque about the pivot axis in response to certain vehicle motions (e.g.,

cornering), which will result in erroneous display readings. The rod to which the pivot is attached

is also attached to a coil of wire having N turns and one or more springs. A permanent magnet is

the source of a magnetic field that flows through the ferromagnetic pole pieces and a fixed cylindrical

core. The coil is separated from the pole pieces and cylindrical core by a small gap and can rotate about

the pivot axis within this gap.

Scale

Permanent
magnet

Moving coil

Control springs

Pole pieces

FIG. 8.9 Galvanometer configuration.

420 CHAPTER 8 AUTOMOTIVE INSTRUMENTATION



The analytic model for galvanometer dynamic response to an electric input (i.e., voltage or current)

is derived, in part, from magnetic field theory as introduced in Chapter 5. The pole pieces and cylin-

drical core are designed such that the magnetic flux density vector �B is directed radially from the pivot

axis, for example, inward on the left pole piece and outward on the right. The magnitude of this mag-

netic flux density Br is ideally constant over the entire region of coil movement as shown in Fig. 8.10.

For the present discussion, the galvanometer input is the output voltage (v) of the signal processing or

instrumentation computer. A properly calibrated instrumentation will generate an output voltage that,

when applied to the galvanometer input, will cause the pointer to display the correct value of the

quantity being measured.

From basic magnetic field theory (as introduced in Chapter 5), it is known that whenever a current

flows through the movable coil, a torque Tc acts on the coil, which is given by

Tc ¼KcNBri (8.8)

where Kc¼constant for the configuration, N¼number of turns on the coil, and i¼current through

the coil.

The spring produces a torque on the pointer shaft in a direction opposite to that of the magnetic

torque and such that it tends to move the pointer to θ¼ 0.

The dynamic equation of motion for the galvanometer is given below:

J€θ +D _θ +Kθ¼ Tc

¼KcNBri
(8.9)
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FIG. 8.10 Galvanometer magnetic field configuration.
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where J¼moment of inertia of the moving assembly about the pivot of axes, D¼viscous damping

coefficient for the movable elements, and K¼ spring rate of the torsional spring.

From Appendix A, it can be shown that the operational transfer function for the above model (Hi(s))
is given by

Hi sð Þ¼ θ sð Þ
i sð Þ

¼ KcNBr

Js2 +Ds+K

(8.10)

It is also shown in Appendix A that Eq. (8.10), which is a second-order transfer function, has a standard

form given by

Hi sð Þ¼ KD

s2 + 2ζ ω0s+ω2
0

where

KD ¼KcNBr=J¼ gain factor, ζ¼ D

2ω0J
¼ damping ratio, and ω0 ¼

ffiffiffiffiffiffiffiffiffi
K=J

p
¼ natural frequency

The dynamic response of the pointer deflection due to an input current is characterized fully by the

above parameters.

The electrical input to the galvanometer of the circuit driving the display can be expressed by

the terminal voltage and source impedance Rs (assumed to be purely resistive). This combination

is the equivalent circuit of the electronic system that is driving the display (e.g., the D/A converter

output of the digital instrumentation computer). A circuit diagram for the galvanometer is shown in

Fig. 8.11.

The coil has a circuit model consisting of resistance Rc and inductance Lc. The dynamic model for

the coil current is given by

vs ¼ Rs +Rcð Þi+Lc di
dt

(8.11)

Using the Laplace transform methods of Appendix A, the operational transfer function for the galva-

nometer Hg(s) can be shown to be

Rs

i

Rc

Lc

vs

FIG. 8.11 Galvanometer circuit diagram.
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Hg sð Þ¼ θ sð Þ
vs sð Þ

Hg sð Þ¼Hi sð Þ i sð Þ
vs sð Þ

where

i sð Þ
vs sð Þ¼

1

sLc + Rs +Rcð Þ½ �
Thus,

Hg Sð Þ¼ KcBrN

Js2 +Ds+Kð Þ Rs +Rcð Þ + sLc½ � (8.12)

Eq. (8.12) can also be given in standard format as seen below:

Hg sð Þ¼
KD

.
Lc

s2 + 2ζω0s +ω2
0

� �
s+ω1ð Þ

where

ω1 ¼ Rs +Rcð Þ=Lc
One of the important issues for the performance of a galvanometer for automotive display applications

is its dynamic response. For displaying relatively slowly changing variables (e.g., fuel quantity), its

response should be slow. That is, it should have a relatively low bandwidth (e.g., 0.01 rad/s). With such

low bandwidth, the fuel quantity display will indicate effectively the time average of the sensor signal.

In this case, the relatively rapid fluctuations in sensor output (due, e.g., to fuel sloshing) is suppressed.

The low bandwidth for fuel quantity display is achieved by choice of Rs. On the other hand, galvanom-

eter display of relatively rapidly changing quantities (e.g., vehicle speed or engine RPM) requires a

larger bandwidth than for fuel quantity. The optimum bandwidth for any galvanometer automotive dis-

play is determined by the designer through the choice of parameters in Hg(s).

ELECTRO OPTIC DISPLAYS
Recent developments in solid-state technology in the field called optoelectronics have led to sophis-

ticated electro-optical display devices that are capable of indicating alphanumeric or pictorial data.

A display capable of presenting video-type pictorial displays that is called FPD (or cluster) is discussed

in detail following the discussion of alphanumeric displays. An alphanumeric display means that both

numeric and alphabetic information can be used to display the results of measurements of automotive

variables or parameters. This capability allows messages in English or other languages to be given to

the driver and numerical displays. The input for these devices is an electronic digital signal, which

makes these devices compatible with computer-based instrumentation, whereas electromechanical dis-

plays require a D/A converter and are only capable of indicating a value along the scale.

Automobile manufacturers have considered many different types of electro-optical technology for

automotive instrumentation, but only three have been really practical: light-emitting diode (LED),

liquid-crystal display (LCD), and vacuum-fluorescent display (VFD). For the advanced high-definition
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FPD/cluster, the active elements most frequently used a thin-film-transistor LCD (TFT-LCD), a large

number of which are incorporated for high-definition (HD) FPD. Each of the first three technologies

can be employed to display alphanumeric characters by placing them in a suitable geometric arrange-

ment such that when illuminated in specific patterns, they appear as the desired alphanumeric charac-

ters as depicted in the section of this chapter devoted to VFD. The ultimate application of these electro-

optical devices is in the form of a rectangular arrangement of individual devices yielding the so-called

FPD (using TFT-LCD). This sophisticated display and its operation are explained after the following

explanation of the electro-optical technologies. We consider these technologies separately in the fol-

lowing discussion. Each of these types is discussed briefly to explain their uses in automotive appli-

cations. We discuss the physics of the various devices first then explain the required interface

electronics to convert the digital processor output to create alphanumeric characters.

LIGHT-EMITTING DIODE
The LED is a semiconductor diode that is constructed in a manner and of a material so that light is

emitted when an electric current is passed through it. The semiconductor material most often used

for an LED that emits red light is gallium arsenide phosphide (GaAsP). Light is emitted at the diode’s

PN junction when the positive carriers combine with the negative carriers at the junction (see Chapter 2

for a discussion of PN junctions). The diode is constructed so that the light generated at the junction can

escape from the diode and be seen. The light emitted by such a junction has a relatively narrow spectral

bandwidth such that it has a specific color. This spectrum is associated with the energy band gap of the

carriers in the junction. In addition to providing a light source for an instrumentation system display, an

LED also has application in creating light pulses that pass through a fiber-optic channel in creating

vehicle communication systems (see “Vehicular Communication,” Chapter 9).

Physically, an LED consists of a chip of semiconducting material doped with impurities to create a

PN junction as depicted in Fig. 8.12.

n-type

Junction region

Conduction band

Band gap

Valence band

Light

+ + +
+

–
– – –

Δ Eg

p-type

Vex

FIG. 8.12 LED configuration and energy bands.
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The LED configuration and excitation voltage (Vex) source are depicted in Fig. 8.12. The polarity

for this voltage source forward biases the junction. The majority charge carriers flow readily across the

junction region that is of such a size as to have a high probability of a free election combining with a

hole. In doing so, the electron energy drops by an amount approximately equal to the band gap energy

ΔEg. This drop in energy causes a photon of frequency ν to be released. The photon frequency is pro-

portional to the energy change of the electron:

ν¼ΔEg

h
(8.13)

where h¼Planck’s constant. The wavelength (λ) of the photon is given by

λ¼ c

ν
¼ ch

ΔEg
(8.14)

where c¼ speed of light.

The color of the emitted light is determined by its wavelength that, in turn, depends upon ΔEg. The

energy band gap (and hence the color of the emitted light) is determined by the semiconductor material

and by doping and fabrication.

The light is emitted from an LEDwithin a very narrow cone-shaped region whose axis is orthogonal

to the output side surface of the semiconductor chip. The angle of this cone is only a few degrees from

the normal to the surface because the semiconductor material has a very high index of refraction rel-

ative to air (e.g., the index of refraction of GaAsP 3.2�n�3.4 in the visible range of wavelengths). The

index of refraction for any material n is given by

n¼ co
c

where c¼ speed of light in the material and co¼vacuum speed of light.

Light leaving a transparent medium can only escape the surface and be emitted when the angle of

incidence to the surface is less than the critical angleΘc (measured from the normal to the surface). The

critical angle is the maximum angle of incidence of light leaving the GaAsP material at which it can

leave the material. Angles of incidence greater than Θc result in total internal reflection and no light

leaving the material. For the GaAsP LED, Θc is given by

θc ¼ sin�1 1=nð Þ 17≲ θc � 18:3 degrees

Any photon reaching the surface at an angle greater than the critical angle is internally reflected. Often,

LED chip surfaces are convoluted with angled facets to increase light output and reduce internal

reflections.

An LED display is normally made of small dots or rectangular segments arranged so that numbers

and letters can be formed when selected dots or segments are turned on. The configuration for these

segments is described in greater detail later in this chapter in the section on VFD. In the early stages of

development, a single LED was not well suited for automotive display use because of its low bright-

ness. Although it could be seen easily in darkness, it was difficult to impossible to see in bright sunlight.

However, LED technology has evolved such that it is presently a technology capable of significant

illumination.
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LIQUID-CRYSTAL DISPLAY
The LCD display is commonly used in electronic digital watch displays because of its extremely low

electrical power and relatively low voltage requirements. The heart of an LCD is a special liquid that is

called a twisted nematic liquid crystal. This liquid has the capability of rotating the polarization of lin-
early polarized light.

The configuration of an LCD can be understood from the schematic drawings of Fig. 8.13. The

liquid crystal is sandwiched between a pair of glass plates that have transparent, electrically conductive

coatings. The transparent conductor is deposited on the front glass plate in the form of the character or

segment of a character that is to be displayed. Next, a layer of dielectric (insulating) material is coated

on the glass plate to produce the desired alignment of the liquid-crystal molecules. The polarization of

the molecules is vertical at the front, and they gradually rotate through the liquid-crystal structure until

the molecules at the back are horizontally polarized. Thus, the molecules of the liquid crystal rotate 90

degrees from the front plate to the back plate so that their polarization matches that of the front and back

polarizers with no voltage applied. The operation of an LCD display depends fundamentally upon po-

larization of light. Before proceeding with an explanation of the LCD operation, it is helpful to review

optical polarization.

Polarization of an electromagnetic wave (including light) is associated with the orientation of the

electric (E) and magnetic (H) fields, which describe its propagation. At great distances from the source

of an electromagnetic wave (e.g., radio wave) at a single frequency ω¼ 2πv can be represented locally
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Backplate
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End
seal

Connection
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FIG. 8.13 Typical LCD construction.
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by a so-called plane wave in which the surfaces of constant phase lie in planes orthogonal to the

direction of propagation (here taken to be the z-direction). The electric field intensity vector �E is

assumed to be x-directed and is given by

�E z, tð Þ¼Exx̂e
j ωt�kzð Þ (8.15)

where k¼ 2π

λ
and x̂ ¼ unit vector in x direction and where λ ¼ wavelength:

¼ c

v

where c¼ speed of light in the medium of propagation:

¼ co
n

where co ¼ vacuum speed of light and n¼ index of refraction of the medium.

The magnetic field intensity vector �H is given by

�H z, tð Þ¼Hŷej wt�kz�π=2ð Þ (8.16)

where ŷ ¼ unit vector in the y direction.

The above electromagnetic wave is said to be linearly polarized because the field intensities �E, �H
have the directions x̂ and ŷ, respectively. Light from the sun and frommost artificial light sources is not

polarized, and the field intensity vectors are randomly directed.

Nonpolarized light can be made to be linearly polarized by passing the light through a polarizing

material. For example, light can be polarized by passing it at an angle through a so-called birefringent

material. Calcite is an example of a crystalline birefringent material that has the property of having two

different indexes of refraction for orthogonal light polarizations relative to the crystal axes. At the exit

surface, light exiting at an angle within certain limits will pass the polarized component with the lower

index of refraction. The polarization component having the larger index of refraction will be reflected

at the surface and will not leave the exit surface. Thus, the light exiting this material is linearly polar-

ized. There are other physical means of polarizing light as well.

If a second polarizer is placed behind the first (in the direction of propagation) with its polarization

axis orthogonal to the first, any light exiting the first polarizer will not pass through the second. Such an

orientation is termed “cross polarized” polarizers.

The operation of the LCD in the absence of applied voltage can be understood with reference to

Fig. 8.14A.

Ambient light enters through the front polarizer so that the light entering the front plate is vertically

polarized. As it passes through the liquid crystal, the light polarization is changed by the orientation

of the molecules. When the light reaches the back of the crystal, its polarization has been rotated

90 degrees so that it is horizontally polarized and passes through the rear horizontal polarizer. The light

is reflected from the reflector at the rear. It passes back through the liquid-crystal structure, the polar-

ization again being rotated, and passes out of the front polarizer. Thus, a viewer sees reflected ambient

light and does not see the segment.

The effect of an applied voltage to the transmission of light through this device can be understood

from Fig. 8.14B. A voltage applied to any of the segments of the display causes the liquid-crystal mol-

ecules under those segments only to be aligned in a straight line rather than twisted. In this case, the

light that enters the liquid crystal in the vicinity of the segments passes through the crystal structure
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without the polarization being rotated. Since the light has been vertically polarized by the front vertical

polarizing plate, the light is blocked by the horizontal polarizer so it cannot reach the reflector. Thus,

light that enters the cell in the vicinity of energized segments is not returned to the front face. These

segments will appear dark to the viewer, the surrounding area will be light, and the segments will be

visible in the presence of ambient light. Thus, a voltage of sufficient amplitude applied to any segment

of an LCD will darken it relative to the surrounding region. Selective application of voltage to a multi-

segment LCD display gives it the capability of displaying alphanumeric characters.

The LCD is an excellent display device because of its low-power requirement and relatively low

cost. However, a potential disadvantage of the LCD for automotive application is the need for an ex-

ternal light source for viewing in the dark. Its characteristic is just the opposite of the LED; that is, the

LCD is readable in the daytime, but not at night. For night driving, the display must be illuminated by

small lamps inside the display. Another disadvantage is that the display does not work well at the low

temperatures that are encountered during winter driving in some areas. These characteristics of the

LCD have limited its use in automotive instrumentation.

TRANSMISSIVE LCD
An LCD display can also function as an optical transmission device from a light source at the rear of the

structure to the front face. A configuration such as this permits an LCD to display messages in low

ambient light conditions (e.g., night time). The intensity of the backlight for a transmission to type
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FIG. 8.14 Liquid-crystal polarization. (A) Cross-section showing light polarization with no voltage applied.

(B) Cross-section showing light polarization with voltage applied.
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LCD is automatically adjusted to produce optimum illumination as a function of the signal from an

ambient light level sensor located inside the passenger compartment.

Some display manufacturers produce an LCD that combines reflective and transmissive structures

in a so-called transflexive LCD structure. The combination of these two basic LCD types in a package

permits optimal readability to be achieved for automotive displays over the entire range of ambient

light conditions from bright sunny days to the darkest night conditions.

Another evolution of LCD technology has permitted automotive displays to be available in multiple

colors. The LCD configuration described above is a black and white display. A suitable color filter

placed in front of the mirror in a reflective LCD or in front of the backlight in a transmissive LCD

yields a color display, with the color being determined by the optical filter.

Still another evolution in LCD technology is the development of a very large array of programmable

multicolor display including instrument clusters (or FPDs). Such displays are capable of presenting

complex programmable alphanumeric messages to the driver and can also present graphic data or pic-

torial displays (e.g., electronic maps). Since the array structure LCD is functionally similar to the flat-

panel type, a detailed discussion of this array type is deferred to the section of this chapter devoted to

the discussion of the flat-panel solid-state display.

The electro-optical display technology used for instrument cluster or FPD involves a combination

of LCD with thin-film-transistor technology, which is abbreviated TFT-LCD. This type of display in-

volves a relatively complex matrix of individual transmissive LCD elements (or pixels). The individual

pixel sizes for each primary color RGB must be sufficiently small to achieve the resolution needed for

the most advanced displays (e.g., electronic maps) as discussed in the section of this chapter that ex-

plains the FPD-type display.

The light-controlling physical mechanism of a TFT-LCD is essentially that of a transmissive LCD.

However, each pixel LCD is controlled by a thin-film type of transistor (of the MOS-type technology,

as explained in Chapter 2). The technology for fabrication of TFT-LCD elements is derived from the

technology used to make ICs. However, the semiconductor material used to form the TFT is often

amorphous silicon (Si) rather than single-crystal or polycrystalline Si. A thin film of amorphous Si

is deposited on a glass panel that forms a part of each LCD pixel.

The TFT-LCD display requires backlighting to produce the optical display via transmission of light

with RGB color components through each LCD pixel. Backlighting is readily accomplished using RGB

LEDs. The actual display at any instant consists of selective activation of each RGB pixel as explained

in the later section of this chapter, which is devoted to FPD operation.

VACUUM-FLUORESCENT DISPLAY
The VFD display has been widely used in automotive instrumentation in past years for displaying alpha-

numeric data. The VFD device generates light in much the same way as a cathode ray tube (e.g., early

oscilloscope or TV display) does; that is, a material called phosphor emits light when it is bombarded

by energetic electrons. The display uses a filament coatedwithmaterial that generates free electronswhen

the filament is heated. The electrons are accelerated toward the anode by a relatively high voltage. When

these high-speed electrons strike the phosphor on the anode, the phosphor emits light. A commonVFDhas

a phosphor that emits a blue-green light that provides good readability in the wide range of ambient light

conditions that are present in an automobile. However, other colors (e.g., red or yellow) are available by

using other phosphors. Additional segments can be added to permit the display of alphabetic characters.

429DISPLAY DEVICES



The numeric characters are formed by shaping the anode segments in the form of a standard seven-

segment character. The basic structure of a typical VFD is depicted in Fig. 8.15.

The structure consists of a pair of glass plates with attached electrodes separated by a third plate

having an opening between these electrode plates and that provides a vacuum-tight seal around the

edges. The plate, which faces out on the IP, contains thin metallic segments that constitute the anode

electrodes for each display segment. The opposite plate contains a filament. The third plate supports the

accelerating grid wires and provides the vacuum seal for the display device. The filament is a special

type of resistance wire and is heated by passing an electric current through it. The coating on the heated

filament produces free electrons that are accelerated by the electric field produced by a voltage on the

accelerating grid. This grid consists of a fine wire mesh that allows the electrons to pass through. The

electrons pass through because they are attracted to the anode, which has a higher voltage than the grid.

The high voltage is applied only to the anode of the segments needed to form the character to be dis-

played. The instrumentation computer selects the set of segments that are to emit light for any given

message. For those readers familiar with vacuum tube technology, the VFD is, in effect, a form of

a CRT.

Since the ambient light in an automobile varies between sunlight and darkness, it is desirable to

adjust the brightness of the display in accordance with the ambient light. The brightness is controlled

by varying the voltage on the accelerating grid. The energy of the electrons striking the phosphor and

the brightness of the light is an increasing function of the grid voltage. Fig. 8.16 shows the brightness

characteristics for a typical VFD device.

A brightness of 200 fL (footlamberts) might be selected on a bright sunny day, whereas the bright-

ness might be only 20 fL at night. The brightness can be set manually by the driver or automatically.

In the latter case, a photoresistor is used to vary the grid voltage in accordance with the amount of
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Accelerating
grid

Coated
filament

Brightness
control

Each segment separately
connected through computer
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FIG. 8.15 Simplified vacuum-fluorescent display configuration.
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ambient light. A photoresistor is a device whose resistance varies in proportion to the amount of light

striking it (see the discussion of optical sensors in Chapter 5).

The VFD operates with relatively low power and operates over a wide temperature range. The most

serious drawback for automotive application is its susceptibility to failure due to vibration and mechan-

ical shock. However, this problem can be reduced by mounting the display on a shock-absorbing

isolation mount.

ALPHA-NUMERIC DISPLAY
As mentioned in the introduction to this chapter, the ultimate display technology is the so-called

FPD that is capable of displaying pictorial data (e.g., maps) and alphanumeric messages/data.

In preparation for this subject, it is helpful to discuss simpler display types capable of displaying simple

alphanumeric characters. All of the display devices, when used to present alphanumeric characters,

require interface electronics that receive as input the output signals from the digital system and

generate the electrical signals necessary to activate the display segments for the character to be dis-

played. Such interface is in the form of a so-called decoder circuit. For certain standard digital signal

formats, the decoder may be packaged with the display circuitry. Each segment has its own electrical

lead from which it is activated. The decoder maps the input m-bit binary signal into the segment leads

that are used to create the particular character. The details of this decoder operation are explained later

in this chapter.

In preparation for a discussion of advanced FPD technology, it is perhaps instructive to begin with a

discussion of the details of the simplest digital numeric display. Such a display has the capability of

displaying an N-digit decimal number in which each digit is displayed via a seven-segment electro-

optical device. The seven segments for each digit are arranged as depicted in Fig. 8.17.
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FIG. 8.16 Brightness control range for vacuum-fluorescent display.
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The individual segments are designated alphabetically from a through g. Each decimal number is

displayed by activating a specific set of the seven segments. For example, numerical 0 is displayed by

activating segments a-f and 8 by activating all seven segments.

The output of the instrumentation computer will be in a binary or binary-coded format. The selec-

tion of the subset of segments to be activated can be accomplished by a decoder circuit. Fig. 8.18 de-

picts a simplified block diagram of a seven-segment display.

For illustrative purposes, a simple system consists of a 4-bit output for each decimal digital display.

This data can be transmitted serially or in parallel to the decoder circuit. The interconnection between

the instrumentation computer and the decoder circuit can be via a fixed set of leads or it can be via an

IVN as explained in the chapter on vehicle communication.

In the present illustrative example, the decoder generates the set of electrical signals required to

activate the set of display segments required for the digit being displayed. The set of segments to

g
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a

FIG. 8.17 Seven-segment digital display.

Instrument
computer

Binary
data

Decoder
1

2

N

N-digit
7-segment
electro-
optical
display

FIG. 8.18 Instrumentation system with display.
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be activated for each digit corresponding to a 4-bit binary number sent to the decoder denoted DCBA

(where A¼LSB) is given in the truth table presented in Fig. 8.19.

A simplified example of a decoder circuit is presented in Fig. 8.20 in which individual logic blocks

are presented. These include all of the major logic blocks, the operation of which is given in Chapter 2

in which illustrative circuit examples are presented for logic blocks: AND/NAND, OR/NOR, X-OR,

and inverter circuits. It is possible to trace the operation of each block from the 4-bit input DCBA

(where A is the LSB) to the subset of segments that are activated by using Boolean algebra that is

explained in Chapter 2. For example, the input 0001, corresponding to decimal 1, results in only seg-

ments b and c being activated. It is left as an exercise for the interested reader to show the segments that

are activated for each input from decimal digit 0 through 9. The result of this analysis can be confirmed

from the truth table above.

It should be noted that Fig. 8.20 is simplified in that it only depicts the relationship between the

input DCBA and the corresponding segments. In actual operation, this system has inputs that enable

the input to be loaded and to clear the display when it is time for refresh or for a new decimal digit to be

displayed. Furthermore, there are similar multiple-segment displays with corresponding decoders that

have the capability to display alphabetic symbols. A typical automotive display can present multiple

digits or sequenced alphabetic symbols capable of depicting an array of messages.

The display devices that have been discussed to this point have one rather serious limitation. The

characters that can be displayed are limited to those symbols that can be approximated by the segments

that can be illuminated. Furthermore, illuminated warning messages such as “Check Engine” or “Oil

Pressure” are fixed messages that are either displayed or not, depending on the engine conditions. The

primary disadvantage of such ad hoc display devices is the limited flexibility of the displayed

messages.
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FIG. 8.19 Decoder truth table.
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FLAT PANEL DISPLAY INSTRUMENT CLUSTERS
Arguably, the display device with the greatest flexibility for presenting all types of data (including pic-

torial representations) is the so-called FPD (or cluster). This type of display is being used increasingly

for display purposes in the aerospace industry, where it is used to display aircraft attitude information

(sometimes pictorially), aircraft engine or airframe parameters, navigational data, and warning mes-

sages. It is known in the aerospace industry as the “glass cockpit.” Clearly, the FPD has great potential

for automotive instrumentation display and is coming into common use in vehicles. The FPD can be

implemented with various electro-optical technologies as described above.We assume for convenience

that TFT-LCD technology is employed in the following discussion.

A solid-state instrument cluster-type display consists of an array of TFT-LCDs arranged in a matrix

format as depicted in Fig. 8.21. The display technology includes multiple-color display elements such

that an RGB FPD is now available. However, for simplifying the explanation of an FPD, the explana-

tion involves only a single element at a time. The individual elements in such a display are termed

pixels. In this example, structure, only one TFT-LCD is active at any time. The intensity of the active

pixel is controlled by circuitry connected within the microstructure that controls backlighting. The ac-

tive pixel is selected via horizontal and vertical control circuitry. In the example FPD, each pixel has its

own address. The presentation of alphanumeric or pictorial data requires activation of the associated

pixels. This can be done by separately addressing and activating each pixel. However, this is a highly
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FIG. 8.20 Exemplary BCD to seven-segment display decoder.
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inefficient use of the instrumentation computer. An efficient use of this computer involves a scanning

method of presenting pixel data in a stand-alone display controller as explained below in the form of a

raster-type scan.

One scheme for achieving a solid-state raster-scan display device is to construct an array of ele-

ments that can be physically TFT-LCD as depicted in Fig. 8.21. These elements are interconnected

with two grids of wires, one running vertically and one running horizontally. Each vertical wire is con-

nected to all of the elements in a given column. Each horizontal wire similarly interconnects all of the

elements in a given row.

The presentation of alphanumeric or graphic data requires activating the individual pixel elements

that make up the visual pattern to be displayed. For simplicity, we consider only “black/white”-type

display, although color display is a simple extension of the present concept. The location of any given

pixel in the display is given by its coordinates in an x-y matrix. The mth column of the horizontal

position of the display is given by x-coordinate xm:

xm ¼mΔX

where ΔX ¼ the distance in the lateral direction between consecutive columns.

Vertical
deflection
circuitry

Horizontal
deflection
circuitry

Intensity color

Active
pixel

FIG. 8.21 Solid-state array-type display.
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The vertical position of the nth row yn is given by

yn ¼ nΔY

where ΔY ¼ the distance in the vertical (i.e., y) direction between consecutive rows.

One way of presenting the visual information in a display is to incorporate a raster (i.e., the name of

the pattern of analog TV scanning)-type scan in which the position of any pixel is a repetitive function

of time. In a raster type of scan, the pixels in a row are presented sequentially (e.g., from left to right),

and the rows are presented sequentially (e.g., from top to bottom). For such a display, the pixel located

at xmyn is selected at time tm,n where

tm,n ¼ nTpy +mTpx n¼ 1,2,…,N, m¼ 1,2,…,M (8.17)

and where Tpy ¼MTpx

and Tc ¼NTpy

where Tc ¼ period required to scan the entire display

¼ 1

fc

fc ¼ picture cycle frequency (or refresh rate)

Tpx ¼ 1

fx
(8.18)

fx ¼ frequency at which columns are scanned

Tpy ¼ 1

fy
(8.19)

fy ¼ frequency at which rows are scanned.

In the example raster scan type of display, the scanning is done one row at a time from left to right

beginning at the top row during each complete scanning cycle. For the nth row at time nTpy, m sequen-

tially changes from 1 toM. At the completion of the scan for row n (i.e., at time nTpy +MTpx), the next
row (i.e., n+1) is active, and horizontal scan begins again. The process continues until all N rows have

been scanned. At this time (i.e., t¼NTpy +MTpx), a cycle is complete, and the entire visual display has

been presented. There are specific relationships between these frequencies: fy ¼Nfc and fx ¼Mfy. The
cycle frequency must be sufficiently fast that the image appears to the driver as a continuous display

(e.g., fc is in the range of 30–60 Hz typically).

One hypothetical configuration for implementing this raster-type scan is shown schematically in

Fig. 8.22.

This configuration uses a separate counter and one of M select decoder for activating the desired

column, and another counter and one of N select decoder select for activating the desired row. For the

purposes of this discussion, it is assumed that whenever the mth column electrical lead and the nth row
lead are simultaneously at high voltage, the pixel at xmyn is active. By active, we mean that it is illu-

minated via backlighting in the corresponding pixel LCD activated via the TFT, which is also powered

by the row/column signal. The control of whether a pixel is active or not in this hypothetical config-

uration is controlled by the digital display via logical signals E and Ec, which either enables the signal
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for a given column or disables it via separate AND gate for each column output.Whenever a given pixel

(e.g., xm,n) is to be activated, the logical signals Er and Ec are set high by the controller at time tmn.
The column counter receives clock (Ck) pulses at frequency fx. For each pulse received, the column

counter is incremented by 1 continuing modulo M. Similarly, the row counter receives clock pulses at

frequency fy and is incremented by 1 for each received pulse (modulo N). A counter can readily be made

to count modulo M or N for any pair of integers using appropriate logic circuits connected to the

parallel-out counter leads (see Chapter 2). The decoder circuits are one of M and one of N select logic

circuits that receive the parallel counter output signals. These circuits place a high voltage on the col-

umn number corresponding to the counter contents.

It is assumed that the column select period Tpx is sufficiently long to activate any given pixel. It is

further assumed that the cycle refresh period Tc is sufficiently short that the display can be perceived by
the viewer as a complete picture. This perception is influenced by human visual persistency and the

illumination period. It has long been known from analog TV that a picture refresh frequency of

30 Hz is sufficient to satisfy the visual persistency requirement.

In the above described example raster-type scan operation of a FPD, the counters and “clocks” at

frequencies fx and fy are internal to the digital display controller. In such a configuration, the row and

column counters can provide the address for the “pixel-active” binary value on signals Er and Ec.

Whenever this pixel is to be active, the digital system logical output, to each of the column select

AND gates, is set high enabling the corresponding pixel. Whenever it is to be inactive, this signal

is set to logical low, thereby inhibiting the column select signal from establishing the voltage output

column lead, thereby rendering that pixel inactive.

A block diagram of the complete hypothetical FPD is shown in Fig. 8.23 in which the display con-

trol is depicted as a portion of the entire system.

In this system, the digital instrumentation system, which is microprocessor based and is under pro-

gram control, receives input signals from all necessary sensors. The inputs may be analog or digital. For

each analog signal, conversion to digital format is performed by an A/D converter. The digital control
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FIG. 8.22 Schematic illustration of representative pixel drive circuits.
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system performs all signal processing operations, computing in this process an output appropriate for

displaying each variable being measured and storing this value in RAM. In addition to the sensor in-

puts, which provide data for all important vehicle variables, there typically is at least one input from a

vehicle network IVN (see Chapter 9) that connects the display system to all other vehicle electronic

systems. For some sensors, the data is also supplied to the control via the IVN.

The logical value for each pixel, that is, whether active (i.e., on) or inactive (i.e., off) must be de-

termined to achieve the desired display pattern. It is beyond the scope of this book to explain the soft-

ware for creating any and all patterns to be displayed for a complex graphic, simulated analog (e.g., for

vehicle speed) or pictorial display. However, whenever the display is to be alphanumeric at a specific

location, the patterns for each pixel are known in advance and are readily stored in ROM. The display

conversion process requires only selection of the pixel logical pattern for the desired alphanumeric

character. Similarly, the data for pictorial displays such as digital maps are also stored in system mem-

ory, as explained later in this chapter, or it can be obtained via communication with an external infra-

structure (see Chapter 9).

An alternative to a raster-type FPD is a so-called random access display. This type of display is

advantageous for displaying patterns that either change relatively slowly or change at random (rather

than periodically).

In this type of display rather than control of each pixel for every display cycle, the digital instru-

mentation system uses an intermediate RAM that we call a video RAM. Here, the term random access

refers to the access of video RAM by the controller. The digital system transmits only changes to the

display pattern when such change is required. The video RAM contains the logical value for each pixel

in the display. This logical value Enm corresponding to the pixel at xmyn is determined by the digital

system under program control.

A block diagram of a hypothetical random-access-type display is shown in Fig. 8.24.

In the display depicted in Fig. 8.24, the logical variables Emn for each pixel are stored at memory

locations corresponding to pixel locations xmyn. The counter decoder for x and y C/Dx and C/Dy, re-

spectively, containM- and N-bit binary numbers that are used as the address for each logical variable.

In the system shown in Fig. 8.24, the x and y C/D sequentially scan the addresses for each pixel in a

raster-type pattern. This pattern is repeated at cycle frequency fc that continuously refreshes the display.
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FIG. 8.23 Block diagram for flat-panel display controller.
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The digital system can “write” data (see Chapter 3) into a memory location in video RAM (i.e.,

xmyn) at times when the display is not reading data during its scan pattern.

The two hypothetical FPD configurations discussed above are representative of a broad range of

potential display technologies for automotive use. However, regardless of display technology used

and even in cases for which the display is not changing, refresh is required within the time interval

of human visual persistence in order to have a recognizable/readable display.

We next consider the structure and operation of an FPD controller that functions in conjunction with

the instrumentation computer to cause the scanning display to be generated. A simplified block dia-

gram for a system incorporating an FPD-type display with the associated controller is depicted in

Fig. 8.25.

The source signals to be displayed (e.g., from the sensors) and instrumentation computer, which are

microprocessor (MPU) based, shown at the left of this illustration have the same function as the cor-

responding components of the system in Fig. 8.2. The output of the instrumentation computer controls

the FPD, working through flat-panel display controller (FPC).

In the example architecture of Fig. 8.25, it is assumed that the instrumentation computer commu-

nicates with the FPC via data and address buses (DB and AB) and controls its operation via a serial link

along a line or set of lines labeled receiver/transmitter (R/T). However, many other choices of data link

are possible. The data that are sent over the DB are stored in a special memory called display RAM.

This memory stores digital data that are to be displayed in alphanumeric or pictorial patterns on the
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FIG. 8.24 Random access display block diagram.
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FPD. The controller obtains data from the video RAM and converts them to the relevant video signal

(Vc). At the same time, the controller activates the horizontal and vertical lines for each pixel in syn-

chronism with the video signal.

The flat-panel controller in the example system (Fig. 8.25) itself incorporates an MPU for control-

ling the FPD. The data to be displayed are stored in the display RAM via the system buses under

the control of the instrumentation computer. The operation of the MPU is controlled by programs

stored in a display ROM (DROM). This ROM might also store data that are required to generate

particular characters or pictorial symbols. The various components of the display controller are inter-

nally connected by means of data and address buses similar to those used in the instrumentation

computer.

The operation of the display controller is under the control of the instrumentation computer. This

computer transfers data that are to be displayed to the video RAM, via address bus (AB) and DB, and

signals the display controller via control C. The FPC outputs a clock signal at frequency fc to the hor-

izontal counter/decoder and initiates counting via control D in Fig. 8.25. It is assumed for this example

that the instrumentation computer transfers data one row at a time. The FPC loads the address of the

active row into the vertical decoder circuit that activates the line for that vertical row. The FPC outputs

the display video signal synchronously with the horizontal decoder such that the active pixel has the

correct excitation.

The details of the transfer of data to the video generator and the corresponding generation of video

signals vary from system to system. In the hypothetical system seen in Fig. 8.25, the display is assumed

to be an array of TFT-LCD elements arranged in 240 rows vertically by 480 columns horizontally.

Fig. 8.26 depicts a small section of the display in which the characters F and P are displayed. The dots

are generated by switching on the active element at the desired location by reading the pixel logical

variable Emn at address given by the binary address [xm,yn] and activating the elements of Emn ¼ 1 or

having it remain inactive if Emn ¼ 0.
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FIG. 8.25 Block diagram of automotive instrumentation with FPD.
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The enormous flexibility of the flat-panel-type display offers the potential for a very sophisticated

automotive instrumentation system. In addition to displaying the variables and parameters that have

traditionally been available to the driver, the FPD-type display can present engine data for diagnostic

purposes (see Chapter 11), vehicle comfort control system parameters, and entertainment system

variables. It should be noted that IP configurations vary widely between the various automobile

manufacturers and vehicle models. We have presented only an illustrative sample of IP example

configurations here.

PICTORIAL DISPLAY CAPABILITY OF FPD
The multicolor high-resolution capability of an FPD permits display of unique symbols and alphanu-

meric characters. For example, one image that can be displayed on the HD FPD is the pictorial

equivalent of an analog galvanometer-type display (e.g., vehicle speed and engine RPM). In such a

display, the symbols presented replicate visually the image of the analog display including a pointer

and a numeric scale. The appearance to the driver is visually the same as that of a galvanometer-type

display. Essentially, any electromechanical display can be simulated pictorially on an FPD having

sufficient resolution. The response time of a good quality FPD can reproduce the dynamics of an analog

electromechanical display. In addition, the pictorial capability permits the display of maps that are

created from data that are stored in memory or that can be transferred from a smartphone that has a

wireless link to a vehicle computer as explained in Chapter 9. Such maps are termed digital maps

and are used in conjunction with global position satellite (GPS) (see Chapter 9) for navigation appli-

cations. The next topic covered is the theory and presentation of digital maps. Then, following that

topic is a discussion of touch-screen capability for certain configurations of FPD.

FIG. 8.26 Display of characters F and P.
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DIGITAL MAPS
One of the important applications of the FPD in vehicles is the display of digital maps that have an

important function in vehicle navigations. Digital maps present two-dimensional displays of road maps

similar to the paper equivalent. The scale for such maps is selectable either by the user or automatically

by the electronic navigation system. The chapter on “Vehicle Communications” (Chapter 9) explains

the mechanism by which the satellite-based GPS determines analytically the vehicle location relative to

the position of four or more in-view satellites. The term “in view” refers to satellites whose position is

such that a straight line from the vehicle to the satellite is sufficiently above the horizon that the signal

received by the vehicle receiver has an adequate signal/noise for the receiver to process the

transmitted data.

Except for off-road driving, the vast majority of vehicles are located on roads, highways, streets,

or specific parking areas. In most cases, the digital map depicts a region surrounding the vehicle

position and normally displays a symbol representing the vehicle position on the map at the appropriate

scale.

A digital map is an electronically generated pictorial representation of a region of the earth’s sur-

face. However, the earth’s surface is well known to not be planar. Rather, the surface of the earth can be

modeled as a biaxial ellipsoid (i.e., closely approximated by a sphere) with local perturbations due to its

topography. The coordinates of a point on this surface can be represented by so-called geodetic coor-

dinates consisting of latitude φ, longitude λ, and height (h). The latter variable h is a point on the straight
line from earth’s center to the vehicle location relative to a point on the height baseline corresponding to

the given point. One common baseline is the mean sea level. The elevation of any vehicle (land or water

based or an aircraft) can be represented as its distance along a line through earth’s center at φ, λ relative
to the baseline.

A digital map, when displayed on a FPD, is inherently planar as is a paper map. The optimal

depiction of a point within a region on the earth’s surface by a point on a planar surface is achieved

by the projection of the actual point on a plane that is tangent to the baseline surface at a point at or

very near the center of the region being depicted. The map location of the point is given by the two-

dimensional vector position of the point in any x-y Cartesian coordinate system. Normally for digital

maps, the x-axis is east directed, and y-axis is north directed. The process of creating maps via

projection on a planar surface is termed “cartography” and has been used for centuries in the creation

of paper maps.

The location of a vehicle on a digital map is accomplished via GPS, the theory of which is explained

both quantitatively and qualitatively in the chapter on Vehicle Communications (Chapter 9). There, it is
explained how vehicle location is achieved by calculations based uponmeasured ranges (termed “pseu-

doranges”) to a minimum of four satellites. The result of these calculations yields vehicle position in

either geodetic or earth-centered, earth-fixed (ECEF) coordinates. The map vector position of the ve-

hicle can be accomplished through coordinate transformation. This transformation involves matrix

multiplication of the calculated position (e.g., in ECEF) with matrices of direction cosines of the var-

ious angles between the axes of the GPS coordinate system and the map axes. The matrices for such a

transformation are presented in Appendix D. Vehicle navigation systems have the capability of display-

ing more than just the instantaneous position on a displayed map. A digital map consists of a two-

dimensional vector position on the FPD of all symbols to be displayed for a given map segment at

a given scale. These symbols include sufficient points to depict roads and other symbols that could
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be found on an equivalent paper map. On most present-day systems, the user can enter a destination.

The navigation system has sufficient data stored (e.g., in solid-state memory) to create a map that can

depict present position and the selected destination. In doing so, the system must select the region to be

depicted and an initial map scale. The latter can be changed by the user as desired. In addition, the

capability exists to depict (e.g., via a colored set of lines and arcs) an optimal route to the destination

based upon distances and historical traffic information. Moreover, many systems have the capability of

receiving and displaying traffic congestion information. This latter function requires some form of

communication infrastructure (see Chapter 9 on Vehicle, Communication).

TOUCH SCREEN
A FPD having any of the electro-optical technologies can be fabricated with touch-screen capability.

A touch-screen-type display provides a mechanism for an input to the instrumentation system that is

driving the display. The touch-screen input mechanism is employed in devices such as smartphones but

is becoming increasingly employed in automotive FPDs/instrument clusters. In such displays, the elec-

tronic system that generates the signals that control the display causes symbols that are readily recog-

nizable by the user. By touching the portion of the flat-screen containing a specific symbol with a finger

or special-purpose stylus, the user is providing an input to the system for a specific action. For example,

touch-screen input can serve to turn on and/or regulate the temperature of the HVAC system. In any

event, the action to be taken by the vehicle instrumentation system depends upon the location on the

FPD that is touched by the user. That is to say, the input to the system is determined by the location on

the screen where the touching occurs, so the system must have the capability of measuring this touch

location. In addition, the system also responds to time-dependent touch location when the touch loca-

tion is moved by the user.

There are several technologies available for sensing the touch location including resistive, capac-

itive acoustic wave, and infrared. There are numerous relative advantages and disadvantages of each

relative to the others. The particular choice of the sensing technology in automotive application is

manufacturer-specific (as well as model). Each of these technologies involves a relatively thin structure

on the outside of the FPD. Since the user must be capable of seeing the pattern depicted on the display,

this structure (regardless of the technology used) must be highly transparent.

It is beyond the scope of the present book to cover all of these technologies, but the interested reader

can find numerous references to each on the Internet. The touch-sensing methodology is illustrated by

the following discussion of the capacitive technology.

As explained earlier in this book, capacitance is the property of electric charge storage (of opposite

polarity) in a pair of conductors separated by an electric insulator (nonconductor) material. Such a

structure is called a capacitor. The theory of capacitor operation and the concept of quantifying and

modeling this operation involve the parameter called “capacitance.” The electrostatic field theory

for capacitor modeling is presented in Chapter 5. The voltage between the electrodes is proportional

to the stored charge. For a linear capacitor, the capacitance C is defined

C¼V

Q

where V¼voltage difference and Q¼magnitude of the stored charge.
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The units of capacitance are farads. For time-varying voltage V(t), the instantaneous current i flow-
ing through a linear capacitor is given by

i¼C
dV

dt

One representative method for sensing touch location is to create a matrix of capacitors by having a set

of rows of conductors on one side of an insulating plate and a set of columns on the opposite face. These

conductors form the electrodes of a multielement capacitance structure. When sensing touch position,

there are two methods: self-capacitance and mutual capacitance. Regardless of which method is used,

the presence of a finger or stylus in the vicinity of the crossing points of rows and columns alters ca-

pacitance in a measurable way. This variation in capacitance near the touch point yields methods of

locating the touch point via capacitance measurement. For the purpose of explaining touch-screen tech-

nology, an illustrative mutual capacitance method is considered.

For mutual capacitance methodology, it is a common practice to form the row and columnmatrix by

depositing an essentially transparent array using indium tin oxide (InSbO2) on a glass or other trans-

parent insulator, with the rows on one side and the columns on the other side of the insulator material.

By depositing the conductor, it is straightforward to deposit a sequence of pads on each row and column

in the vicinity of their crossing points. Such a pattern is illustrated in Fig. 8.27.

In this figure, the solid lines represent columns of conductor on the top surface and rows on the

bottom surface. The intersection of a row and column is termed a “node” in the structure. In terms

of a Cartesian coordinate system, the nth column is located at xn and the nth row at yn. Thus, any node
corresponds to location xm,yn. The mutual capacitance between any row and any given column is due,

in part, to the relative size and spacing of the conductors. However, it is also influenced by the presence

of a finger or stylus. The touch location xt,yt is found by sequentially measuring the mutual capacitance

FIG. 8.27 Illustration of exemplary mutual capacitance configuration.
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C(m,n) at node m,n and subtracting it from the known no-touch capacitance Co(m,n) yielding differ-

ential mutual capacitance δCk(m,n) at time tk:

δCk m, nð Þ¼Co m, nð Þ�Ck m, nð Þ k¼ 0,1,2,…, m¼ 1,2,…,M, n¼ 1,2,…,N

The touch location is approximated closely by xm,yn for which the magnitude of δCk(m,n) is greatest.
Curve-fitting algorithms exist for improved accuracy in estimating xt,yt.

The process of determining touch location involves the measurement of all n,m capacitances. There

are several methods of measuring capacitance C(m,n). An exemplary method involves connecting the

capacitance to be measured to an oscillator and measuring the period or alternatively by the frequency

of oscillation. One such oscillator is an astable multivibrator as described in Chapter 5 in the section on

“Oscillator Methods of Measuring Capacitance.” For such an oscillator, the period T is linearly pro-

portional to C(m,n) to which it is sequentially connected:

T m, nð Þ¼ aC m, nð Þ
where a is a known constant for the oscillator circuit as given in the above-named section of Chapter 5.

A simplified circuit/block diagram is depicted in Fig. 8.28. In this figure, the multivibrator output

voltage Vo(t) is binary valued with a high output (logic 1) for the period denoted THk for the kth os-

cillator cycle with THk[C(m,n)] given in Chapter 5 and a low output corresponding to logic 0 for the

remainder of the oscillator period T. Both high and low periods of an oscillator cycle are linearly pro-

portional to the capacitance as explained in Chapter 5.

The clock is a high-frequency oscillator of frequency fc. At the beginning of each oscillator period,
the binary counter is edge triggered to reset to 0 output. During the interval THk(m,n), the AND gate

enables the binary counter to count clock pulses. At the end of the logic high for the kth cycle, the binary
counter has the binary equivalent of Nk where

Nk ¼ fcTHk m, nð Þb cf g¼ integer portion of fcTHk m, nð Þ
¼ a fcCk m, nð Þ

. . .AND

Clock fC

R
Binary
counter

To instrumentation
computer

Row switch

Column switch

C(m,n)

Astable
multivibrator

Trig

vO

n

m

Nk

FIG. 8.28 Exemplary C(m,n) measurement system.
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where the formula for a is given in Chapter 5. That is, the binary counter contains a numerical value that

is proportional to Ck(m,n). During the transition from the high output to the low output of vo(t), the
astable multivibrator generates a pulse that is called a trigger pulse. This trigger pulse can serve as

an interrupt input to the instrumentation computer signaling that the data, which are proportional to

Ck(m,n), are available to be read on a parallel data path.

The touch location sensing requires measurement to C(m,n) on a periodic basis at all nodes. In the

block diagram of Fig. 8.28, the selection of any row is accomplished via electronic switching as

depicted by the multi-input row switch and the column by the multi-input column switch. The switch-

ing is controlled by the instrumentation computer and can be accomplished physically by multiplexing-

type hardware as explained in Chapter 2.

The algorithms for calculating δCk(m,n) and for finding m and n for maximum value are straight-

forward. Once the m and n for maximum δCk(m,n) are found, the touch position xt, ytð Þ’ xk mð Þ,yk nð Þ
has been determined. The same computer that measures touch position also generates the display such

that the sensed touch position corresponds to the user input associated with the displayed symbol at the

touch location.

The mutual capacitance method of touch sensing enables multiple finger touch points to be deter-

mined. Such an input to the computer that generates the display permits the user to change the scale of

the display as is commonly done with smartphones.

The automotive FPD with touch-screen capability can be a system that yields hands-free cell phone

use for verbal and voice-generated text messaging through the cell phone infrastructure. Communica-

tion between the in-vehicle user and the other cell phone in use is through that infrastructure. However,

the in-vehicle user can communicate via built-in microphone/speaker or through a smartphone that

connects wirelessly to the vehicle via bluetooth communication system (or technical equivalent).

For such a communication link to be established, the user must pair his/her smartphone with the

built-in bluetooth system. With such an arrangement, the phone number of the vehicular system is that

of the paired smartphone. The linking via a bluetooth communication is explained in the chapter on

Vehicular Communication (Chapter 9).

Interaction with this system is both verbal and via a touch-screen input. For example, if a call is

incoming to the vehicle, the instrumentation system can cause a symbol to be generated on the screen

that is clearly identifiable by the user as an incoming call. The user touches this symbol on the screen to

answer the incoming call. The user (e.g., the driver) can conduct the phone call hands-free and with

minimal distraction from driving.

Similarly, when a phone call is initiated in the vehicle, the system is activated either by touching a

symbol being displayed on the flat-panel screen or by a verbal command. Once activated, the system

states through synthesized voice that it is ready to dial. The user/driver verbally gives the phone number

for the intended call or states the name of the person to be called, and the system memory holds the

corresponding number or name in its memory system.

The technology for implementing such calls is based on advanced software that is capable of gen-

erating synthesized vocal signals and speech recognition. The details of this software are beyond the

scope of this book. However, sources are available for explaining this software in the public domain

literature.

The use of an FPDwith TS capability for the hands-free use of a cell phone by a driver while driving

the vehicle can greatly improve safety relative to manual cell phone use. The earliest cell phones, when
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used by the driver of a vehicle, created a serious potential safety hazard such as being distracted from

viewing the road to look at the phone and dialing the phone, which required the driver to take his/her

hands off of the steering wheel and eyes off the road.

Contemporary smartphones can be used hands-free without distracting the driver’s attention from

driving. Once the cell phone is connected via bluetooth to the vehicle audio system, it is possible to use

the vehicle audio system and its associated computer-based system to control cell phone operation and

to use the vehicle loudspeaker for the audio output of a cell phone call.

The FPD with TS capability can be used for a switched driver input to turn on any vehicle system in

the same way as described for the cell phone. That is, a symbol representing a vehicle system that is to

be operated by a vehicle front-seat occupant is displayed on the FPD. By touching this symbol, the

system (e.g., HVAC) can be switched on or off by the user including the driver (with minimal distrac-

tion). In addition, it is possible for the FPD to display a symbol that can regulate the system being ac-

tivated via touching (e.g., temperature of various vehicle zones). The touching of the TS capable FPD

requires insignificant driver distraction and contributes to vehicle safety.

MEASUREMENT EXAMPLES
Having described the various components and implementation of automotive instrumentation, we now

present some specific measurement examples. These examples present representative circuit diagrams

or block diagrams that show specific components involved in each of the examples presented in this

chapter. The instrumentation system being discussed is a digital system that involves multiplexing/

demultiplexing for each of the examples. We begin with an example for the measurement of fuel

quantify.

FUEL QUANTITY MEASUREMENT
During a measurement of fuel quantity, the MUX switch functionally connects the computer input to

the fuel quantity sensor, as shown in Fig. 8.29. This sensor output is converted to digital format and then

sent to the computer for signal processing. (Note: In some automotive systems the analog sensor output

is sent to the instrumentation subsystem, where the A/D conversion takes place.)

Several fuel quantity sensor configurations are available. Fig. 8.30 illustrates the type of sensor to

be described, which is a potentiometer connected via mechanical linkage to a float.

In Chapter 5, a potentiometer was introduced as a sensor for measuring throttle angular position. It

also has application in certain fuel measuring instrumentation. Normally, the sensor is mounted so that

the float remains laterally near the center of the tank for all fuel levels. A constant current passes

through the sensor potentiometer, since it is connected directly across the regulated voltage source.

The potentiometer is used as a voltage divider so that the voltage at the wiper arm is related to the float

position, which is determined by fuel level.

The sensor output voltage is not directly proportional to fuel quantity in gallons because of the com-

plex shape of the fuel tank. The computer memory contains the functional relationship between sensor

voltage and fuel quantity for the particular fuel tank used on the vehicle.
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FIG. 8.30 Fuel quantity sensor configuration. (A) Configuration and (B) schematic.
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The computer reads the binary number from the A/D converter (see Fig. 8.29) that corresponds

to sensor voltage and uses it to address a particular memory location. Another binary number

corresponding to the actual fuel quantity in gallons for that sensor voltage is stored in that memory

location. The computer then uses the number from memory to generate the appropriate display

signal—either analog or digital, depending on display type—and sends that signal via DEMUX to

the display.

Computer-based signal processing can also compensate for fuel slosh. As the car moves over the

road, the fuel sloshes about, and the float moves up and down around the average position that corre-

sponds to the correct level for a stationary vehicle. The computer compensates for slosh by computing a

running average of the fuel sensor voltage (v0(t) of Fig. 8.30). It does this by storing several samples

over a few seconds and computing the arithmetic average of the sensor output or by low-pass filtering

the sensor voltage. The oldest samples are continually discarded as new samples are obtained. The av-

eraged output becomes the signal that drives the display. It should be noted that this is actually a form of

digital filtering.

Let vn ¼ v0 tnð Þ be the fuel sensor voltages at the nth sample time (tn). The actual fuel quantity is

denoted F. The sensor voltage v0 is a known function of F for any fuel/angle sensor combination such

that the sensor terminal voltage is given by

v0 ¼ fF Fð Þ (8.20)

The instrumentation computer (under program control) computes the sampled measurement Fn

from vn:

Fn ¼ f�1
F vnð Þ (8.21)

The short-term time average of fuel quantity Fav is given by

Fav nð Þ¼ 1

N

XN
m¼1

Fn�m ¼ 1

N

XN
m¼1

f�1
F vn�mð Þ (8.22)

The sloshing effect of fuel on fuel gauge indicated value also can be reduced by filtering the fuel sensor

output. A block diagram of a fuel measurement instrumentation configuration with a LPF is shown in

Fig. 8.31.

In this figure, the sensor output voltage is given by Eq. (8.20). The DSP is implemented in the in-

strumentation computer and includes the nonlinear correction block (NLC), which calculates the quan-

tity of fuel F from the sampled sensor voltage as given in Eq. (8.21). The DSP also includes a LPF that

has z-transfer function Hsp(z). This latter calculation is done in a separate subroutine as a recursive

algorithm. It should be noted that the short-term time average of fuel quantity also is effectively a form

of LPF.

F
Sensor

NLC

fF
−1 (vn)

LPF

Hsp(z)
ZOH D

Fiv1ynxnvo vn

FIG. 8.31 Filtering fuel sensor signal.
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It is assumed for the sake of illustration that the display device is an analog meter of the galvanom-

eter configuration explained earlier in this chapter. It is further assumed that the scale is marked such

that for a full tank θ is at full scale and for an empty tank θ¼ 0 with fuel quantity F expressed as a

fraction of full tank is given by deflection θ. The continuous-time transfer function for this type of

display (H0(s)) was shown earlier (Eq. 8.12) to be given by

HD sð Þ¼ θ sð Þ
v0 sð Þ

¼ KcNBr

Js2 + sD+Kð Þ Rc +Rsð Þ+ sLc½ �

(8.23)

A typical galvanometer display is designed such that the torque component proportional to the moment

of inertia (J) is insignificant compared with the damping and spring torques. Thus, the transfer function

is given approximate by

H0 sð Þffi KcNBr

DLC s+ s0ð Þ s + sLð Þ (8.24)

where s0 ¼K

D

sL ¼Rs +Rc

Lc

Using numerical values for a representative automotive analog fuel gauge, these frequency parameters

are the approximate ranges given below:

s0 ffi 0:5�2:0

sL ffi 105�106

The large disparity in these pole locations makes the pole at s0 the dominant pole and that at sL a

so-called insignificant pole. The result of this disparity is that the transfer function is approximately

given by

HD sð Þffi KcNBr

D Rs +Rcð Þ s + s0ð Þ

¼ KD

s + s0

(8.25)

where KD is a constant for the display that is given by

KD ¼ KcNBr

D Rs +Rcð Þ (8.26)

Using the methods of Appendix B, it can be shown that the z-transfer function for the combination ZOH

and display HD(z) is given by

HD zð Þ¼ 1� z�1
� �

Z
HD sð Þ

s

� �
(8.27)
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Representative values for K and S0 are given by

KD ¼ 0:5
s0 ¼ 0:5

For a sample period of T¼ .001 s, the z-transfer function is given by

HD zð Þ¼ 1� z1ð Þ
z� z1ð Þ (8.28)

where z1 ¼ e�s0T ¼ 0:9995
The digital filter is chosen as a second-order Butterworth filter having a digital corner frequency

Ωc ¼ 0:001. It can be shown using the methods of Appendix B that the z-transfer function for this filter
Hsp(z) is given by

Hsp zð Þ¼ 10�5 0:2462z2 + 0:4924z+ 0:2462½ �
z2�1:9956z+ 0:9956

(8.29)

The dynamic performance of this digital fuel measurement system can readily be demonstrated via

simulation. The Simulink simulation model block diagram is shown in Fig. 8.32. The fuel tank is as-

sumed to be one-half full (F¼0.5), and the fuel slosh is simulated in MATLAB/Simulink via a filtered

white-noise source.

In this block diagram, fuel slosh is created using a random number generator filtered to yield a band-

limited stationary random process. This random process is combined with the constant 0.5 representing

the one-half full tank. The block labeled discrete transfer function is the second-order Butterworth dig-

ital filter having transfer function Hsp(z) of Eq. (8.29). The final continuous-time transfer function rep-

resents the display dynamic response having gain KD¼0.5 and bandwidth so¼0.5.
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FIG. 8.32 Simulink model for fuel quantity instrument subsystem.
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A sample of the system response is shown in Fig. 8.33 in which the dashed curve represents the

unfiltered fuel measurement and the solid line represents the displayed value. The filtered display de-

viates only slightly (i.e., less than 1%) from the true value of F¼0.5 (i.e., �1/2 tank of fuel), but the

random fluctuations due to fuel slosh are completely suppressed.

COOLANT TEMPERATURE MEASUREMENT
Another important automotive parameter that is measured by the instrumentation is the coolant tem-

perature. The measurement of this quantity is different from that of fuel quantity because usually it is

not important for the driver to know the actual temperature at all times. For safe operation of the engine,

the driver only needs to know if the coolant temperature is more than a critical maximum value. A block

diagram of the measuring system is shown in Fig. 8.34.

The coolant temperature sensor used in most cars is a solid-state sensor called a thermistor. Recall
that this type of sensor was discussed in Chapter 5, where it was shown that the resistance of this sensor

decreases with increasing temperature. Fig. 8.35 shows the circuit connection and a sketch of a typical

sensor output voltage (vo) vs. temperature (T) curve, which was calculated based on the model for a

thermistor connected as in Fig. 8.35.

The sensor output voltage is sampled during the appropriate time slot and is converted to a binary

number equivalent by the A/D converter. The computer compares this binary number to the one stored

in memory that corresponds to the high-temperature limit. If the coolant temperature exceeds the limit,
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FIG. 8.33 Filtered fuel quantity F (solid line) and unfiltered fuel quantity (dashed line).
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an output signal is generated that activates the warning indicator. If the limit is not exceeded, the output

signal is not generated, and the warning message is not activated. A proportional display of actual tem-

perature can be used if the memory contains a cross-reference table between sensor output voltage and

the corresponding temperature, similar to that described for the fuel quantity table.

OIL PRESSURE MEASUREMENT
Engine oil pressure measurement is similar to coolant temperature measurement in that it frequently

uses a warning message display rather than an indicated numerical value although certain high-

performance vehicles contain a display that either simulates an analog oil pressure gauge or uses a

galvanometer-type display. Whenever the oil pressure is outside allowable limits, a warning message

is displayed to the driver. In the case of oil pressure, it is important for the driver to know whenever the

oil pressure falls below a lower limit. It is also possible for the oil pressure to go above an allowable

upper limit; however, some manufacturers do not include a separate high-oil-pressure warning in the

instrumentation.

The simplest oil pressure warning system involves a spring-loaded switch connected to a dia-

phragm. The switch assembly is mounted in one of the oil passageways such that the diaphragm is

exposed directly to the oil pressure. The force developed on the diaphragm by the oil pressure is suf-

ficient to overcome the spring and to hold the switch open as long as the oil pressure exceeds the lower

limit. Whenever the oil pressure falls below this limit, the spring force is sufficient to close the switch.

Switch closure is used to switch on the low-oil-pressure warning message lamp.

One of the deficiencies of this simple switch-based oil pressure warning system is that it has a single

fixed low-oil-pressure limit. In fact, the threshold oil pressure for safe operation varies with engine

load. Whereas a relatively low oil pressure can protect bearing surfaces at low loads (e.g., at idle),

a proportionately higher-oil-pressure threshold is required with increasing load (i.e., increasing horse-

power and RPM).

An oil pressure instrument that operates with a load- or speed-dependent threshold requires an oil

pressure sensor rather than a switch. Such an oil pressure warning system is illustrated in Fig. 8.36. This

system uses a variable-resistance oil pressure sensor (e.g. piezoresistive) such as seen in Fig. 8.37. Sen-

sors of this type were discussed in Chapter 5. A voltage is developed across a fixed resistance connected

in series with the sensor that is a known function of oil pressure. It should be noted that this assumed

pressure sensor is hypothetical and used only for illustrative purposes.

During the appropriate measurement time slot, the oil pressure sensor voltage is sampled through

the MUX switch and converted to binary numbers in the A/D converter. The computer reads this binary

number and compares it with the binary number in memory for the allowed oil pressure limits. The oil

pressure limit is determined from load or crankshaft speed measurements that are already available in

the engine control system. These measurement data can be sent to the instrument subsystem via aMUX

system as described with respect to Fig. 8.5 and over an IVN. These measurements serve as the address

for a ROM lookup table to find the oil pressure limit. If the oil pressure is below the allowed lower limit

or above the allowed upper limit, an output signal is generated that activates the oil pressure warning

light through the DEMUX (see Fig. 8.7).

It is also possible to use a proportional display of actual oil pressure. A digital display can be driven

directly from the computer. An analog display, such as a galvanometer, requires a D/A converter.
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VEHICLE SPEED MEASUREMENT
An example of a digital speed sensor has already been described in Chapter 7 for a cruise control sys-

tem. The speed sensor is assumed to be of a structure such as is depicted in Fig. 5.10 or 5.13. In either of

these sensors a single pulse is generated with the passage of each lug on the disk. A sensor of this type is

assumed to be used for car speed measurements. The output of the speed sensor is a sequence of pulses

at frequency fp that is proportional to vehicle speed S:

fp ¼ ksS (8.30)

The sensor constant ks is proportional to the number of lugs on the disk and the gear ratio between the

shaft on which the disk is mounted to the drive axle.

A block diagram of the digital system (including the instrumentation computer) that determines

vehicle speed from the speed sensor is depicted in Fig. 8.38. Since the sensor output pulse frequency

is proportional to vehicle speed, a digital speed measurement can be obtained by counting pulses for a

given specific time interval (τ). The pulse counting is accomplished via a binary counter (see

Chapter 3). The time interval during which sensor output pulses are counted is determined by a control

signal G from the instrumentation control system (ICS).

The electronic gate of Fig. 8.38 is functionally an electronically controlled switch (e.g., implemen-

ted by an FET; see Chapter 2) whose state (i.e., open or closed) is controlled by the binary-valued signal

represented by logical variable G.
The ICS periodically outputs this logical control signal such that G¼1 corresponds to closed gate

for which sensor pulses are sent to the counter and G¼0 corresponds to the gate open and counting is

inhibited as given below:

G¼ 1 tk � t� tk + τ

¼ 0 tk + τ< t< tk + 1

tk + 1� tk ¼ Ts ¼ sample period

During the period in whichG¼1, each sensor pulse causes the counter to increment by 1. Thus, at time

tk + τ, the counter contains count P where

P¼ fpτ
� �	 


Speed 
sensor

Instrumentation 
control system

Binary
counter

Electronic gate

G

V fp

FIG. 8.38 Vehicle speed instrument subsystem.
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where the brackets indicate the largest integer in the product fpτ. At some point during the post counting

interval (i.e., tk + τ< t< tk + 1), the digital system generates signals necessary to transfer the counter

contents to a memory location.

Under program control, the vehicle speed is computed from the counter contents as given below:

S¼ P

ksτ

where ks is the speed sensor constant given above in Eq. (8.30).

The computer reads the number P in the binary counter and then resets the counter to zero to prepare

it for the next count. After performing computations and filtering, the computer generates a signal for

the display to indicate the vehicle speed. Although it is possible to display vehicle speed numerically, it

is normally desirable to present speed using either a galvanometer-type analog display or a display that

simulates an analog scale/pointer (e.g., FPD). A digital display can be directly driven by the computer.

Either mph or kph may be selected. If an analog display is used, a D/A converter must drive the display.

Both mph and kph usually are calibrated on an analog scale. A FPD is now commonly used for dis-

playing such measurements. This display has sufficient flexibility and detailed resolution that graphic

data or electronic maps can be shown to the driver as explained earlier.

The data required for such displays can, for example, be transmitted via an IVN link (e.g., CAN, as

explained in Chapter 9) between the various onboard electronics systems. In the next chapter, we dis-

cuss high-speed intermodule digital communication systems.

TRIP INFORMATION FUNCTION OF THE SYSTEM
One of the functions of the electronic instrumentation computer is the trip information subsystem. This

system has a number of interesting functions and can display many useful pieces of information, in-

cluding the following:

1. Present fuel economy

2. Average fuel economy

3. Average speed

4. Present vehicle location (relative to total trip distance)

5. Total elapsed trip time

6. Fuel remaining

7. Miles to empty fuel tank

8. Estimated time of arrival

The trip information computer analyzes fuel flow, vehicle speed, and fuel tank quantities and then cal-

culates information such as miles to empty, average fuel economy, and estimated arrival time. In the

present chapter, English units are used because in the United States, these are the preferred units. The

trip information subsystem in present-day vehicles is an extension of what was once a stand-alone

computer-based system that could perform the functions listed above and that had a means (in some

vehicles) for input of information by the driver (e.g., via a special keyboard). The following discussion

of an exemplary trip information function is based on the assumption that the vehicle has a GPS-based

navigation system.
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A block diagram of this system is shown in Fig. 8.39. Not shown in the block diagram are IVN,

MUX, DEMUX, and A/D converter components, which are normally part of a computer-based

instrument.

This system is assumed to be implemented as a set of special functions of the main automotive

instrumentation system.

The vehicle inputs to this system come from the three sensors that measure the following variables:

1. Quantity of fuel remaining in the tank

2. Instantaneous fuel flow rate

3. Vehicle speed

Other inputs that are obtained by the computer from the navigation system include the following:

1. Starting location

2. Present position

3. Travel route along the electronic map

The driver enters inputs to the system through the TS capable FPD. At the beginning of a trip, the driver

initializes the system and enters the destination and fuel cost. At any time during the trip, the driver can

use the FPD to ask for information to be displayed.

The system computes a particular trip parameter from the input data. For example, instantaneous

fuel economy in miles per gallon (MPG) can be found by computing

MPG¼ S= _F

where S is the speed in mph and _F is the fuel consumption rate in gallons per hour.

Of course, this computation varies markedly as operating conditions vary. At a steady cruising

speed along a level highway with a constant wind, fuel economy is essentially constant. If the driver

FPD with TSFuel
quantity
sensor

Fuel
flow

sensor

Car
speed
sensor

Computer Display

FIG. 8.39 Trip information system block diagram.
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then depresses the accelerator (e.g., to pass traffic), the fuel consumption rate temporarily increases

faster than speed, andMPG is reduced for that time. Various averages can be computed such that instant

fuel economy, short-term average fuel economy, or long-term average fuel economy can be displayed.

Another important trip parameter that this system can display is the miles to empty fuel tank, D.
This can be found by calculating

D¼MPG �Q (8.31)

where Q is the quantity of fuel remaining in gallons. Since D depends on MPG, it also changes as op-

erating conditions change (e.g., during heavy acceleration). In such cases, the calculation of miles to

empty based on the above simple equation is grossly incorrect. The estimate of D for transient driving

conditions (e.g., urban driving) can be improved relative to Eq. (8.31) by using short-term time-average

values of MPG. However, this calculation gives a relatively correct estimate of the miles to empty for

steady cruise along a highway in which operating conditions are mostly constant.

Still another pair of parameters that can be calculated and displayed by this system is distance to

destination,Dd, and estimated time of arrival, ETA. The calculation ofDd is accomplished by summing

the distances along each segment of the route being followed using the data from the digital map. The

digital map data have been explained earlier in this chapter to have vector positions at a sufficient

number of points along the route, which we denote as �P nð Þ to be able to plot the route. For straight

roads only, the beginning and end vector positions are necessary. For curved portions of the route,

a number of vector positions are required. The distance between any two consecutive vector points,

for example, �P mð Þ and �P m + 1ð Þ is given byDm,n, which is the L2 norm of the vector difference between

these points:

Dm,n ¼ �P m + 1ð Þ� �P mð Þk k
Assume that the vehicle present position �Pv is between these two vectors. The total distance to the des-

tination Dd from that position is given by

Dd ¼ �P m+ 1ð Þ�Pvk k+
XN

n¼m+ 1

�P n + 1ð Þ� �P nð Þk k (8.33)

where �P Nð Þ ¼ destination vector position.

In one example algorithm, the ETA can be found by computing the sum of time intervals along all

remaining trip segments using published speed limits to estimate vehicle speed:

ETA¼ T1 +
�P m+ 1ð Þ� �Pvk k

Sa
+

XN
n¼m+ 1

�P n + 1ð Þ� �P nð Þk k
SLn

(8.34)

where Sa¼actual present speed, SLn¼ speed limit along segment from n to n+1, and T1¼present time.

The actual speed along the trip is influenced bymany factors including driver-selected speed, traffic

congestion, and road construction. Of course, drivers do not always necessarily maintain speed

limits. It is possible to have adaptive algorithms that adjust ETA to trends in vehicle speed, particularly

on segments of the routes that are on highways and along which drivers might travel somewhat

above the local speed limit. Other adaptive algorithms are possible for navigation systems that obtain

traffic and road construction data from a communication infrastructure as described in Chapter 9. Such

adaptive algorithms can replace SLn in ETA calculations with a better estimate of actual speed.
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The average fuel cost per mile (at any point on any given trip) Cav can be found by calculating

C¼ DP=MPGð Þ � fuel cost per gallon
where Dp¼distance traveled from the start to the present position.

For a traditional vehicle that lacked GPS and associated navigation capability, the computer could

roughly estimate the distance traveled to the present location DP by subtracting the start mileage, D1

(obtained from the odometer reading when the trip computer was initialized by the driver), from the

odometer mileage, and use this DP to calculate Cav. However, the position information DP and trip

starting location are found in vehicles that are equipped with GPS/digital map navigation systems more

accurately than with the traditional trip computer. The other variables discussed above can be com-

puted using the formulas given and where applicable, with navigation data.

In summary, vehicular electronic instrumentation displays important variables and parameters that

are important for safe vehicle operation and for advising the driver of the state of each system whenever

certain variables are out of limits. In addition, the measurement instrumentation obtains data required

both for successful operation of the various electronic systems and for diagnosing problems with the

various vehicular systems.
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Communication with vehicles (while moving) began with the introduction of AM radio receivers in the

1930s. In this same general era, two-way radio communication via radio was used by law enforcement

agencies. The evolution of civilian two-way radio communications advanced relatively slowly until

the introduction of cellular phones. Initially, they were often referred to as bag phones since they were

relatively bulky and packages in bags. The early cellular phones (now just called cell phones) had

telephone-type handsets. It is widely known that the advances in cell phone technology have been very

rapid. It is also well known that cell phone communication requires an infrastructure of multiple cell

phone transceiver stations (called cell towers). Other wireless communications betweenmoving vehicles

and multiple fixed or moving (i.e., satellite) transceivers are developing and have been developed. In

this chapter, we refer to such communication as vehicle to infrastructure (often abbreviated as (V2I)).

Similar communication between sets of moving vehicles will be termed vehicle to vehicle and

abbreviated (V2V). There are many applications to both V2I and V2V including vehicle safety and

vehicle monitoring (e.g., truck fleet monitoring), which are discussed below in this chapter.
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There is another very important application of communication technology, however, within any

given vehicle (which we term in-vehicle communication (IVC)). This communication has multiple

applications including exchange of data or status between vehicle systems or subsystems, diagnosis

on board the vehicle of problems that have developed with the various electronically controlled

systems, and optimization of overall vehicle performance.

To this point in the book, the various automotive electronic systems have been discussed as stand-

alone systems. It has been presumed that each system or subsystem was configured with its own elec-

tronic control subsystem. In certain high-end vehicles, there are approximately 100 microcontrollers/

microprocessors performing various tasks. The internal vehicle communication system forms a

network within the vehicle leading to the possibility of shared computational capabilities and in

extreme case (not yet commercially available) a single computational unit that could, in principle,

perform all necessary computations. Moreover, it could optimize the interaction of certain subsets

of individual vehicle electronic systems and improve overall vehicle performance. Such a network

is termed in-vehicle network (IVN).

The notion of centralized versus distributed computing was an issue in aerospace vehicles (parti-

cularly fighter jets) in the days inwhich digital computationwas first employed for control or instrumen-

tation. However, in the case of distributed computation, any hardware failure or software glitch often

would affect onlyone system,whereas, in thecaseof centralizedcomputing, the entire electronic systems

were affected by failures. Of course, in aerospace application, protection of the vehicle against a serious

failure of a component was mitigated by system redundancy (normally in triplicate). This issue is also

present in the design choice of centralized versus distributed computing capability for land vehicles.

IVN
Nonetheless, the benefits of networking land vehicle electronic systems far outweigh any potential

benefits of isolated individual systems. The topology of a hypothetical system is depicted in

Fig. 9.1. This configuration does not represent that of any particular vehicle model, but depicts the type

of interconnection possible with an IVN. Most of the individual systems that are depicted have been

discussed elsewhere in this book except for the comfort and entertainment systems and the system

manager. The latter (when present in an IVN) provides control over the digital data link that provides

the in-vehicle communication pathway, which is explained later in this section.

This system requires a set of momentary contact switches for inputs or a keyboard (KB) or a similar

input device (e.g., touch pad) for operator control. The driver can, for example, select to display the

entertainment system operation. This display mode permits the driver to select radio, tape, or CD and to

tune the radio to the desired station and set the volume. In vehicle diagnostic mode, the flat-panel

display can be configured to display the parameters required by the service technician for performing

a diagnosis of any onboard electronic system (see Chapter 11).

In Fig. 9.1, several electronic subsystems are connected by the digital data link. Tying systems to-

gether this way has great potential performance benefits for the vehicle. Each automotive subsystem

has its own primary variables, which are obtained through measurements via sensors. A primary var-

iable in one subsystemmight be a secondary variable in another system. It might not be cost-effective to

provide a sensor for a secondary variable to achieve the best possible performance in a stand-alone

subsystem. However, if measurement data can be shared via the digital data link, then the secondary
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measurement is potentially available for use in optimizing performance. Furthermore, redundant sen-

sors for measuring primary variables can be eliminated by an integrated electronics system for the ve-

hicle. For example, wheel speed measurements are primary variables for ABS systems and are also

useful in electronic transmission control, vehicle speed display, and others and are useful for such ap-

plications as trip computer or fuel range.

Any networking for IVC involves digital communication systems having both a specific hardware

requirement and the software for controlling this communication. The physical link connecting

vehicular electronic systems can have many forms. This link is termed a bus or, often, a medium.

In addition to the physical bus, there is also a specific set of requirements for the format of any message

that is sent along the bus. This format and all specifications for it are termed the protocol for the system.

There are several IVN configurations and protocols for application in land vehicles. Each has a very

precise set of specifications for the hardware and message format. In this chapter, a number of IVN

systems are discussed and compared with respect to performance and cost.

There are several components that are common to all types of IVNs. The bus for each is either a wire

or a pair of wires or optical cable that passes through the vehicle close enough to all relevant electronic

systems/subsystems to connect to them. In addition, there must be an interface between the bus and

each device capable of receiving or transmitting messages to the device. In certain cases, there is a

separate digital bus controller that determines how each device is enabled for sending a message.
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Driver
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Engine/transmission
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Digital data link
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FIG. 9.1 Representative in-vehicle communication topology.
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There are two major strategies for determining individual device access to the bus for sending

messages: (1) time-division multiplexing in which each device has a specific time interval in a com-

plete cycle or (2) event-driven access in which a device transmits a message when a specific event

occurs. In this latter case, it will frequently occur that two or more devices transmit simultaneously

such that their messages overlap. When this occurs, the bus controller (if one exists) determines priority

and sends commands for the devices to repeat sending the event-driven messages.

In the absence of a bus controller, some form of network arbitration is required for determining the

priority of the use of the IVNwhenever there is conflict between subsystems for its use. This arbitration

feature can be handled by the system manager subsystem (see Fig. 9.1) if one exists in the system or is

automatic in other cases.

One of the characteristics of an IVN is that messages are sent in a serial mode. Each message is

digital and consists of multiple fields. One field is an identifier, another field contains data, and the

remaining fields are IVN-specific and are discussed below for each IVN presented in this chapter.

CAN
We begin with an IVN that is called controller area network (CAN). This IVN was developed for

vehicle use in the 1980s and has broad application in automotive systems including power train,

suspension, and braking systems among other vehicle model-specific systems.

Essentially, CAN IVN provides a sophisticated communication system between various subsys-

tems. Among the issues of importance for such a communication system are the protocol and message

format. It is highly advantageous to have a standard protocol for all automobiles. The Society of

Automotive Engineers (SAE) has developed a standard specification for CAN. The CAN IVN

operates asynchronously at a data rate of up to 1 mbps for a distance of 40 m.

The basic message structure is derived assuming that the majority of data on the link are regularly

sent. This means that the content of each message is known (only the actual data vary). The standards

and specifications for the CAN network are given in a document published by SAE, which is given the

designation (in the latest version at the time of this writing) J-2284-3.
In the CAN concept, each electronic subsystem that is connected to the CAN (called ECU in

J-2284-3) incorporates communication hardware and software, permitting it to function as a commu-

nication module referred to as a gateway. CAN is based on the so-called broadcast communication

mechanism in which communication is achieved by the sending gateway (which we call a transceiver)

transmitting messages over the network (e.g., wire interconnect). Each message has a specific format

(protocol) that includes a message identifier. The identifier defines the content of the message, its

priority, and is unique within the network. In addition to the data and identifier, each message includes

error-checking bits (e.g., cyclic redundancy check CRC) and beginning and end-of-file bits. In the most

recent version of J-2284-3, the message identifier is 29 bits.

The CAN communication system has great flexibility, permitting new subsystems to be added to

an existing system without modification, provided the new additions are all receivers. Each system

connected to CAN may be upgraded with new hardware and software at any time with equipment that

was not available at the time the car left the manufacturing plant or even when it left the dealer.

Essentially, the CAN concept with its open architecture frees the development of new telematics ap-

plications from the somewhat lengthy development cycle of a typical automobile model with the help

of AUTOSAR. Furthermore, it offers the potential for the aftermarket addition of new subsystems.
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The SAE J-2284-3 standard is a recommended practice document (one of many published by SAE)

that defines the CAN protocol in terms of its physical layer and portions of the data link layer, message

format, etc. It primarily focuses on a minimum standard level of performance from the CAN IVN

implementation by any automotive manufacturer. All of the ECU’s associated media are to be designed

to meet component level requirements. By meeting component level requirements, the system level

performance requirements are assured.

Physically, the CAN consists of a twisted pair of wires CAN_H and CAN_L whose voltages are

specified by a pair of states: (1) dominant state and (2) recessive state. The CAN_H bus wire is fixed

to a mean voltage level during the recessive state and is driven positive during the dominant bit state.

The CAN_L bus wire is fixed to a mean voltage level during the recessive state and driven in the

negative voltage direction during dominant bit state.

The recessive state is represented by an inactive state differential voltage (Vdiff) between CAN_H

and CAN_L that is approximately 0. The recessive state represents a logic 1-bit value. The dominant

state is represented by a differential voltage between CAN_H and CAN_L greater than a minimum

threshold value. The dominant state overwrites the recessive state and represents a logic 0-bit value.

These voltages are depicted in Fig. 9.2.

Fig. 9.2A shows the individual voltages on the two lines. The differential voltage is depicted in

Fig. 9.2C. The rejection of EMI is shown in Fig. 9.2B in which the differential voltage Vdiff is unaffected

by EMI, which changes both CAN_H and CAN_L by the same amount.

The SAE J-2284-3 standard gives a number of definitions of terms by which the CAN IVN can be

understood. The term “media” refers to the physical structure/configuration that conveys the electrical

transmission between ECUs on the network and as stated above is an unshielded twisted pair of wires.

The term “physical layer” refers to the transmission of a bit stream over the physical media and deals

with electrical, mechanical, functional, and procedural characteristics to access the physical media. The

term “protocol” refers to a set of conventions for the exchange of information between ECUs on the

CAN. It includes the specification of frame administration, frame transfer, and the physical layer.

In this context, the frame is the formal arrangement of the sequence of bits over a specified time interval

that constitutes the message.

The message format includes a message identifier (formerly 11 bits but later 29 bits). The actual

encoding of the identifier is manufacturer-specific. The identifier defines the content of the message

and its priority. The message also includes a field for the information being sent in the form of

8 data bytes. A set of error-checking bits is also included that might be of the form of “check sum”

of the bits.

The CAN is capable of supporting data transfer between ECUs from a minimum of two to a

maximum of 24. The topology of the CAN is depicted in Fig. 9.3, which illustrates a CAN with

N ECUs.

The configuration of the CAN shown in Fig. 9.3 includes a connection to an off-board diagnostics

tool (ECUN-2) via a data link connector (DLC). Each ECU is connected to the CAN via a stub whose

length (L1) must satisfy

0< L1 � 1m

The stub length to the DLC L2 has the same requirement as L1. The off-board stub length (L3) must

satisfy

0< L3 � 5m
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The distance between and two ECUs including cable stubs (d) must satisfy

0:1� d� 33m

The CAN must be terminated at either end with a resistance RL that has tolerance range

118�RL � 132Ω

The nominal value for RL is 120 Ω. This resistance is connected between CAN_H and CAN_L wires.

In addition, each ECU must present no more than 100 pF capacitance to ground and no more than

50 pF differential.

The physical media parameters for an unshielded twisted pair are also given in SAE J-2284-3.

The characteristic impedance of the twisted pair zo must satisfy

108� z0 � 132Ω

The resistance/unit length Rlmust be less than 0.070 Ω/m. The propagation delay for the media must be

less than 5.5 ns/m. The basic CAN bit time requirements are a critical specification. In SAE J-2284-3,

the bit time (tbit) must satisfy 1990� tbit�2010 ns. A further constraint is that the nominal bit timemust

be a programmable multiple of the system clock period. For precise timing details, the reader is referred

to SAE J-2284-3.

The SAE J-2294-3 also has specific requirements concerning electromagnetic compatibility.

The electromagnetic radiation from the CAN and susceptibility to interference from other CAN

electronic/electrical systems is specified in the SAE J-2284-3 standard. It is typical of SAE standard

documents (including J-2284-3) that they evolve over time to accommodate technology advances and

changes resulting, for example, from government-mandated regulatory changes. Regardless of such

evolution, the basic concepts for the CAN network will remain the same.

The interface electronic block diagram is depicted in Fig. 9.4. In this figure, the CAN transceiver

and controller are commercially available chips. The microcontroller refers to the ECU3 depicted in

Fig. 9.3 and controls the vehicular electronic system connected to the CAN bus as shown above. Also

shown in Fig. 9.4 are the 120 Ω bus termination resistors (denoted RT).

CAN BUS TRANSCEIVER
The CAN bus transceiver is a commercially available integrated circuit that handles the exchange of

data between modules that are connected to the bus. It has a pair of terminals with one connected to the

CAN_H line and the other to the CAN_L line. It is capable of both receiving and transmitting data along

the CAN bus. For an understanding of its operation, it is helpful to refer to Fig. 9.5, which depicts the

CAN_H and CAN_L voltage waveforms associated with a pair of modules S1 and S2.
In this figure, the time axis shows that successive bit times are alternately recessive or dominant. For

convenience, each bit time is depicted as 1 μs duration. The graphs labeled Txn or Rxn are the logic

levels for transceiver in depicting what that transceiver is sending onto the bus (i.e., Txn) and receiving
from the bus (i.e., Rxn). These two line voltages are shown together in the graph whose ordinate is

labeled VCAN. The voltage on CAN_H is denoted as VCH and is given by the solid line, and on CAN_L,

the voltage is denoted as VCL and is given by the dashed line. During the recessive time bits, the two

voltages are approximately equal:

recessive VCH ’VCL ’VCC=2
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During the dominant time bit when a device is transmitting, the two voltages are given by

dominant

VCH ¼VCC

2
+
δV

2

CCL ¼VCC

2
�δV

2

The differential voltage (Vdiff) during the active dominant time bit is given by

Vdiff ¼VCH �VCL

¼ δV

An international standard calls for the minimum value of δV to be 1.5 V. During recessive bits, both

Txn and Rxn are logic high. For the two modules whose voltages are depicted in Fig. 9.5, the receiver

logical states (Rx1 and Rx2) during the first dominant time bit are both low. Each transceiver generates

the corresponding electrical signal in response to the VCH and VCL during dominant time bits.

Control of the transceiver is done by a microprocessor-based subsystem (or IC). There are commer-

cially available integrated circuit CAN bus control devices. The IC manufacturer normally also

has available development system that permits the user to program it to fit the IVN requirements.

However, it is also possible to implement this control as a part of the vehicle system controller.

Microcontroller

CAN controller

CAN transceiver

Tx0

Ts0 Rs0 Rs1 Rs 5 V

Tx1

Bus termination Bus termination

CAN bus lines

CAN_H

CAN_H

CAN_L

CAN_L

Rx1Rx0

Vcc

RT RT

Gnd
100 nF

FIG. 9.4 CAN interface block diagram.
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CAN ELECTRONIC CIRCUITS
Fig. 9.6 depicts a representative circuit for a CAN transceiver. The upper portion of Fig. 9.6 containing

two FETS is representative of the transmit circuitry, and the lower portion of Fig. 9.6 with an

operational amplifier (op-amp) is representative of the receiver circuitry. In an ideal case during the

recessive state, the voltages on both CAN wires would be Vcc/2 with Vdiff¼0. In the dominant state,

Vdiff¼δV. In this case, the dominant state would correspond to Vdiff>0. However, in practice with

multiple nodes on a CAN network, there can be times when a small difference Vdiff exists in a recessive

state due to small fluctuations and small but nonzero interference/noise.

In practical CAN applications, it is helpful to require Vdiff to exceed a threshold Vth to correctly

identify dominant state and to minimize the probability of errors in the two states. In the representative

receiver circuit of Fig. 9.6, this goal is achieved with the use of a zener (Z) diode in the output of an

op-amp comparator circuit connected to CAN_H and CAN_L. It can be shown with reference to the

discussion of operational amplifier circuits from Chapter 2 that voltage vo is given by

vo ¼VCH
Rf

Rs
+ 1

� �
Rs

Rs +R1

� �
�VCL

Rf

Rs

with R1 chosen to be

R1 ¼R2
s=Rf

Tx1

Tx2

Rx1

Rx2

VCAN

Vdiff

Recessive RecessiveDominant Dominant

4321
tm (s)

dV dVS

dV /2
dV /2

FIG. 9.5 CAN voltage waveforms.
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vo is given by

vo ¼GVdiff

where

G¼Rf =Rs

The voltage vR across the resistance R3 connected between the zener anode and ground is given by

vR ¼ 0 vo <VZ

¼GVdiff �VZ vo �VZ

where VZ ¼ zener voltage.

The threshold voltage for correctly detecting dominant state and not incorrectly detecting recessive

state is determined by the parameters G and VZ. For example, if the threshold voltage was chosen to be
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FIG. 9.6 Illustrative CAN transceiver circuitry.
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1/2 δV, Vdiff would be at Vth¼1/2 δV, which would occur during the dominant state, and VR would be

0 at Vdiff < Vth and would transition as Vdiff across the threshold such that

GVth ¼VZ

¼GδV=2

The parameters Rf and RS should be selected such that

G¼ Rf

RS
¼ 2Vz

δV

At the time during the transition from recessive to dominant occurs, the final value for VR in the

dominant state is denoted as VRD which is given below:

VRD ¼GδV�VZ

The gainGx of the amplifier that is connected to resistanceR3 chosen such that Vx corresponds to logic 1

where

Vx ¼GxVRD ) logic 1

However, since the dominant state corresponds to logic 0 in CAN protocol, the output Vx must be

inverted logically as depicted in Fig. 9.6 by the inverter (Inv).

The transmit portion of the circuit consists of a control section with two output control voltages C_H

and C_L each connected to an FET. It should be noted that the circuit symbols for the FETs are

not standard. It is left as an exercise for the interested reader to redraw FET-H and FET_L using

the symbology and the theory or enhancement mode FETs to determine the channel polarity, the source

and drain terminals for these two transistors based on the following description of their operation.

During the recessive state, the FET transistors are in cutoff (i.e., virtually open circuit). The CAN_H

and CAN_L lines are both held at voltage VCC/2 by the pair of voltage dividers (i.e., series-connected

resistances R connected between VCC and ground). During dominant state, the control voltages drive

the FET transistors into saturation such that

VCH ¼VCC�VZH

VCL ¼VZL

)
Dominant state

where
VZH ¼ zener voltage of ZH

VZL ¼ zener voltage of ZL

The zener voltages satisfy the requirements for the voltages on CAN_H and CAN_L during the

dominant state such that Vdiff ¼ δV meets the minimum δV requirement.

One of the significant issues for a CAN IVN, especially under event-driven configurations, is the

requirement to deal with simultaneous transmission from two or more vehicle systems. The process of

handling such an occurrence is known as arbitration. The electrical result of simultaneous transmission

by a pair of CAN bus transceivers can be seen with reference to Fig. 9.5. During the bit time from T3 to
T4, both Tx1 and Tx2 are active. The differential voltage during this interval is denoted as δVS in Fig. 9.5.

With reference to the sending circuitry of Fig. 9.6, it can be seen that the output transitions of both

transceivers are active, thus acting in parallel resulting δVS > δV. Although δVS is only slightly larger

than δV, this result can be used during arbitration.
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ARBITRATION ON CAN
Arbitration on the CAN IVN does not require a master node or bus regulator. Rather, arbitration is

accomplished automatically during the identifier field of a frame. Each node on the CAN, when

attempting to transmit data, receives the bits on the bus during the ID portion of a cycle. The transmi-

ssion of data on the bus is only enabled if the bits on the bus during ID exactly match the device’s ID

bits. Whenever two or more nodes are attempting to transmit, the bus effectively performs the AND

operation on the bits.

During transmission of ID bits, a dominant bit (logic 0) overwrites a recessive bit (logic 1). When-

ever two nodes attempt to transmit, each node monitors the bus state. At any bit time in the sequence of

ID bits transmitted, a node that detects a mismatch between its transmitted bus and the bus bit, it ceases

transmission. Since logic 0 is dominant, the device with the lowest binary identifier effectively has the

highest priority.

LOCAL INTERCONNECT NETWORK (LIN)
The CAN IVN has been widely used in automobiles for connecting systems such as power train,

suspension, and steering. However, there are vehicular applications requiring far less capability

(e.g., bandwidth) and are less costly than CAN. One of these is the local interconnect network

(LIN) discussed next.

The LIN IVN is the least costly of the networking systems available for vehicle application and

operates at data rates that are much smaller than for the CAN IVN and, in fact, provides a complement

to an existing CAN IVN. However, its applications require far less speed and include such systems as

door lock, window operation, engine cooling fan, HVAC motor control, light switches, interior light-

ing, seat position motor control, wiper control, interface to radio, navigation, and phone. It is a

synchronous network with 20 kbps maximum rate and operates over a single wire with a serial

communication protocol based upon the UART protocol. It operates at a nominal voltage of 12 V,

but the power supply voltage (e.g., vehicle electrical bus) can be between 7 and 18 V.

The LIN IVN consists of a master node with multiple slave nodes. The master controls the LIN bus

access synchronously so there are no simultaneous slave accesses (i.e., collisions) and no arbitration is

required. Furthermore, all latency times are fixed. The LIN protocol has recessive and dominant states

similar to those in the CAN protocol.

As in the case of the CAN IVN discussed above, each system/subsystem connected to LIN requires

a transceiver. There are many commercially available transceiver IC’s that function together with or

include a microprocessor as a part of a node. Fig. 9.7 is a composite block diagram/circuit of a master

node and a slave node as indicated by the dashed connection labeled slave. In the slave node, the master

pull-up is not present. In the master node, the dashed connection to the vehicle system is not necessarily

present and depends on the vehicle electronic system’s configuration.

The components inside the dashed-line box constitute the transceiver portion of this composite

block diagram/circuit. Included in the receiver portion of the transceiver components is a comparator

(comp) that has been explained in Chapter 2. Resistors labeled Rc are a voltage divider that places a

specific reference voltage of Vsup/2 on pin 1 of the comp. The LIN bus is connected to pin 2, and the

output switches state as the LIN bus voltage crosses the reference voltage yielding an output voltage
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corresponding to logic levels for either dominant (low) or recessive (high) states. This output is the

received signal from the LIN bus that is connected to the LIN bus controller. The comp output is

Rxn and is sent to the microprocessor-based LIN controller.

In the master node, the LIN bus controller provides necessary signals to the transmitted portion of

the circuit for its operation. It generates an output Txn that is supplied to the gate of the FET shown in

Fig. 9.7. The FET drain D is connected to the LIN bus along with a pull-up circuit consisting of diode

DM and resistor RM. The pull-up circuit holds the LIN bus high (recessive) until the Txn signal drives the
transistor to saturation, thereby lowering the LIN bus (to dominant state).

A slave node configuration is also depicted in Fig. 9.7. However, for the slave node, the master

pull-up circuit is not present. Furthermore, the slave node LIN bus controller is connected via a

communication bus (dashed lines in Fig. 9.7) to the vehicle system being served by that node.

The vehicle LIN IVN topology is depicted in Fig. 9.8. Data are transferred across the bus in

messages having a specific format but with lengths that are selectable. Message transfers from
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FIG. 9.7 Master and slave nodes block diagram.
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master-to-slave, slave-to-master, or slave-to-slave. Message exchange begins with the master sending a

so-called header consisting of (1) a synchronization break, (2) a synchronization byte, and (3) identi-

fication byte. The slaves respond with a data frame of between 2 and 8 data bytes followed by a

check sum byte.

There are two bus states in the LIN protocol that are called active and sleep models. All nodes are in

the active state, while data are on the bus. After a given time interval, the nodes enter the sleepmode but

are triggered back to the active node by a frame known as WAKEUP. The master can issue WAKEUP

from a programmed schedule. Any of the slaves can also transmit WAKEUP when the vehicle system

software requires the activity, provided that the particular node has a transceiver with transmit

capability (i.e., FET, Rm, and Dm) as part of the LIN system design.

There are a great many details of the LIN protocol that are beyond the scope of this book. The

interested reader can obtain the LIN specifications Rev 2.2a from http://www.linsubbus.de.

FLEXRAY IVN
Another IVN is called FlexRay. This IVN has higher data rates than CAN but is more expensive to

implement. It was developed early in the first decade of the 21st century by a consortium of automobile

manufacturers. Its intended applications were for relatively high-performance vehicle systems needing

high-speed communication, high reliability, and fault tolerance for safety (e.g., adaptive cruise control

and drive-by-wire).It is a fault tolerant IVN with a data rate of 10 mbps. Not only a FlexRay bus driver

can be configured for two separate data buses each consisting of a pair of twisted wires (similar to

CAN), but also it can be configured for an optical bus. The twisted wires offer significant reduction

in EMI susceptibility (similar to the CAN bus as explained in the section on CAN).

The FlexRay network topology can be of either a so-called multidrop topology or a star configu-

ration. The multidrop topology is similar to CAN or LIN configurations in that the bus is connected to

individual nodes with stubs or branches connecting the node to the bus.

The star topology consists of a group of nodes connected to a central active node via stubs/branches.

The star configuration has reliability benefits relative to the multidrop topology since the failure of one

segment allows the remaining system to continue functioning. These two topologies, in which each

block representing a vehicle system has a label S, are depicted in Fig. 9.9. In the star topology, this

system Sij is the jth vehicle system connected to active node ANi.

The two-wire FlexRay bus must be terminated at each end with a resistance that matches the chara-

cteristic impedance of the two-wire transmission line. Normally, each end is terminated in a resistance

of 47.5 Ω.
The actual physical connection to the FlexRay bus is via a bus driver IC that provides differential

transceiver capability with one pair of terminals labeled BP and BM, respectively. It also is connected

to a protocol controller that is then connected to the vehicle system microcontroller.

The bus driver IC contains a number of electronic components including a transmitter, a receiver,

a control module, wake-up detection, bus error detection, and modules that determine the mode of

operation and send or receive data from the system for which it provides the connection to the bus.

This IC has two modes of operation: normal mode and standby mode. During normal mode, data

can be exchanged at high rates. During standby mode, communication is stopped, and the device

has very-low-power consumption.
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During normalmode operation, the bus voltagesVBP andVBM, which are the voltages of wiresBP and

BM, respectively, can have three states: idle, bit 0, and bit 1. During an idle bit time, these voltages are

VBP ¼VCC

2
¼VBM

The voltage difference Vdiff is

Vdiff ¼VBP�VBM ¼ 0

During a bit 0, these voltages are

VBP ¼VCC

2
�δV

2

VBM ¼VCC

2
+
δV

2

Vdiff ¼�δV

and during a bit 1, they are

VBP ¼VCC

2
+
δV

2

VBM ¼VCC

2
�δV

2

Vdiff ¼ δV

The magnitude of δV is specified in the FlexRay protocol. Fig. 9.10 depicts the three bus states in

normal mode. During the standby mode, both BP and BM are essentially zero.

S1 S2

S3

S12 S11 S21 S22

SN

SN1 SN2

SN

SN4SN5S24S23S15S14

S13 ANNAN2AN1

(A)

(B)

FIG. 9.9 FlexRay topology. (A) Multidrop topology and (B) star topology.
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The communication cycle for a FlexRay IVN is the pattern for the time-domain multiplexing areas

(TDMA) data format. The duration of the cycle is set during the network design process and is mostly

in the range of 1–5 ms. Within each cycle, there are four main parts: (1) static segment, (2) dynamic

segment, (3) symbol window, and (4) the network idle time. Each segment consists of a number of

discrete-time slots. The static segment has slots assigned to specific vehicle systems that transmit data

or receive data during the assigned slot. Deterministic data of this sort with a fixed latency are important

for the operation of the associated vehicle system. The dynamic segment is used for exchange of event-

based data and is somewhat similar in operation to the CAN IVN. Such a segment is useful in vehicles

that have a number of relatively low-speed-noncritical systems and provide more time slot availability

for the static segment. This dynamic segment is of a fixed predetermined length, thereby limiting the

maximum number of event-driven data exchanges per cycle. The time slots in the dynamic segment are

much smaller in duration than in the static segment and are termed minislots. The highest priority

systems have minislots near the beginning of the dynamic segment. During the assigned minislot,

the system ECU has a short interval to send data. The dynamic segment involves a mechanism similar

to CAN arbitration.

The symbol window of each FlexRay cycle is used partly for system maintenance and partly to

identify certain special cycles (e.g., start-up cycle). The network idle time is predetermined during

the network design phase. The ECU of any system can use this time to make minor adjustments in

timing as needed.

Bus error detection is accomplished via a module within the bus driver IC. There is also a so-called

bus guardian that can protect the associated system from interference.

Each slot of a static or dynamic segment is divided into subsegments constituting a FlexRay frame

and includes header, payload, and trailer. The header is 40 bits in length and contains 5 bits for status,

11 bits for frame ID, 7 bits for payload length, 11 bits for header CRC, and 6 bits for cycle count. The

frame ID specifies the slot in which the frame is to be transmitted (static) and prioritizes event-triggered

frames (dynamic). The payload length specifies the number of words (16 bit) that are transferred. The

header cyclic redundancy check (CRC) is used to detect transfer errors. The cycle count advances by 1

each time a cycle starts. The payload is the actual data being transferred during the frame with a

maximum of 254 bytes. The trailer has three consecutive 8-bit CRCs that are used to detect errors.

Data 1Data 0Idle

Vbus

VCC δV
2

Idle
t

FIG. 9.10 FlexRay bus voltage states.
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There are many more details in the FlexRay protocol that are beyond the scope of this book. These

details are available from the FlexRay specifications that can be obtained online.

FLEXRAY TRANSCEIVER CIRCUIT
For the two-wire bus version of FlexRay, this transceiver must provide voltages to the two bus wires BP

and BM. These voltages are tristate (i.e., having three possible levels corresponding to idle, bit 1, and

bit 0) as described above. A representative circuit for the transmit portion of a FlexRay transceiver is

depicted in Fig. 9.11. In this circuit, there are two, nearly identical, output driver circuits: one for BP

and the other for BMwires. The voltages on the outputs of these subcircuits become the bus voltage BP

and BM. Each subcircuit incorporates a p-channel MOSFET labeled P and an n-channel MOSFET

labeled N in Fig. 9.11. The subscript for each label corresponds to the bus ID (i.e., P or M). During

the idle state, all four FETs are in high-impedance state, and the two bus voltages are maintained at

Vcc/2 by the pair of voltage dividers (i.e., resistances R).
The gate voltages of the FETs are determined in a transmit control block. During bit 1 state, the

p-channel FET Pp is driven to a low resistance, which causes the voltage on BP line to rise to the value

specified in FlexRay protocol, while the n-channel FET Np remains at high resistance. During bit 1,
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R

R
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FIG. 9.11 Representative FlexRay transmit portion of a transceiver.
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the p-channel FET PM is also driven to low resistance causing the voltage on BM to lower to the

corresponding protocol requirement. During bit 0, the n-channel FET NP is driven to low resistance

causing voltage BP to drop to the required level, and n-channel FET NM is driven low causing the

voltage on BM to rise to the required value.

A representative FlexRay receiver circuit in a FlexRay transceiver is depicted in Fig. 9.12. The two

wires of the FlexRay bus are connected to the inputs of a comparator circuit (comp). If required to

prevent loading of the bus, a pair of series resistances R are connected between the bus wires and

the comparator inputs. Examples of comparator circuits implemented with operational amplifiers

are presented in Chapter 2. If the BP lead is connected to a noninverting op-amp input, the input

impedance is sufficiently large that no series resistance is required. It also is possible to replace the

resistance R connected to BM with a unity-gain high-input-impedance operational amplifier. In this

exemplary circuit, the comparator output is connected to a zener diode cathode with the zener anode

grounded.

If Vdiff were exactly 0 V during the idle state, any polarity sensing comparator would suffice

for detecting bit 1 or bit 0. However, in practice, Vdiff can have small nonzero voltages due (e.g., to

interference/noise or loading). In this case, a comparator circuit with hysteresis would suppress false

detection of bit 1 or bit 0. During a bit 1 state, Vdiff ¼ δV>0, and the output of the comparator would

be the zener voltage (i.e., vo¼Vz for bit 1). The zener diode could be selected such that Vz corresponds

to logic 1. During bit 1, Vdiff ¼ �δV and the comparator output forward biases the zener diode such that

vo’0, which corresponds to logic 0.

MOST IVN
Another IVN that is used on some vehicle models is called the media-oriented system transport

(MOST). Unlike the previously discussed, IVNs, MOST is used for the interconnection of vehicle

information/entertainment systems. The MOST system consists of a master and slaves (up to 64) in

a logical ring topology. The preferred medium is a plastic optical fiber, although it can function with

a pair of twisted wires. There are numerous variants of MOST with different data rates identified as

MOST (N), where N is the data rate in megabits per second with N¼25, 50, 100, and 150. MOST also

can operate both synchronously and asynchronously.

The MOST protocol is similar in certain respects to the previously discussed IVNs. The physical

layer requires interface electronics to connect to the bus including a transceiver. It also has a network

interface controller (NIC) for handling the exchange of data between the system being served and the

BP

BM
R

R
+

–
Comp

VO

FIG. 9.12 Exemplary FlexRay transceiver receiver circuit.
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intended receiver system and providing the necessary format for transmission of data and responding to

messages it is to receive. The transfer and addressing of messages are done by the NIC.

MOST differs, however, from the previously discussed IVN protocols in that it has a greater data

rate than the others. It also differs in the class of vehicle systems that it serves. For example, the vehicle

systems on the MOST IVN include digital audio broadcast (DAB) receivers, a tuner for satellite digital

audio radio service (SDARS), mobile telephone, phonebook for the mobile telephone, navigation

systems, and graphic display devices.

The MOST transceiver incorporates an LED for transmitting light pulses along the optical fiber.

The operation of an LED is explained in Chapter 8. The wavelength of the light is in the red portion

of the visible spectrum at 650 nm. The LED is mounted in a structure built around the optical fiber such

that wherever the LED is activated with an electrical pulse a light pulse propagates along the optical

fiber MOST bus.

An example circuit illustrating the electrical drive for the LED is depicted in Fig. 9.13. One of the

NIC outputs is a sequence of bits B(k) at voltage levels corresponding to 1, 0. In Fig. 9.13, a transistor

(T1) (bipolar in this example, but it could be an FET) driver controls the current level of the LED

according to its specifications such that the intensity of the transmitted light pulse corresponds to

MOST protocol specifications. The LED is in the emitter-to-ground segment of the circuit. It should

be noted that the NIC has many other connections as described later in this section.

The MOST transceiver incorporates a PIN photodiode to receive optical data and convert them

to electrical signals. In Chapter 2, the physical configuration of a diode was explained to be a junction

between p-type- and n-type-doped semiconductor materials. The PIN diode has a thin layer of intrinsic

(I) semiconductor between a p-type and n-type sections as depicted in Fig. 9.14. The I layer creates an

expanded depletion region in the diode junction.

The PIN diode is fabricated with a transparent cover (C) such that input light can illuminate the

I layer. The PIN diode is reverse biased as depicted in Fig. 9.14. Each photon entering the junction

region creates hole-electron pairs. The number of such pairs is proportional to the intensity (I‘) of
the light illuminating the junction region. These charge carriers increase the reverse-bias saturation

current iS(I‘) in an approximately linear relationship to (I‘). Fig. 9.14B depicts a representative MOST

receiver circuit in which an internal supply voltage Vsup reverse biases the photodiode. The reverse

MOST
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Rb

VCC

RL
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LED

FIG. 9.13 Illustrative circuit for MOST LED.
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saturation current passes through a load resistance (R‘) creating an output voltage vo ¼R‘iS I‘ð Þ. This
voltage can be directly connected to the NIC receiver input provided that the amplitude during a light

pulse bit is sufficient to represent a logical level. If vo is insufficient, an amplifier can be placed between

R‘ and the NIC. It would also be possible to insert a logical inverter if any particular configuration

requires a light pulse to create a logic low.

A functional block diagram of a MOST IVN node is depicted in Fig. 9.15. Each node has intercon-

nection with the MOST bus via the device that is termed a transceiver in this section of the book to

relate this type of interface to those of other IVN protocols discussed above. The transceiver is
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FIG. 9.14 (A) PIN diode structure and (B) MOST receive circuit.
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FIG. 9.15 Functional block diagram of MOST node.

480 CHAPTER 9 VEHICLE COMMUNICATIONS



connected electrically to and controlled by the NIC, which, in turn, passes data to and from the MOST

bus to the vehicle system(s) being served by the node. TheMOST network requires a number of masters

for different functions that can be packaged together in one electronic system. One of the masters is

called a timing master. This master controls network timing and synchronization between the devices

on the network. There is also a so-called network master that does the network setup and allocates

addresses to the devices on the network. Another master, called the connection master, establishes

synchronous communication channels between the various systems. There also is a master called

the power master that continuously monitors all power supply operations. It also deals with power

on for the system and system shutdown.

Communication between vehicle systems that are connected to the MOST bus is done through the

function blocks (called F blocks in MOST protocol). The system sending the message does not require

it to have the address of the receiving system F block. The address and transfer of a message is done by

the sender NIC. If more than one vehicle system has the same F block, each will be given a separate

address by the master.

Data are sent along the MOST bus in digital frames. Each frame can be made up of three commu-

nication channels. One channel is the synchronous channel that can stream data. Another channel is the

asynchronous channel. This channel handles packed data with relatively large data block size with

relatively large bandwidth. There also is a channel called the control channel. This channel is for

event-driven transmission. It operates with relatively low bandwidth 10 kbps. It normally involves

relatively short length.

The MOST protocol there are a number of frame bit sequence configurations. As an illustration, we

consider a MOST 50 frame. It consists of 128 bytes on 1024 bits. The first 11 bytes are the header that

includes a descriptor of the boundary between synchronous and asynchronous data and 4 bytes of

control channel and an administrative section. The next data area is 117 bytes long and consists first

of synchronous data and the next of asynchronous data. The boundary between these two channels is

variable, which is the reason the boundary descriptor is required. The system administration portion of

the header has a number of functions. One function involves recognition in delays associated with

conversion between optical and electrical data. The delay in any node has one value for an active node

and another for a passive one. The system must incorporate these delays when controlling exchange

of data. In addition, unused channels can be detected. The system administration in the master can

reallocate channels.

The optical medium has the advantage of EMI immunity. Also, the fiber is lighter in weight than a

corresponding wire bus. However, the maximumworking temperature is 85°C, which precludes the use
of optical fiber in the engine compartment. Nevertheless, the infotainment applications of the MOST

protocol do not require it to be used in high-temperature regions of the vehicle.

There are many details of the MOST protocol that are beyond the scope of this book. The interested

reader can learn any level of detail of interest by consulting the MOST specification.

VEHICLE TO INFRASTRUCTURE COMMUNICATION
In addition to the communication between vehicle systems via the various IVNs discussed above, there

are several significant communication channels to and from the vehicle. Such communication between

a moving vehicle and the outside world requires an infrastructure capable of transmitting and receiving
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signals via an electromagnetic radiation-type (radio) link. Communication to and from the vehicle

is termed vehicle-to-infrastructure communication. There are several infrastructure media

available in vehicles. The oldest such infrastructure is the commercial broadcast stations (first AM

and then AM-FM) and has always been a one-way medium from broadcast transmitters to vehicle

receivers. The configuration of radio frequency V2I has evolved over the years since the earliest

AM radio days.

As of the time of the writing of this book, there are several vehicle-to-infrastructure (V2I) commu-

nication channels/media. These, of course, include cellular telephone and satellite media. As is almost

universally known, cell phones provide voice communication and text messaging as well as Internet

connection from moving vehicles essentially the same as from fixed locations. These features are

standard with a majority of the handheld cell phones. However, there also is the capability to install

a built-in cell access point in the vehicle.

The vehicle-to-satellite infrastructure has three major categories: audio or video entertainment,

concierge service, and GPS navigation. The audio/video communication is a one-way streaming of data

from the satellite to the vehicle. These signals may be sent directly to an ad hoc audio or video unit or

may be handled via an IVN such as the MOST IVN described above. The concierge service is well

represented by GM’s OnStar system. Originally, this service included a connection from the vehicle

to the cellular infrastructure and then to a concierge. The concierge could provide information to the

vehicle verbally and also could complete a telephone connection. This latter application provided

“hands-free” telephone dialing, which has safety implications in that the driver, when using the service,

does not need to take “eyes of the road” for dialing a number.

VEHICLE-TO-CELLULAR INFRASTRUCTURE
A detailed discussion of cell phone technology is far too large for this book. Rather, there are numerous

publications dealing exclusively with this technology. However, a limited overview of the technology

is informative for the way in which vehicle-to-infrastructure technology is evolving. One of the impor-

tant issues in cell phone technology is the available bandwidth in relationship to the very large pool of

users. Any given cell phone channel will have multiple simultaneous users, both fixed and vehicle born.

The cell phone infrastructure must provide a means of accommodating these multiple users. On the

other hand, the bandwidth associated with an individual user for voice communication occupies only

a few kilohertz of bandwidth. The sharing of the communication channel by multiple users can be

termed, in the broadest sense, multiplexing.

There are many forms of multiplexing communication channels. One of these multiplexing sche-

mes involves periodic sampling of each individual communication signals (e.g., voice). The sampled

analog data are converted to digital data (via A/D conversion; see Chapter 3) and are transmitted over

the channel during an assigned time slot. Each user is assigned a time slot within a communication

cycle. At the receiving end of the channel, the digital data are converted back to analog for vocal

communication via D/A conversion (see Chapter 3) and sent to the receiver. Of course, for text

messages, the A/D and D/A conversions are not necessary.

For multiple users, each user is assigned a time slot, and that user is given access to the commu-

nication channel during the assigned time slot during each cycle. This type of multiplexing is known as
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time-division multiplexing access (TDMA). There is a fundamental limit on the minimum duration of

the cycle time for any given signal bandwidth. This cycle time also is the sampling interval (Ts) for
each user that, for verbal communication, must satisfy the so-called Nyquist sampling rate, which

is given by

Ts � 1

fm

where fm is the maximum frequency in the signal being sampled and sent over the communication

channel.

Cellular systems have a number of frequency intervals assigned to each commercial carrier. Within

each band, a given carrier can use multiple carrier frequencies each of which is modulated with the

information being transferred. With a TDMA multiplexing, each group of users within a given cycle

would be modulated on a separate carrier. At the receiving end of the communication channel,

the signals are recovered by demodulation, and each individual signal is reconstructed from its

time slot.

Another significant multiplexing technique is known as code division multiple access (CDMA). In

a CDMA system, all user signals are transmitted over the same frequency band but are separated by

assigning each a unique code (e.g., PN or Walsh codes). At the receiving end, the signals are separated

by a device known as a correlator. Each correlator only produces a significant output when the input

matches the unique code for which it is assigned.

What is actually happening in CDMA is that the narrow band signal (less than 10 kHz), such as is

the case for cell phones, is spread over a very much larger bandwidth by a very wide band code that is

associated with a particular user. Such a technique is known as the spread-spectrum technique. The

codes used in CDMA spread spectrum are orthogonal codes in a specific sense. The term orthogonal

is analogous to the property of orthogonal vectors. The product of a vector �x with an orthogonal vector
�y is 0 (i.e., �x � �y¼ 0). This same property can be applied to specific binary codes. One such code that is

used in some cell phone CDMA systems is known as the Walsh code.

The Walsh codes are generated by a matrix algorithm defined by the rank of the matrix n and

denoted as Wn where

W2n ¼ Wn Wn

Wn
�Wn

� �
n¼ 1, 2,…,N

with W1¼0 and where the overbar indicates the logical complement of all elements of the matrix.

For example, W2 and W4 are given by

W2 ¼
0 0

0 1

� �

W4 ¼
W2 W2

W2
�W2

� �
¼

0

0
0

0

0

1
0

1

0

0
1

1

0

1
1

0

2
6664

3
7775

In the practical implementation of CDMA, N¼64. A Walsh code is specified by the notation WmN

where m is the row number of Walsh matrix WN. For example, Walsh code W34¼ [00 11].
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The spectrum spreading is accomplished by performing the logical exclusiveOR (XOR) with a code
chosen for a particular user. The logical XOR (denoted� in Boolean algebra) is defined for any pair of

bits by the following truth table:

A B A�B

0 0 0

0 1 1

1 0 1

1 1 0

Algebraically, the XOR function relates simply to the following combination of AND (�) and

OR(+):

A�B¼ �A �B +A � �B

This can be implemented in logical circuitry as depicted in Fig. 9.16.

The CDMA coding with spread spectrum can be illustrated with a simple example for a single user

transmitting data sequence Tx 10 1 with an assigned code W24. The spread-spectrum code is achieved

byXORing TxwithW24 with the spread-spectrum transmission sequence denoted as Txss as shown in the
following table for three cycles:

Txm
W24

Txss

Cycle 1

1
1010

0101

Cycle 2

0
1010

1010

��������

Cycle 3

1
1010

0101

��������
where m is the bit number in the sequence and the cycle number. At the receiving end, the spread

spectrum received sequence Rxss is ideal for perfect transmission without noise given by Rxss¼Txss.
Recovery of the data for the given user is accomplished by correlating Rxss with W24 (i.e., the code

for the given user). Correlating these two is accomplished by XORing and averaging the resulting bits

Inv AND

OR
A B

Inv

A

B

FIG. 9.16 Circuit equivalent of XOR.
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for each cycle. The despreading for the example user is accomplished by XORing Rxss with assigned

code W24 and computing the average of the XORed bits for each cycle as shown below:

Rxss

W24

Ynm ¼Rxss�W24

Rx mð Þ

Cycle 1

0101

1010

1111

1

�������������

Cycle 2

1010

1010

0000

0

�������������

Cycle 3

0101

1010

1111

1

where

Rx mð Þ¼ 1

4

X4
n¼1

Ynm

In the above table, Ynm is the nth bit in the mth cycle. The received bit for cycle m (Rx(m)) is the
average over the four XORed bits Ynm, n¼1, 2, 3, or 4:

m¼ 1, 2, 3

It can be seen by comparing Rx(m) with Tx(m) that the transmitted signal has been correctly recovered.

In the present idealized representation of recovering data from the spread-spectrum CDMA, the average

of bits for each cycle for the correlation process is distinctly different for the user of an assigned code to

any other user whowas assigned a differentWalsh code. The result of this correlation for anyWalsh code

must be either 0 or 1 for the correct identification of the uses assigned to the particular Walsh code. This

identification correlation result is shown in the above table. Any other value (in the ideal noise-free and

error-free case) will be a fraction between 0 and 1 indicating the wrong user code.

We consider next a second user assigned Walsh code W34¼ [0011]. The following table illustrates

the result of correlating Txss for the first user with the Walsh code of the second user:

Rxss

W34

Ynm ¼Rxss�W34

Rx mð Þ

Cycle 1

0101

0011

0110

0:5

�������������

Cycle 2

1010

0011

1001

0:5

�������������

Cycle 3

0101

0011

0110

0:5

Note that for each cycle above, the correlation of the received data withW34 is 0.5, which indicates

that Rxss is not from user #2 and, therefore, is not passed by the system to that user. Since the correlation

of Rxss withW24 is either 1 or 0, these data are passed by the system to the receiver for the user that was

assigned code W24.

The above example of CDMA theory is a simplified illustration. In actual cell phone CDMA, the

Walsh codes are fromW64. That is, there are 64 orthogonal codes (or chips) that greatly increase spec-

trum spreading relative to the W4 matrix example. This large code sequence is highly effective in

correctly identifying each user in the presence of noise that occurs in practice with actual cell phone

transfer of data. In addition, the practical CDMA uses an analog representation of Txss such that

the spread spectra from multiple users can be added together algebraically before being transmitted
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on a carrier signal. In the analog conversion, a logic 1 is represented by a signal corresponding to �1

and a logic 0 by a +1. The corresponding waveforms for the Txss of the above example are illustrated in

Fig. 9.17.

The correlation at the receiving end is accomplished by averaging the product of the analog Rxss

with W24. The signal that is transmitted is the sum of the analog versions of the Txss for each of the

active users. This composite signal modulates the carrier by a scheme that permits signed values of

the combined sum of all Txss analog signals. At the receiving end, the composite analog spread-

spectrum signal is obtained by demodulation of the transmitted signal. The demodulated combined

signal is sent to each of the correlations for all assigned codes. In this way, the data for each user

are sent to the intended receiver when the correlation of the data is consistent with the assigned code

for the user pair.

The cell phone carrier frequencies are in various portions of the electromagnetic spectrum including

a band near 2 GHz. The modulation method varies somewhat among the main cell phone providers.

One type of modulation method involves phase shifting the transmitted carrier signal with the compo-

site analog Txss data. In such a scheme, the instantaneous amplitude A(t) of the modulated carrier can be

modeled as follows:

A tð Þ¼A sin ωc +ϕ tð Þð Þ

where A¼constant, ωc¼2πfc, fc¼carrier frequency, and ϕ tð Þ ¼ instantaneous phase:

¼Φm

XK
k¼1

Txss kð Þ k¼ 1, 2,…,K� 64

where ϕm ¼ constant for the modulating circuit and Txss(k)¼analog Txss for kth user.

Often, CDMA transmitting system incorporates a quadrature carrier in which ϕ tð Þ includes a

fixed π/2 phase shift. In such cases, the in-phase and quadrature-modulated signals are sent over

the same channel. The phase shift ϕ tð Þ due to the data Txss consists of integer multiples of a fixed

amount of phase shift due to the nature of the Txss signal. Such a modulation scheme is known as

phase-shift keying (PSK) or quadrature-phase-shift keying (QPSK) in the case of quadrature

carriers.

Logical TXSS

Analog TXSS

Analog W24

W24 (logic) 

+1

–1

1 10 0 1 10 0 1 10 0

t

t

10 0 1 1 0 01 1 10 0

FIG. 9.17 Analog versions of Txss and W24.
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QUADRATURE PHASE SHIFTER AND PHASE MODULATION (QPSR)
In QPSK modulation schemes, it is necessary to have two carrier signals of equal amplitude at

frequency fc that have a phase difference of 90 degrees (π/2 rad). A circuit that can generate two signals

of equal amplitude that are 90 degrees out of phase is depicted in Fig. 9.18.

The input to the circuit is a sinusoid Vs(t) at carrier frequency fc that in complex notation is given by

Vs tð Þ¼Vse
jωct

where ωc ¼ 2πfc.
The two output voltages V1(t) and V2(t) complex amplitude are given by

V1 ¼ Vs=jωcC

R +
1

jωcC

¼ Vs

1 + jωcCR

V2 ¼ VsR

R +
1

jωcC

¼ jVsωcCR

1 + jωcCR

To achieve the desired phase difference, the R and C are chosen such that

ωcRC¼ 1

In this case, voltages V1 and V2 (in complex notation) are given by

V1 tð Þ¼ Vsffiffiffi
2

p ej ωct � π
4

� 	

V2 tð Þ¼ Vsffiffiffi
2

p ej ωct+
π
4

� 	

The phase difference is
π

2
(90 degrees), and the amplitudes are equal as desired.

R

R

VS V1

V2

C

C

FIG. 9.18 Quadrature-phase signal generation.
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The above analysis of the circuits shown is based upon ideal circuit components R and C. In prac-

tice, achieving close approximations of actual circuit components to ideal depends upon the carrier

frequency and the method of fabrication (e.g., IC). However, the technology exists today to achieve

the desired result.

The combination of resistance and capacitance can be used to cause the phase variation of a signal if

either circuit element is variable. The major portion of modern electronic systems is implemented in

ICs. One of the readily fabricated IC circuit components is a diode. A reverse-biased diode has junction

capacitance due to the fixed charge in the depletion region. The size of the depletion region varies with

the magnitude of the reverse-bias voltage. The technology exists in IC fabrication to optimize diode

junction capacitance variation with applied voltage.

In a PSK modulation system, the carrier frequency is several orders of magnitude greater than the

modulating signal. This frequency separation permits the application of the phase modulating signal to

be applied to a diode through a signal path that is effectively isolated from the circuit supplying the

carrier frequency signal to the variable capacitance diode. For example, the portion of the circuit shown

in Fig. 9.18 that supplies voltage V1 could include a variable capacitance diode across capacitance C.
A modulating signal applied to the diode would cause the phase of the voltage corresponding to V1 to

vary. If the modulating signal Vm was applied to the diode whose capacitance cd then that capacitance

would be given by

Cd Vmð Þ¼Cd Oð Þ + δCd Vmð Þ
The corresponding phase of v1 would be given by

ϕ1 ¼ tan�1 ωc R C+Cd Vmð Þð Þ½ �
In most applications, the variation in phase with modulation voltage Vm δϕ1 Vmð Þð Þ is essentially linear
in Vm, although, for phase-shift keying, a linear relationship is not necessary since the modulating

signal is binary-valued and only needs to produce binary-valued phases of the carrier.

The structure of a cell phone network includes several components including the mobile station

(user), the base transceiver station, the base station control system, and the mobile switching

center. The network incorporates numerous base stations distributed over wide geographic areas

and multiple mobile switching centers. Each such station covers an area within the line of sight of

the mobile user, which area is determined, in part, by the height of the associated antenna. For the user,

the source/destination of signal/data transfer is the base transceiver. The data being transferred between

the mobile station and the destination are directed from the base station to the switching center where

the connection between the mobile use and its intended receiver is made via the switching centers.

Once the signal to or from a mobile use is passed through the base and switching centers from either

and of the user pair, the messages are in the network and are handled with correct routing.

There are many other details associated with CDMA base cellular communication that are beyond

the scope of this book, which has many other topics to discuss. These details are available to the

interested reader from various Internet sites.

SHORT-RANGE WIRELESS COMMUNICATIONS
Wireless communication between any pair of users (humans or electronic systems) uses radio

(or light) as the medium. It requires at least one transceiver at either end of the link. Previously

discussed V2I communication has involved intertransceiver distances of relatively long range
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(e.g., tens or hundreds of kilometers or thousands of kilometers for satellites). There are numerous

applications for short-range wireless communication that can be considered as belonging to one of

the three classes: class 1 with a range up to 100 m, class 2 with a range up to 10 m, and class 3 with

a range of about 1 m. The range of any wireless ink is influenced in part by the obstacle line-of-

sight distance and the transmitter power. Any such wireless communication within a vehicle would

belong to class 2 or 3.

We consider as an example of short-range wireless communication the system known as Blue-

tooth, which is a widely used and relatively reliable short-range communication system. This type

of short-range communication system has existing and multiple potential future applications, both

within and to and from vehicles. For example, a class 3 Bluetooth device provides a wireless link

between a cell phone and a headset. Such a device can be used within a vehicle enabling hands-free

cell phone communication. For this application, the vehicle is equipped with a built-in Bluetooth

system. The cell phone Bluetooth device “pairs” with the corresponding vehicular system. This

means that the cell phone is connected via a wireless link to the vehicle. Some of the technical

aspects of pairing are explained later in this section. In many vehicles, the built-in Bluetooth is

connected to the system that controls a flat-panel display sometimes with “touch-screen” capabil-

ity. In addition, the controller that is coupled to the Bluetooth system in many cases is programmed

for voice recognition such that a driver can dial the destination phone verbally without having to be

visually distracted from driving. Such a system with the Bluetooth link from cell phone to vehicle

can have important safety implications.

An example of wireless communication to and from the vehicle is the potential to connect vehicle

electronic systems to service-bay computers. A wired connection capability already exists (e.g., as part

of CAN) but is limited in length by CAN protocol specifications. A class 2 Bluetooth system could

provide a wireless length of as much as 10 m.

In addition, a Bluetooth wireless link is possible between cell phones and the vehicle from outside.

A potential application might be to unlock a car when keys and key fobs are accidentally locked inside a

vehicle (e.g., a cell phone application in which the customer contacts a car dealer or a representative at

the OEM who could transmit a code for unlocking the vehicle).

There also are a great many in-vehicle potential applications such as wireless connection of

in-vehicle systems. For example, a sliding door control could be implemented with a short-range

wireless link rather than flexible cables. Many potential applications are reported in existing automo-

tive literature. In addition, there are potential applications for short-range wireless lengths to and from

existing IVNs (e.g., CAN).

The Bluetooth short-range telecommunication system operates with 79 individual carriers at

a frequency band within the microwave portion of the spectrum that involves radio waves

with a wavelength of just under 5 in. Commonly, antennae for such application are approxi-

mately one-fourth of the wavelength or less in length. This makes packaging Bluetooth devices

convenient.

Each Bluetooth device has a controller that controls the built-in transceiver. A pair of Bluetooth

devices, when sufficiently close together (i.e., within the range of the corresponding classes) mutually

detect transmissions from the other devices and are programmed to “pair up” or lock onto the

same carrier frequency. At this point (i.e., once paired), the two devices synchronously change carrier

frequency randomly, but both devices change to the same frequency. The communication between the

devices then is a spread-spectrum technique that is known as frequency hopping. Frequency-hopping

spread spectrum differs from the CDMA spread spectrum described earlier in this chapter, but it
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achieves much of the same result as that of the CDMA by increasing channel capacity (via spread spec-

trum) and reducing sensitivity to interference/noise.1

SATELLITE VEHICLE COMMUNICATION
Direct communication between satellites and vehicles is commonplace in present-day vehicles. Satel-

lite transmission of audio (or video) on multiple channels is an example of infrastructure to vehicle

communication for entertainment purposes. In addition, the global positioning system (GPS) is avai-

lable for navigation purposes in vehicles that are equipped with GPS receivers (both receivers installed

in vehicles and in cell phones can provide navigation in vehicles). There is a detailed discussion of the

theory and operation of vehicular GPS later in this chapter. However, we begin the discussion of

satellite infrastructure to vehicles for entertainment.

The satellite radio uses a 2.3 GHz carrier (microwave S-band) for North America. It uses a tech-

nique known as digital audio broadcasting (DAB). One of the issues in transmission at these high

carrier frequencies is multipath interference in which multiple reflections create a signal at the receiver

that is the sum of numerous versions of the transmitted signal with relatively large time differences that

can, in certain circumstances, yield a low or null signal amplitude. The multipath problem in such

communication is exacerbated in a moving vehicle.

The multipath problem along with other problems including interference and noise has been elimi-

nated or, at least, significantly reduced by the use of DAB in which a spread spectrum for the signal

being sent is accomplished by a unique form of frequency multiplexing known as orthogonal

frequency-division multiplexing (OFDM). In an OFDM system, there are N subcarriers having

frequencies fn where the separation of frequencies Δf is given by

Δf ¼ fn+ 1� fn ¼ 1

T

fn ¼ n

T
n¼ 1,2,…,N

(9.1)

where T is the duration of data units. In DAB the data are sampled in the audio spectrum. Each

subcarrier can be modeled as follows (in complex form):

Vn tð Þ¼Vne
i
2πnt
T

� 	
(9.2)

where Vn is the amplitude of the nth subcarrier. In practice, these amplitudes are nearly identical.

Orthogonality of the subcarriers is represented by the following relationship:

1

T

ðT
O

Vn tð ÞVm tð Þdt¼V2
n m¼ n

¼ VnVm

2π n�mð Þ ej2π n�mð Þ �1
h i

¼ 0 m 6¼ n

(9.3)

1Synchronous, random frequency changing between transceiver pairs was originally invented by film actress Hedy Lamarr

and composer George Antheil at the beginning of World War II.
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The audio input signal v(t) is sampled at period T/N yielding an input sequence (vn) where

vn ¼ vo tnð Þ
tn ¼ nT=N n¼ 1,2,…,N

(9.4)

The maximum value for T/N must satisfy the Nyquist criterion explained earlier.

In addition to suppression of multipath interference, the orthogonality of the subcarriers mitigates

against channel-to-channel cross talk. The input data sequence is encoded (analogous to the CDMA

scheme described in the discussion of cell phone technology). The code allows for error correction

yielding data. The coded data are modulated on the N subcarriers at what is commonly called baseband

since later in the process, modulation on the S-band carrier occurs. The data are transmitted in blocks

such that a time sequence of data is converted to a set on N parallel modulated channels.

The input sequence of data (v(n)) is converted to a parallel stream of coded symbols Cm,
m¼ 0,1,2,…,N�1 for later modulation on a separate orthogonal subcarrier. The resulting parallel

data structure is analogous to a discrete Fourier transform (DFT) in which each complex symbol

Cm represents the amplitude of the modulation on the orthogonal subcarrier.

It is perhaps instructive to review the formal definitions and structure of DFT and its inversion

called the inverse discrete Fourier transform (IDFT). The discrete Fourier transform (DFT) is the

conversion from a time-domain-based sequence xn n¼ 0,1 ,…, N�1ð Þ to a sequence of complex

discrete frequency-domain values X(kΩ) and is defined

X kð Þ¼
XN�1

n¼0

xne
�jkΩn 0� k�N�1 (9.5)

where Ω¼ 2π

N
¼ fundamental digital frequency and N¼number of samples in the input sequence.

Thus, if a continuous-time waveform (e.g., an audio signal) is sampled at time tn¼nTs over an
interval 0� t�NTs, the result is the sequence xn:

xn ¼ x nTsð Þ n¼ 0,1 ,…,N�1

The DFT of this sequence as defined above yields digital frequency representation of {x(nTs)}. The
corresponding inverse discrete Fourier transform (IDFT) is a transformation from the discrete

frequency-domain sequence X(k) to a time-domain-based sequence x(n):

x nð Þ¼
XN�1

k¼0

X kð ÞejkΩn

where Ω¼ 2π

N
.

In the ODFM process, a time-domain sequence (c(n)) is first converted to a parallel set of complex

valuesCm via a serial to parallel and a coding process. The sequenceCm (complex valued) is returned to

a discrete-time sequence c(n) by means of an inverse discrete Fourier transform using a highly

computationally efficient inverse Fourier transform known as inverse fast Fourier transform (IFFT)

where cn(n) is given by

c nð Þ¼
XN�1

m¼0

Cme
j
m2πn
N
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The above equation for the nth time sample c(n) can be interpreted as the sum of N frequency-domain

representation of N frequencies (ejnλm ) amplitude-modulated by complex value Cm. The digital

frequency of the subcarrier for Cm is λm where

λm ¼ 2πm

N

Thus, the actual modulation of the data sequence on a set of subcarrier frequencies takes place in the

IFFT operation.

Before the sequence is transmitted, there is another step required to prevent interference between

adjacent blocks due to multipath interference. This step involves modifying the sequence by inserting a

so-called cycle prefix in which each block contains a subsequence of samples from the previously

transmitted block over a time interval tn–Tg. The sequence of data symbols sent is converted to a

continuous-time signal s(t) via a D/A converter. The baseband signal s(t) for the nth block can be

represented in complex notation by the following:

s tð Þ¼
XN�1

m¼1

Cme
j
2πmt
T n�1ð ÞT�Tg � t� nT

That is, assuming a perfect D/A, the analog signal is the sum of a set of amplitude-modulated ortho-

gonal subcarriers ej2nfmt at frequencies fm where

fm ¼m

T

The data signal is amplitude-modulated on the 2.3 GHz carrier frequency (denoted fc). In amplitude

modulation of a carrier, the modulated signal Sm(t) is given by

Sm tð Þ¼ So 1 + εs tð Þð Þcos ωctð Þ
where ε is the modulation index and So is the carrier amplitude. To avoid distortion of the modulating

signal s(t), this index should be chosen such that

εs tð Þ< 1

In the case of amplitude-modulated satellite radio, the transmitted signal ST(t) is given by

ST ¼ SO 1 + ε Cmj jcos 2πt

T
+ϕm

� �� �
cos 2πfctð Þ

where jCmj ¼ absolute value of Cm and ϕm¼phase angle of Cm.

The resulting spectrum of ST is given by the sequence of frequencies (fs(m)):

fs mð Þf g¼ fc�m

T

n o
m¼ 0,1,…,N�1

Other modulation schemes also can be used such as phase-shift modulation with the same result of

upconverting the signal being transmitted s(t) from baseband to the set of frequencies (fs(m)).
At the receiving end, the process of recovering the original analog signal is the reverse of the

process at the transmitter. The first step is to demodulate the carrier and convert the information to

baseband. This is accomplished by multiplying ST(t) with a local oscillator at the carrier frequency

and low-pass filtering the product that recovers s(t).
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The baseband analog signal is sampled at times tn resulting in the sequence (c(n)) being recovered.
The output of the sampled signal is given by

s tnð Þ¼ s nð Þ

¼
XN�1

m¼0

Cm e
j
2πmn
N

The coded dataCm can be recovered by taking the discrete-time Fourier transformDFT using the highly

efficient algorithm fast Fourier transform (FFT). The FFT performs an operation as given below:

Cm ¼ 1

N

XN�1

n¼0

s nð Þ ejmΩn m¼ 0,1,…,N�1

This process yields the parallel data Cm because the digital frequencies are orthogonal. The original

analog signal is obtained by decoding the parallel data and generating an output sequence vn, which
is a replica of the sampled input audio at the transmitter. Decoding can be accomplished by correlating

the coded data Cm with the code sequence that created Cm from the input sequence analogous to signal

recovery in CDMA and yielding the serial sequence c(n). The analog audio v(t) is then obtained by

sending the recovered sequence c(n) to a D/A converter.

In DAB, there are multiple channels that are sent using the process described above. Each channel

is available at the receiver end of the satellite-to-vehicle communication system. One scheme for

handling multiple channels is to use time-domain multiplexing during the input sampling process

and assigning a specific time slot to each channel during each cycle.

The advanced signal processing and the OFDM with coding have resulted in a reliable satellite-to-

vehicle communication system. Another important application of satellite-to-vehicle communication is

GPS navigation, which has become commonplace in vehicles and is discussed in technical detail in the

next section of this chapter.

GPS NAVIGATION
The GPS navigation system, global positioning system (GPS), has provided the capability of some

relatively sophisticated vehicle navigation systems. Initially intended for aircraft position measure-

ments and navigation, it has been successfully adapted for use with land vehicles. As explained

below, a GPS-equipped vehicle has the capability for relatively precise and accurate measurements

of the vehicle position. This position information combined with electronic versions of maps yields

the capability to navigate optimally between any two locations without requiring any paper

road maps.

The GPS system consists of 24 satellites arranged in groups of four in each of six orbital planes

inclined at 55 degrees spaced 60 degrees apart in longitude and at a nominal altitude of 11,000 nm

above the local surface (i.e., orbital semimajor axis	26,600 km). At any given time for any given

receiver location, a subset (I) of satellites are available for use by the receiver.

Each satellite carries a precise (atomic) clock and repetitively transmits its position and time

(i.e., ephemeris data). The user equipment consists of a receiver along with its own precise clock.
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By measuring the time difference δt from the transmission of the signal to its reception, the receiver

obtains a measurement of the transit time from satellite to receiver, which yields an estimate of the

range R from the satellite to receiver:

R¼ cδt

where c is the speed of propagation of the satellite-transmitted signal. If the receiver and satellite clocks

were perfectly synchronized then, in principle, the measurement of δt would yield the range from the

receiver to (known) satellite position. A set of three measurements to three satellites could ideally yield

the solution for the user position from these measurements. However, it is, in practice, impossible to

exactly synchronize these two clocks. Moreover, the receiver clock is less precise than the satellite

atomic clock. The actual measured time difference between satellite i (i¼1, 2,…I) clock and receiver

clock time yields an estimate of R (denoted Ri) called pseudorange. Because of the receiver clock

uncertainty, at least four measurements are required to estimate vehicle position. The pseudorange

model for satellite i is given by

Ri ¼ cδtm

¼ cδt+B + ne

¼ cδt+ n

where δtm¼measured time difference, and B is a bias resulting from the receiver clock error Δtc,

B¼ cΔtc

that is, Δtc is the error between true GPS time as carried by the satellite and the receiver clock

time and c is the propagation speed of the GPS signal. In addition, there are other error sources

ne (e.g., due to fluctuations in c as the transmitter signal passes through the atmosphere)

that are discussed later in this chapter. The combined errors are denoted as n in the

pseudorange model.

For an understanding of GPS navigation principles, it is helpful to first understand a simplified

ideal system for determining the position of a point in a 3D coordinate system. The unknown

location of a point in a coordinate system can be determined if the distance (straight line) to three

noncolinear points of known locations is found. Let the distances to the three points be denoted as

R1, R2, and R3. For the GPS system, a spherical coordinate system with origin at the center of the

earth has the position of each satellite given by radial distance Rs, latitude θs, and longitude φs.

However, for a more simplified explanation of GPS operation, a Cartesian coordinate system is

perhaps more readily understandable. It should be noted that the transformation of coordinate

systems involves relatively simple matrix operations. A more detailed discussion of the relevant

coordinate system is presented later in this section.

We begin the discussion of the determination of vehicle position with the process for an ideal, error-

free set of distance measurements. In this ideal case, only three distance measurements are required to

solve for vehicle location. The location of the unknown point x, y, z (in a Cartesian coordinate system) is

the intersection of three spheres of radii R1,R2, and R3 whose centers are at the known locations denoted

as x1y1 z1, x2y2 z2, x3y3 z3, respectively. The coordinates of the unknown point can be found by a pro-
cess known as trilateration in which the three quadratic equations of the surfaces of the three intersect-

ing spheres are solved for x, y, z.
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These three equations for the spheres centered at xi yi zi, respectively, for i¼1, 2, 3 are given by

i¼ 1 : R1 ¼ x1� xð Þ2 + y1� yð Þ2 + z1� zð Þ2

 �1

2

i¼ 2 : R2 ¼ x2� xð Þ2 + y2� yð Þ2 + z2� zð Þ2

 �1

2

i¼ 3 : R2 ¼ x3� xð Þ2 + y3� yð Þ2 + z3� zð Þ2

 �1

2

There are multiple methods of solving these three equations, but since they are quadratic, a method

must be found to select the correct solution. One trilateration solution in somewhat simplified

satellite/vehicle configuration is presented in Appendix E.

A far superior method of estimating vehicle position from pseudorange measurements involves the

use of a so-called Kalman filter. A Kalman filter provides an optimal linear estimate of a state vector in

the presence of noise in that it yields the estimate with the smallest possible RMS error between the true

and estimated state vector.

Although there are numerous Kalman filter implementation schemes, for the purpose of the present

discussion, we assume one of the simplest forms that includes a signal model, a measurement model,

and a filter model. In this section of the chapter, a vector is denoted by a symbol with an overbar. The

signal model is based upon a state vector �X kð Þ at a discrete time tk ¼ kδt k¼ 0,1,2,…ð Þ in which the

state vector includes the position coordinates of the receiver along with other components as explained

below. The signal model yields the progression of the state vector from time tk to tk + 1:

�X k + 1ð Þ¼F �X kð Þ + �w kð Þ
where F¼ state-transition matrix.

In this model, �w kð Þ is a vector of random processes that represent random variations in the state

vector. For example, in a vehicle, �w kð Þ includes random fluctuations in vehicle speed due to hills, driver

action, traffic, etc. The state vector for the present Kalman filter configuration and the state-transition

matrix are given later in this section after the structure of the measurement model is presented.

The measurement model in which the measurement is denoted as �z kð Þ is given by the following

linear model:

�z kð Þ¼ H kð Þ �X kð Þ+ �n kð Þ
where H is the measurement matrix and �n kð Þ is a vector of random errors. In the case of GPS, there are

many sources of errors explained below. These error sources are independent, stationary (normally

approximately white Gaussian) random processes. These random error properties are important in

the formulation of the Kalman filter applied to GPS.

The Kalman filter can have a number of structures depending upon various factors including the

variables being measured and the nature of the errors involved. Essentially, the input to a Kalman filter

is a set of measurements of the desired variable that involve random errors or noise. In the application of

Kalman filters to GPS-based navigation as in the case of a trilateration estimate of position, the mea-

surements are the distance from a set of satellites (that are above the horizon). Due to the imperfections

of these measurements in practice, these distances are termed pseudorange. For navigational purposes,

the goal of the GPS is to obtain a discrete-time estimate of the state vector �X kð Þð Þ of the vehicle at time

tk ¼ kδt, which is denoted as X̂ kð Þ that includes its position and velocity of motion in a navigationally
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significant coordinate system (e.g., geodetic). For the purposes of explaining GPS operation, it is con-

venient to choose a Cartesian coordinate system having z-axis through the center of the earth and its

origin at the center of the earth. Such a coordinate system is known as Earth-centered, Earth-fixed

(ECEF) Cartesian coordinate system. For land-based vehicles (rather than high-speed aircraft), the

x,y plane that is tangent to the earth at a point in the vicinity of the vehicle at the start of navigation

is useful for locating a vehicle over sufficient distances to provide vehicle navigation. This coordinate

system is chosen for the discussion of GPS for land vehicles, but it is readily adaptable to other coordi-

nate systems depending upon the distance traveled by the vehicle (e.g., across a continent). The

following explanation, which is relatively simple, should provide sufficient background for the

interested reader to investigate GPS (with Kalman filter) for other coordinate systems (e.g., geodetic).

In the present (somewhat simplified) signal model, the state vector includes the position of the

vehicle (x,y,z) at discrete times:

tk ¼ kδt k¼ 0,1,2,…

and δt is the discrete-time sample interval. This interval is taken in this section of the chapter to

correspond to the GPS sampling interval. In developing the signal model for the Kalman filter, the

following vehicle model is assumed:

x k + 1ð Þ¼ x kð Þ + δt _x kð Þ
y k + 1ð Þ¼ y kð Þ + δt _y kð Þ
z k + 1ð Þ¼ z kð Þ+ δt _z kð Þ

The vehicle position in the Cartesian coordinate system �P kð Þ is given by the following vector:

�P kð Þ¼ x kð Þ, y kð Þ,z kð Þ½ �T

The vehicle velocity vector �v kð Þ is given by

�v kð Þ¼ _x kð Þ, _y kð Þ, _z kð Þ½ �T

where

_x kð Þ¼ dx

dt

����
kδt

_y kð Þ¼ dy

dt

����
kδt

_z kð Þ¼ dz

dt

����
kδt

Note that, in this chapter, the superscript T refers to the transpose of the vector/matrix.
The vehicle speed at time tk(s(k)) is the norm of �v kð Þ:

s kð Þ¼ �v kð Þk k
As explained earlier in this chapter, the GPS measurements are the pseudorange Rn(k) to N satellites

where

Rn kð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xn kð Þ�x kð Þð Þ2 + yn kð Þ�y kð Þð Þ2 + zn kð Þ� z kð Þð Þ2

q
+ nn kð Þ n¼ 1,2…I
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where the square-root portion represents the true range and nn(k) the random error in the kth measure-

ment of the pseudorange to satellite n at time tk ¼ kδt and where the satellite n position in the Cartesian
coordinates at tn is denoted as (xn(k), yn(k), zn(k)).

Unfortunately, the measurement is nonlinear, whereas the example Kalman filter requires a linear

relationship between measurement and the state vector. Fortunately, for the relatively large satellite-to-

vehicle distances and the sample rate, the change in pseudorange between successive samples (δR(k)) is
sufficiently small that a linear approximation to δR(k) can be formulated in the Kalman measurement

model as given below:

�z kð Þ¼ δRn kð Þ¼Rn kð Þ�Rn k�1ð Þ
¼ cn1δx kð Þ+ cn2δy kð Þ+ cn3δz kð Þ� cn1δδxn kð Þð

+ cn2δδyn kð Þ+ cn3δδzn kð ÞÞ
where

δx kð Þ¼ x kð Þ�x k�1ð Þ¼ δt _x kð Þ
δy kð Þ¼ y kð Þ�y k�1ð Þ¼ δt _y kð Þ
δz kð Þ¼ z kð Þ� z k�1ð Þ¼ δt _z kð Þ

δxn kð Þ¼ xn kð Þ� xn k�1ð Þ¼ δtvsx kð Þ
δyn kð Þ¼ yn kð Þ� yn k�1ð Þ¼ δtvsy kð Þ
δzn kð Þ¼ zn kð Þ� zn k�1ð Þ¼ δtvsz kð Þ

9>=
>;n¼ 1, 2…N

and where

cn1 kð Þ¼ @Rn

@x

����
Rn k�1ð Þ

¼ x k�1ð Þ�xn k�1ð Þ
Rn k�1ð Þ ’� xn k�1ð Þ

Rn k�1ð Þ

cn2 kð Þ¼ @Rn

@y

����
Rn k�1ð Þ

¼ y k�1ð Þ�yn k�1ð Þ
Rn k�1ð Þ ’� yn k�1ð Þ

Rn k�1ð Þ

cn3 kð Þ¼ @Rn

@z

����
Rn k�1ð Þ

¼ z k�1ð Þ� zn k�1ð Þ
Rn k�1ð Þ ’� zn k�1ð Þ

Rn k�1ð Þ

The above approximations for the direction cosines cni(k) are very close provided the vehicle is close to
the origin of the x, y, z coordinate system because the satellite positions are large compared with the

vehicle position.

The velocity vector for satellite n is �vs is given in terms of its Cartesian coordinates:

�vs kð Þ¼ vsx kð Þ,vsy kð Þ,vsz kð Þ� 
T
Each satellite orbit is knownwith sufficient accuracy that the components of �vs are known at the vehicle
receiver. The linearized measurement equation for N satellites can be written in the following matrix

form:

�z kð Þ¼H kð ÞX kð Þ+ n kð Þ
where

�z kð Þ¼ z1 kð Þ, z2 kð Þ…zn kð Þ½ �T

zn kð Þ¼Rn kð Þ�Rn k�1ð Þ n¼ 1,2,…,N
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and where H(k) is given by

H kð Þ¼ δ t

0 0 0 c11 kð Þ c12 kð Þ c13 kð Þ �c11 kð Þ �c12 kð Þ �c13 kð Þ
0 0 0 c21 kð Þ c22 kð Þ c23 kð Þ �c21 kð Þ �c22 kð Þ �c23 kð Þ
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 cN1 kð Þ cN2 kð Þ cN3 kð Þ �cN1 kð Þ �cN2 kð Þ �cN3 kð Þ

2
6664

3
7775

The state vector for the Kalman filter is augmented to account for the satellite motion and is given by

�X kð Þ¼ x kð Þ, y kð Þ, z kð Þ, _x kð Þ, _y kð Þ, _z kð Þ,vsx ,vsy ,vsz
� 
T

The state-transition matrix F is given by

F¼

1 0 0 δt 0 0 �δt 0 0

0 1 0 0 δt 0 0 �δt 0

0 0 1 0 0 δt 0 0 �δt

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1

2
66666666666666664

3
77777777777777775

The Kalman filter provides the optimum linear estimate of X(k) that is denoted as X̂ kð Þ and is obtained
recursively by the following model:

X̂ k + 1ð Þ¼ F�K kð ÞH kð Þð Þ X̂ kð Þ +K kð Þ�z kð Þ
where K(k) ¼ Kalman filter gain.

The derivation of K(k) is given in Appendix E. The recursive estimates X̂ kð Þ begin with an initial

estimate X̂ 0ð Þ that could, in principle, be obtained by trilateration, but other means are available

depending upon the system configuration and the application.

The state vector X̂ kð Þ for the Kalman filter GPS gives position and velocity of both the vehicle/

receiver and the satellites. In vehicle navigation, the satellite data need not be provided (displayed) to

the user. In this case, the model for the navigation output is normally only the vehicle position, although

there are applications that provide vehicle speed. The output of the GPS/Kalman filter for vehicle po-

sition is the estimate of the position vector �P kð Þ with the estimate denoted as P̂ kð Þ and is given by

P̂ kð Þ¼C X̂ kð Þ¼ x̂ kð Þ, ŷ kð Þ, ẑ kð Þ½ �T

where, for position only data, the matrix C is given by

C¼
1 0 0

0 1 0

0 0 1

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

2
64

3
75

In most vehicles, the GPS position is displayed on a map that is presented on a flat-panel electronic

display as described in Chapter 8 on instrumentation. In displaying position on the map, the vehicle
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position must be converted from the ECEF Cartesian coordinates for the Kalman filter (if these coordi-

nates were used) to map coordinates (e.g., latitude and longitude). This conversion is accomplished

via a matrix transformation.

Although the elevation z relative to the origin is available in the P̂ kð Þ vector, for land vehicle

navigation, there is no need to display elevation. Moreover, the flat-panel display is two-dimensional.

The transformation of P̂ kð Þ in ECEF Cartesian coordinates to map coordinates P̂ mapð Þ involves a

simple model:

P̂ mapð Þ¼MP̂ ECEFð Þ+T

where M is a transformation matrix and T is a vector that translates the converted vector to the appro-

priate origin of the map coordinates.

In Appendix E, which derives the equations for the GPS estimate of vehicle position, there is a

simulation of the estimate of the x,y positions of a vehicle over a coordinate plane tangent to the earth.
For this simulation, a vehicle is traveling along a road with a curve initially at freeway speed and then

gradually slowing. For illustrative purposes, this simulation includes four satellites within the line

of sight of the vehicle. Fig. 9.19 is a plot of the true vehicle position depicted by a solid curve,

the GPS-estimated position is a dashed curve, and a series of position estimates based upon

trilateration are presented with the symbol +. The vehicle true vector position is denoted as
�P kð Þ where k¼ 1,2,…,240. The GPS position estimate error (in ft) is denoted as e(k) where e(k) is
given by the following norm of difference between true and estimated position vectors:

e kð Þ¼ �P kð Þ� P̂ kð Þ�� ��:
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FIG. 9.19 Vehicle position: true solid line, GPS estimate dashed-line trilateration +.
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In all cases, the GPS-estimated error is very much smaller than the trilateration estimate errors.

Fig. 9.20 is a plot of error in the Kalman filter estimate e(k) for the simulation. For the example of

random error in the simulation, the RMS error in trilateration is 178 ft. For the Kalman filter, the error

begins at about 32 ft and asymptotically approaches 29 ft with an RMS of about 1 ft. The numerical

values obtained for these errors are not necessarily represented by an actual GPS receiver or trilatera-

tion because the hypothetical error was taken simply to illustrate the Kalman filter. On the other hand,

the relationship between the errors is representative of the relative error magnitudes for the two

methods of obtaining vehicle position from satellite pseudorange measurements.

THE GPS SYSTEM STRUCTURE
The structure of the GPS navigation system consists of three major segments: the space segment

(the satellites), the control segment, and the user receiver systems. The satellite must be capable of

transmitting its position and the correct GPS time continuously. A major function of the control

segment is to periodically upload to each satellite data from which this position can be computed.

Periodic updates to these ephemeris data are required owing to orbital perturbations and changes

due to lunar-solar perturbations; drag due to particulate matter at orbital distances; asphericity of

the Earth’s gravitational potential; and magnetic, static electric forces in orbit.

The control segment configuration is depicted in Fig. 9.21. The monitor stations receive the GPS

signals (same as a mobile user). These signals can be used to evaluate ephemeris errors and satellite

clock errors. These stations are located at Colorado Springs, Kwajalein, Diego Garcia, Ascension Is-

land, and Hawaii. These stations measure pseudorange values form the satellites as they come into

32
GPS error ft versus time

31.5

31

30.5

30

29.5

29
0 10050 150

Time (s)

e(
t)

200 250

FIG. 9.20 GPS error feet versus time.
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view. These measurements are used to determine ephemeris and clock errors. In addition, these stations

monitor local meteorologic data that are useful for correcting for tropospheric delays. The data and

corrections obtained by these monitor stations are sent to the master control.

The master uploads navigation messages to the satellites via the stations at Ascension, Diego

Garcia, and Kwajalein. The satellites are continuously controlled via the master control to avoid

cumulative errors that would occur in the absence of this control function.

There are numerous error sources in GPS navigation solutions, including satellite ephemeris errors,

propagation errors and uncertainties, and clock errors. These errors are exacerbated by poor geometry,

which increases the uncertainty in position. Such uncertainty is represented quantitatively by a para-

meter known as geometric dilution of position (GDOP).

The ephemeris errors result from imperfect prediction of satellite position. Propagation errors and

uncertainties result from ionospheric and tropospheric refraction index variation. The ionospheric

refraction is determined largely by free-electron density and carrier frequency. The index of refraction,

n, for propagation through the ionosphere is defined as

n¼ co
vϕ

where vϕ is the phase velocity and co is the vacuum speed of light.

At any carrier frequency, f, the index of refraction is given by

n¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 +

fc
f

� �2
s

where fc is the plasma frequency:

fc ¼ 1

2π

ffiffiffiffiffiffiffiffiffiffi
Nee

2

mε0

s
ffi 9

ffiffiffiffiffi
Ne

p

where Ne is the electron density (number/m3), e is the electron charge, m is the mass of electron, and

ε0 is the permittivity of free space.
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FIG. 9.21 GPS control configuration.
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On the other hand, tropospheric index of refraction is independent of carrier frequency but is

influenced by the partial pressure of water vapor in an approximate relationship as represented by index

of refraction, n:

nffi 1 +
K1

T
p+

K2pw
T

� �

where p is the atmospheric pressure, T is the absolute temperature, pw is the partial pressure of water,

and K1,2 are constants.

The path length change due to refraction ΔL is given by

ΔL¼
ðR
0

n�1ð Þds,

where R¼distance to the satellite, ffi pseudorange, and s¼coordinate along the propagation path.

This expression can be rewritten approximately in terms of receiver altitude h0 and elevation angle
ϕ0 to the satellite relative to the horizon:

ΔL¼
ðH
h0

n�1

sinϕ0

dh

where H is the satellite elevation above the Earth. If the atmosphere is assumed to be exponential,

then

n�1ffi n0�1ð Þe�bh

where (for a standard day)

n0 ffi 1:00032

bffi 0:000145=m

Typical values are

ΔLffi 2:2m for ϕ0 ¼ 90 degrees

ffi 25m for ϕ0 ¼ 5 degrees

The influence of satellite geometry is given via the GDOP. The GDOP can be computed from the

matrix G formed from the direction cosines to the satellite that are in H. The nth row of G is denoted

as Gn:

G¼ G1,G2,…GN½ �T

where

Gn ¼ cn1, cn2, cn3½ � n¼ 1,2…N

GDOP¼ trace GTG
� 
�1

n oh i1
2

With a given value for GDOP, the RMS error is given by

σ¼GDOP σo
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where σo is the minimum position error that results for optimal satellite geometry and is due to the error

sources listed above. The review given here in this chapter of GPS theory is only an overview. The

actual theory is muchmore involved than can possibly be presented in the present book. However, there

are numerous publications that explain GPS theory in a much more advanced way for the

interested reader.

SAFETY ASPECTS OF VEHICLE-TO-INFRASTRUCTURE COMMUNICATION
One of the major issues in telematics is how to present the information and services that are potentially

available to the driver without distraction from the driving tasks. Of course, the various services can be

made available to passengers without necessarily distracting the driver. For example, video monitors in

rear seats can provide entertainment, game playing on any standard computer Internet terminal via

onboard DVD, or wireless connection, be it cell phone or satellite links.

On the other hand, the use of any subsystem that provides information such as is described above is

potentially distracting to the driver. The simple act of dialing a standard cell phone requires the use of at

least one hand and at least a momentary look at the cell phone. Some state legislatures are passing laws

prohibiting the driver’s use of a standard cell phone while driving.

The driver’s distraction through cell phone use is somewhat alleviated by voice-activated cell phone

dialing, which is available in some vehicles and in which the cell phone user verbally gives the phone

number, speaking each digit separately. Included within the cell phone dialing system is a very sophis-

ticated algorithm for recognizing speech. Speech recognition software identifies spoken words or num-

bers based on patterns in the waveform at the output of a microphone into which the user speaks. There

are two major categories of speech recognition software: speaker-dependent and speaker-independent.

Speaker-dependent software recognizes the speech of a specific individual who must work with the

system. The user is prompted to say a specific digit a number of times until the software can reliably

identify the waveform patterns associated with that particular speaker. By this process, the system is

“trained” to the individual user. It may not be capable of recognizing other users to whose speech it has

not been trained.

Speaker-independent voice recognition software can recognize spoken digits regardless of the user.

It is generally more sophisticated than speaker-dependent speech recognition. Unfortunately, it is also

prone to recognition errors in excess of the speaker-dependent systems.

The cell phone connection can also be used to provide online navigation or other services by

contacting a service with operators trained to provide this type of service. Alternatively, the cell phone

can be used to provide an Internet connection to an online navigation service that transmits data to the

car for display on an electronic map. In addition, it is well known to users of smartphones that, with

built-in GPS and electronic maps, they can have the capability of providing navigation directly to the

user, both visually and (synthesized) verbally.

A concierge service such as “OnStar” provides the capability of completely hands-free telephone

connection and is an alternative to voice recognition for verbal cell phone dialing. The driver (or other

occupants) can signal OnStar via a single push button. An operator receives the phone number to be

dialed verbally and can complete a phone connection. The driver can complete a phone call without

ever having to divert his/her attention from driving.
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In the event of an accident, a vehicle that also has a GPS navigation system can alert the operator of

such a service system of the accident and relay car coordinates such that emergency vehicles can be

directed to the accident scene without requiring intervention or verbal communication with any

occupant. The sensing of a crash can be accomplished via the sensor used for airbag deployment or

via a dedicated independent crash sensor.

At the time of the writing of this book, there is a movement within government agencies, private

industry, and academia to develop initial concepts and standards for a communication infrastructure

for vehicles that will be required for safe operation of autonomous vehicles. The US DOT has

advanced funding for a relatively large Connected Vehicle Implementation Pilot program. Such a

system also can provide vehicle-to-vehicle communication of data related to safety. Of course, verbal

vehicle-to-vehicle communication is well established via cell phones. However, autonomous or semi-

autonomous vehicles in relatively close proximity can intercommunicate data such as position vector

velocity and routing. The exact future of this type of vehicle-to-infrastructure and vehicle-to-vehicle

communication is still in a developmental phase and cannot be discussed in any greater detail at the

time of this writing.

One of the key elements in the development of vehicular communications including IVN, V2I,

and/or V2V is the software for controlling all systems. One of the important open software standards

is AUTOSAR. As vehicular communication technology expands (as it inevitably will do), there will be

a great increase in the software. With AUTOSAR-based software, there is significant code reusability

and portability that helps reduce software development costs. AUTOSAR is explained in detail in

Chapter 3. There are a number of commercially available tools for AUTOSAR that support embedded

software in the various IVNs. These can readily be found on an Internet search for the interested reader.
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Safety aspects of any vehicle can be classified into two major areas. The first to be discussed in this

chapter involves occupant protection in the event of an accident, for example, collision with another

vehicle or a large object. The second area involves techniques to avoid such accidents including blind

spot object detection, collision avoidance, and enhanced vehicle stability (EVS).

The first topic discussed in this chapter is airbags, which are an important supplement to seat belts

for occupant protection. This section of the chapter reviews the basic theory of operation of airbag

systems and explains some of the significant improvements in these systems with respect to maximiz-

ing occupant protection.

AIRBAG SAFETY DEVICE
An airbag is one of the major electronics-based occupant protection devices. An airbag is a gasbag that

is stored at specific locations within the vehicle in an empty collapsed configuration. In its stored state,

it is covered by normal automotive interior panels that are readily ruptured upon airbag inflation. The

theory of operation is perhaps best begun with an explanation of the earliest airbags that were deployed

in some production automobiles in the 1970s. In such early vehicle deployment, the focus was on pro-

tection of the driver from impact with the steering wheel in the event of a frontal (or nearly frontal)

collision.

An airbag system consists of the airbag itself, an inflation device, a digital control system, and one

or more sensors. During an essentially frontal collision, the vehicle experiences a very large deceler-

ation as the vehicle is crushed by the impact forces associated with a collision. The earliest sensors

employed by airbag systems were electromechanical switches, such as are depicted in Fig. 10.1, that

were normally open but were closed whenever deceleration reached a predetermined level that was
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associated with collision dynamics. At this level of deceleration, an electric signal was sent to the ig-

niter of the airbag inflator. In the earliest configurations, the airbag was fully inflated in 30–40 ms.

The concept of an airbag system is that an inflated airbag can act as a cushion that can isolate or

partially isolate occupants from an impact with various body parts with the internal vehicle structure.

Initially, during the early 1970s, it was believed by many in the industry that airbags might have be-

come a substitute or replacement for seat belts since data had suggested that seat belt use generally was

relatively low. At the present time, airbags are considered a supplementary safety system to the primary

system of seat belts by the automobile industry and are required by regulatory authorities.

Airbag deployment in vehicles has evolved from the initial steering wheel locations intended for

driver protection. Vehicles were later provided with airbags for front seat passengers and then along

vehicle sides including the side doors and the side curtain airbag to provide protection in the event of a

side impact. Other airbag locations and configurations tend to be somewhat manufacturer-specific, the

details of which are beyond the scope of this book. Rather, this book is intended to explain the details of

the electronic components and the theory of operation.

The practical implementation of the airbag has proved to be technically challenging. At car speeds

that can cause injury to the occupants, the time interval for a crash into a rigid barrier from the moment

the front bumper contacts the barrier until the final part of the car ceases forward motion is of the order

of a second. Table 10.1 lists required airbag deployment times for a variety of test crash conditions.

For an understanding of the conceptual framework of an airbag electronic system, it is, perhaps,

helpful to briefly review a somewhat simple example of an early airbag concept. The earliest concepts

involved protecting the driver and front seat passenger from essentially frontal-only collisions.

One of the early configurations that was intended to protect occupants from longitudinal axis de-

celeration employed a pair of acceleration switches SW1 and SW2 as depicted in Fig. 10.1. Each of

these switches is in the form of a mass suspended in a tube with the tube axis aligned parallel to the

Forward
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(B)

Hollow tube

Spring

Car
battery

Airbag
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XP

X

Mass

Switch contacts

FIG. 10.1 Airbag deployment system. (A) Traditional airbag switch configuration. (B) Circuit for airbag activation.
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longitudinal car axis. Fig. 10.1A is a drawing of the accelerator switch configuration. Fig. 10.1B is a

circuit diagram for an early airbag system.

The two switches, which are normally open, must both be closed to complete the circuit for firing

the airbag. When this circuit is complete, a current flows through the igniter that activates the charge. A

gas is produced (essentially explosively) that inflates the airbag.

In early airbag systems, the switches SW1 and SW2 are placed in two separate locations in the car.

Typically, one is located near the front of the car and one in or near the front of the passenger com-

partment (some automakers located a switch under the driver’s seat on the floor pan).

Referring to the sketch in Fig. 10.1, the operation of the acceleration-sensitive switch can be un-

derstood. Under normal driving conditions, the spring holds the movable mass against a stop, and the

switch contacts remain open. During a crash, the force of acceleration (actually deceleration of the car)

acting on the mass is sufficient to overcome the spring force and move the mass. For sufficiently high

car deceleration, the mass moves forward to close the switch contacts. In a real collision at sufficient

speed, both switch masses will move to close the switch contacts, thereby completing the circuit and

igniting the chemical compound to inflate the airbag.

An approximate dynamic model for the mechanical crash sensor is given below:

M€x +D _x +Fc +Kx¼ 0 (10.1)

Table 10.1 Airbag deployment times

Test library event Required deployment time (ms)

9 mph frontal barrier ND

9 mph frontal barrier ND

15 mph frontal barrier 50.0

30 mph frontal barrier 24.0

35 mph frontal barrier 18.0

12 mph left angle barrier ND

30 mph right angle barrier 36.0

30 mph left angle barrier 36.0

10 mph center high pole ND

14 mph center high pole ND

18 mph center high pole ND

30 mph center high pole 43.0

25 mph offset low pole 56.0

25 mph car to car 50.0

30 mph car to car 50.0

5 mph curb impact ND

20 mph curb drop-off ND

35 mph Belgian blocks ND

Note, ND¼nondeployment.
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where M¼mass of the movable element, D¼viscous friction coefficient, Fc¼coulomb friction force

(stiction), and K¼ spring constant.

The acceleration of the mass €xð Þ is related to vehicle acceleration (a) or deceleration (�a) by the

following:

€x¼�a

The motion of the movable mass is the solution to the following:

D _x +Fc +Kx¼Ma (10.2)

Whenever the mass displacement exceeds the spacing to the switch contact (xp) (i.e., x¼ xp), the con-
tacts close, and the action described above proceeds.

Fig. 10.1 also shows a capacitor connected in parallel with the battery. This capacitor is typically

located in the passenger compartment. It has sufficient capacity that, in the event the car battery is

destroyed early in the crash, it can supply enough current to ignite the squib.

The evolution of airbag sensing technology advanced to electronic sensor. In such systems, the role

of the acceleration-sensitive switch is played by an analog accelerometer along with electronic signal

processing, threshold detection, and electronic driver circuit to fire the squib. Fig. 10.2 depicts a block

diagram of such a system.

The accelerometers A1 and A2 are placed at locations similar to where the switches SW1 and SW2

described above are located. Each accelerometer outputs a signal that is proportional to acceleration

(deceleration) along its sensitive axis. As an illustrator of the characteristic waveform from an accel-

erometer, Fig. 10.3 presents measurements of a 3200 lb (curb weight) vehicle that was crashed into a

rigid barrier at 30 mph.

Under normal driving conditions, the acceleration at the accelerometer locations is<1 g. However,

during a collision at a sufficiently high speed, the signal increases rapidly. Signal processing can be

employed to enhance the collision signature in relation to the normal driving signal. Such signal pro-

cessing must be carefully designed to minimize time delay of the output relative to the collision de-

celeration signal. A comparison of the deceleration profile of Fig. 10.3 for this crash with the

deployment requirements of Table 10.1 illustrates the complexity of the signal processing necessary

to properly deploy the airbag.

As explained above, the original electromechanical deceleration sensors have been replaced with

solid-state accelerometers. In addition, airbag systems are equipped with other sensors including

FIG. 10.2 Accelerometer-based airbag system.
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sensors for side door pressure, wheel angular speed, brake pressure, seat occupancy, and gyroscopic

sensors for angular position/rate measurement and impact sensors. The electronic control for an airbag

system receives and processes signals from all of the associated sensors. The algorithms for this signal

processing are relatively complex since the central system must distinguish signals due to a collision

from signals that are produced during normal driving. In the latter case, the signals from the sensors

depend upon the vehicle speed, the condition of the road (or off-road terrain), and sometimes vehicle

maneuvers resulting from driver input. For example, a vehicle traveling over a road with significant

potholes or a vehicle striking a curb during an improperly executed turn can involve rapid vehicle dy-

namics that result in signals from the sensors that can emulate a collision.

Regulatory requirements for airbag deployment are usually specified in terms of a specific colli-

sion. For example, the frontal collision into a rigid barrier at a specific speed (e.g., �14 mph) requires

airbag deployment. Such a collision will cause a very specific set of signals from the various sensors for

a particular vehicle model and/or configuration. If the threshold for airbag deployment was set too low

and if the driver’s airbag was deployed when the vehicle hit a severe pothole (or curb), the occupant

safety would be reduced because the airbag would obstruct the driver’s visibility and could impact his/

her ability to control the vehicle.

As an illustration of the complexity of the signal processing required by the airbag control system,

Fig. 10.3 depicts the actual output signal waveform of an accelerometer during a frontal barrier col-

lision for an actual vehicle. In addition to signal waveform complexity, the detection of a collision must

occur within a few milliseconds of the initial contact of the vehicle with the colliding object. The time

for full inflation of a representative airbag from the trigger (igniter) signal is 30–40 ms. The vector
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magnitude and orientation of the net deceleration of the portion of the vehicle where sensors are located

can be determined by combining signals from accelerometers.

As a simple illustrative example, we consider a pair of accelerometers located under the driver seat

with one having sensitive axis along the vehicle’s x-axis; this is its longitudinal axis (i.e., fore and aft).
Another accelerometer is oriented with its sensitive axis along the transverse horizontal axis (denoted

y-axis). For illustrative purposes, it is assumed that these sensors are linear with output voltages vx and

vy, respectively as explained in Chapter 5, and given by

vx ¼Ksax
vy ¼ Ksay

A third accelerometer can be placed at the same location and oriented along the vehicle’s third (i.e., z)
axis yielding voltage vz where

vk ¼Ksaz

These accelerations are given in terms of a convenient inertia reference, which, in most cases, is earth-

fixed with x and y parallel to the vehicle axes at the onset of the collision and parallel to the road surface.
During the course of a collision, a rotation of the vehicle axes can occur as a function of the vehicle

object orientation at impact. However, during the initial phase of the collision within which the airbag

is to be deployed, this rotation of axes is sufficiently small that it doesn’t have to be taken into account.

The magnitude of the collision is represented by the magnitude a of the total acceleration vector �a
and is given by

�a¼ axaya2
� �T

a¼ �ak k
The angle of �a in the transverse plane (x,y) is denoted θt and is measured relative to vehicular x-axis and
given by

θt ¼ tan ay=ax
� �

For an essentially frontal collision, θt¼π. When the control unit detects from a that a collision is in

progress, the driver and passenger airbags will deploy.

The signal processing for crash sensing involves algorithms that perform transformations on samples

of the output of the various sensors.Thewaveformamplitude fromanygiven sensor (e.g., accelerometer)

is an increasing function of the severity of the crash. For example, the crash intensity into a barrier of a

given vehicle model increases with impact speed. The waveform of any of the accelerometers also de-

pends uponnot only the impact speedbut also the lateral impact point and is different for different vehicle

models. The waveform of the output of the sensors such as the accelerometers contains the information

that must be extracted to detect a crash and to distinguish a crash from a noncrash-related impact (e.g.,

pothole) within a sufficiently short time interval to deploy the airbag when needed. As an illustration of

the signal processing used for crash detection, consider the output of an accelerometer that has its sen-

sitive axis along the vehicle’s x-axis. The sampled output of this sensor is denoted xk and is given by

xk ¼Ks ax tkð Þ+ nv tð Þð Þ (10.3)

where tn ¼ kδt k¼ 0,1,2,…

nv¼noise generated due, in part, to vehicle vibration.
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One of the simplest, but not highly reliable, algorithms for crash sensing is to compare the sensor

data with a threshold value. For example, a frontal barrier crash involves axmeasurements. A potential

algorithm is given below

xk < xTh ! no airbag activation

xk � xTh ! airbag inflation procedure

where xTh¼ threshold level for airbag inflation.

Another signal processing that can improve performance of the crash detection algorithm is filter-

ing. The sequence of sampled data {xk} is the input to a filter that generates output sequence yn where

y nð Þ¼
Xn
k¼n�k

hn�kxk (10.4)

where hn-k¼ impulse response of the filter:

y nð Þ¼ ya nð Þ+ ynv nð Þ

The filter output consists of a signal component ya(n) that optimally replicates the sampled version of

the vehicle acceleration (scaled in amplitude) and a noise component ynv(n) that is ideally of negligible
amplitude. Depending upon the signal waveform, its spectral content, and the noise power spectral den-

sity, there are certain optimal filters that can maximize the signal/noise of the measured acceleration.

It is possible in crash detection algorithms involved in airbag systems to simultaneously process the

various sensors. In such a system, frontal collisions for a given vehicle model might have a relatively

narrow range of waveforms associated with a frontal crash at a given vehicle speed at the time of the

crash. In this case, a matched filter (MF) with impulse response coefficients selected from stored values

in memory for a given interval of speed can optimize crash signal detection. The theory of a MF is

explained in the section of this chapter devoted to vehicular radar for crash avoidance. A MF can

be an optimal signal processing for detecting the waveform associated with a frontal crash. MFs for

certain other crashes are theoretically possible.

For a pure side impact, θt�π=2. However, for a purely side impact in which another vehicle

collides with the one being considered, a door pressure sensor could be expected to give the earliest

indication of the collision. In this case, the side airbags will be inflated. The crash data from National

Highway Transportation Safety Administration (NHTSA) show that the majority of collisions are nei-

ther fully frontal nor fully side impacts. The actual inflation of the airbag can be conducted in one or

two stages to obtain an optimum bag position relative to the occupant. Any given crash scenario for a

given vehicle configuration can have an optimal airbag deployment as controlled by the airbag control

system for the particular collision as determined by vehicle sensors and signal processing algorithms.

There are some vehicles that incorporate pneumatic cylinders that, when pressurized, increase seat

belt tension. Such cylinders receive pressure from canisters that contain airbag inflation materials. By

increasing seat belt tension, the occupant is restrained from impact-induced motion. Such restraint can

reduce any impact-related occupant/airbag impacts.

One of the algorithms used for airbag activation/inflation is based upon vehicle speed. This algo-

rithm continuously monitors change in vehicle speed δV over an interval T. In terms of continuous time

variables, δVT(t) is found by integrating acceleration along the vehicle’s x-axis. The model for δVT(t) at
any time is given by
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δVT ¼
ðt
t�T

ax t0ð Þdt0

¼ 1

Ks

ðt
t�T

vx t0ð Þdt0
(10.5)

The crash detection algorithm involves comparing δVT(t) with a threshold value δVTh yielding a binary-

valued variable A where

A¼ 0 ifδVT > δvth
A¼ 1 ifδVT � δvth

(10.6)

where vth¼ threshold value:

δvth < 0

A representative algorithm for deployment of the airbag is represented in the present illustration by a

binary-valued variable denoted D. A third binary-valued variable is the vehicle speed V(t) where

B¼ 0 V< 14mph

B¼ 1 V� 14mph
(10.7)

The airbag inflation activation occurs at the instant D changes from 0 to 1 where (in Boolean algebra

notation)

D¼A �B (10.8)

Thus, the decision to deploy requires δVT(t) to be algebraically less than the threshold value, and the

vehicle speed must equal or exceed 14 mph in this representative example crash detection algorithm.

The particular values for parameters T and δVT are vehicle-specific.

Many vehicles include roll sensing via an angular rate/position sensor equivalent to gyroscopic sen-

sors. A solid-state angular rate sensor is explained in detail in Chapter 5. For an accident involving a

vehicle that rolls about its longitudinal axis due to lateral acceleration (e.g., in a very tight turn/cornering)

acting through a relatively high cg, the sensor and control unit can detect when the vehicle is in a rollover

maneuver. If the vehicle is equipped with side curtain airbags, these will be deployed during the rollover

accident. Such airbags, in addition to the all-important seat belts, can offer significant occupant

protection.

BLIND SPOT DETECTION
Another vehicular electronic safety-related system is known as “blind spot detection” (BSD). The term

refers to a deficiency in the traditional means of attempting to give drivers a full 360° viewing capa-

bility around the vehicle. The driver’s primary viewing attention when traveling forward is the region

in front of and somewhat to either side of the vehicle. Although vehicles are designed and built with

multiple windows, there are nontransparent portions of the vehicle necessary to provide the physical

structure. For example, the occupant compartment includes the vehicle roof with supporting structures

(e.g., A and B door posts). Basically, except for windows, the vehicle structure restricts the driver’s

field of view. The traditional devices intended to improve the field of view were the rearview and

side-view mirrors. Although such mirrors have provided valuable assistance to the driver for the
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regions covered by the mirrors, there have always been regions around the vehicle in which parts of the

vehicle obstructed the driver’s view. These regions have been termed “blind spots.”

In this chapter, several electronic systems that effectively eliminate blind spots are discussed. These

systems either can improve the driver’s field of view or are capable of issuing warnings to the driver

about other vehicles or objects that are a potential collision threat.

Safety in driving has many components including collision avoidance between two or more moving

vehicles or between any givenmoving vehicle and a fixed or essentially immovable object. A necessary

(but not always sufficient) requirement to avoid collisions is the need for the driver to detect a potential

collision and, where possible, to take an evasive action by either steering or braking or both. Tradition-

ally, the driver could only detect potential collisions visually. In most vehicles, the driver has good

visibility forward and to either side. Visibility to the rear is aided by rearview and side-view mirrors.

However, depending upon the vehicle structure, there can be obstacles that block visibility in certain

directions and locations surrounding the vehicle. This section of the chapter discusses the means of

dealing with these blind spots.

In contemporary vehicles, there are numerous electronic means to improve the driver’s ability to

detect objects in otherwise blind spots. One such spot is the region immediately behind the vehicle.

When the vehicle is in reverse (e.g., backing out of a parking space), there is potential for running into

an unseen obstacle. It is particularly hazardous if there are any small children walking behind a vehicle

in reverse. One of the early electronic BSD systems is a rearview video system. Such a system includes

a video camera (normally solid state) having a relatively large field of view. The video signals are sent

to the digital system that controls the flat-panel display most likely via an in-vehicle network (IVN)

(see Chapter 8). The flat-panel display, which is explained in Chapter 8 on instrumentation, can present
the two-dimensional image as “seen” by the video camera (see Chapter 5). In most vehicles that are

equipped with a rearviewing video system, the system is automatically activated whenever the vehicle

is in reverse, and the vehicle flat-panel display is dedicated to presenting the rearview image.

In addition to visual object detection by the video system, some vehicles are equipped with ultra-

sonic object detection aids. Such systems incorporate multiple (two or more) ultrasonic transducers.

The ultrasound carrier frequency for each transducer is unique. The corresponding control system gen-

erates signals that cause the transducers to emit short bursts of ultra-high-frequency sound. The beam

width of the transmitted sonic pulse is sufficient to cover the region behind the vehicle for which a

potential collision can occur. Any object within this region reflects the sonic pulse. The transducers

receive the reflected pulses at the transmitted frequency and send the received signal to the control

system. If the reflecting object has sufficiently small lateral dimensions, the reflected wave will have

a pulse duration essentially the same as the transmitted pulse. The round-trip time from the transducer

and from the object tn(k) for transducer n is given by

tn ¼ rn=CS

where rn¼distance to the object from transducer n and CS¼ speed of sound.

For a single object, the location of the object in a vehicle-based Cartesian coordinate system can be

found by trilateration, the theory of which is explained in Chapter 9 on vehicle communication in the

section that explains GPS navigation.

If the object is within a region of potential collision, an alert message is given to the driver. For

example, a relatively short narrow cylindrical post is often not readily visible to the driver via the
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rearview video system, particularly in a low light or low color contrast or rain environment. If the sys-

tem senses that the driver has not detected the object, the controller can highlight it on the display.

When a vehicle is traveling forward, there are BSD systems capable of alerting the driver to a po-

tential collision For example, if a driver is changing lanes on a multilane road/highway and another

vehicle is approaching in the destination lane in a blind spot, there is a potential for collision. There

are technologies that can detect objects such as this example in a blind spot and issue a warning to

the driver.

One such technology involves the use of low-power short-wavelength radar. A number of antennas

mounted around the vehicle (primarily facing to the rear and side) can transmit pulses of microwave

power from an internal transmitter. If there is a vehicle within the predetermined blind spot, the radar

signal is reflected from this vehicle and received by the radar system. The radar system can measure the

distance to another vehicle and its relative speed along the line of centers. The distance r to the other

vehicle is given by

r¼ cδt (10.9)

where δt¼ round-trip time from transmit to receive and c¼ speed of propagation of the transmitted

radar pulse.

The relative speed Sr is obtained from the frequency shift of the received radar pulse:

Sr ¼ c
δf

ft
(10.10)

where

δf ¼ ft� fr

fr¼ received frequency and ft¼ transmitted frequency.

Assuming that the overtaking vehicle does not reduce speed and the given car continues a lane

change, the time to collision δtc is approximately given by

dtc ’ r

Sr

The criteria for alerting the driver can include numerous factors. For example, in the above case of radar

detecting an overtaking vehicle, one criterion might be the time required for lane change to be very

small compared with δtC. In this exemplary scenario, a lane deviation/departure system can be

employed. Such a lane change detection system is explained later in this chapter.

Alternative BSD systems employ optical sensing of vehicles in blind spots. At least one vehicle

model incorporates a pair of cameras, each one mounted in a side-view mirror housing. The theory

of operation of such a camera is explained in Chapter 5 and is based on the operation of an array

of photo detectors, which are explained in Chapter 2. Each of these cameras has a field of view along

the side of the vehicle rearward. This system is helpful for lane changing on a multilane road/highway.

When the turn signal is switched on to indicate a lane change, the image from the camera on the side to

which the vehicle is about to move is displayed on the flat-panel display screen. This display will reveal

another vehicle in one of the blind spot locations in the lane to which the vehicle is moving. Another

sensor system employed for BSD uses LIDAR, which is explained in Chapter 5.

An extension of the above system involves signal processing of the optical image. The algorithms

and software for optical object detection have existed for decades and have been used to locate objects
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on a conveyer belt for robot pickup in industry. If all vehicles had exactly the same shape, such algo-

rithms could be used to detect vehicles in blind spots. However, the two-dimensional image contained

in the signal from any camera of a vehicle in a blind spot depends upon the size and shape of the vehicle,

as well as its distance from the camera. On the other hand, algorithms for detecting changes in the pat-

terns of video camera signals can identify an object in a blind spot that is approaching the camera.

Furthermore, the changes in the image can be processed to obtain an estimate of the speed of the

approaching vehicle relative to the camera.

The details of object detection algorithms are beyond the scope of this book. However, a simple

example can illustrate the types of signal processing that can be employed in BSD. This example in-

volves detecting and locating an edge of an object. For a camera with color capability, the camera gen-

erates three signals for red R, green G, and blue B.

For illustrative purposes, we consider a simple rectangular green object on a white background. The

electric green signal is a function of the Cartesian coordinates of the camera field of view and is denoted

VG(H, V) whereH represents the horizontal position and V the vertical position. The edges of this object

are associated with discontinuities in the derivatives GH(H, V) and GV(H, V):

GH H, Vð Þ¼ dVG

dH

GV H, Vð Þ¼ dVG

dV

The edges of the object can be represented by contours VE(HE) where the derivatives are discontinuous.

For BSD, some vehicle models have more than two cameras and can detect other vehicles in all of

the blind spot locations for the vehicle. Advanced signal processing algorithms of the signals from these

cameras go far beyond the simple edge detection algorithm discussed above. However, these algo-

rithms are largely proprietary and are not available for discussion here. On the other hand, a publicly

documented method of image detection known as convolutional neural network (CNN) has been used
for object identification and, in principle, could be used for BSD. The CNN electronically performs

operations on video data that are not unlike animal visual cortex in operation on the distribution of

individual pixels.

AUTOMATIC COLLISION AVOIDANCE SYSTEM
Any time a vehicle is moving, there is the theoretical potential for a collision with another vehicle or

with a fixed object. The traditional method of avoiding a collision has been proper driving by the driver.

However, collisions occur most often, particularly with other vehicles, in relatively high traffic

density areas.

Another electronic system that improves driving safety is a so-called collision avoidance system

(CAS). A CAS incorporates millimeter wavelength radar and/or laser-based lidar for detecting a po-

tential collision with another vehicle. Such a radar/lidar sensor functions the same as traditional radar in

detective objects along a given path or direction. It does so by transmitting a relatively low beam width

pulse and receiving reflected signals. Radar was initially developed during World War II for detecting

and locating aircraft or ships at sea that could be carrying destructive weapons. For radar to be effective,

it must distinguish between pulses that are reflected by the object/vehicle that is to be detected from

515AUTOMATIC COLLISION AVOIDANCE SYSTEM



background radiation or electromagnetic noise. A reflected signal will have essentially the same pulse

waveform as the transmitted pulse. The carrier frequency of a received signal, which is reflected by the

object being detected, will differ from the transmitted carrier frequency by the Doppler shift due to

motion of the reflected object. The received frequency shift due to motion δf is given by

δf ¼ _r

c
fc (10.11)

where

_r ¼ dr

dt

r¼distance from the radar antenna to the object and c¼ speed of propagation of the radar signal.

The lateral velocity of the moving object (i.e., velocity in a plane orthogonal to the line from the

antenna to the object) vl is given by

vl ¼ r _θ (10.12)

where

_θ ¼ dθ

dt

θ¼angular position of the object relative to a reference direction from the transmitting antenna.

A block diagram of a traditional radar system is depicted in Fig. 10.4.

In Fig. 10.4, the component labeled Circ is a circulator that isolates the highly sensitive receiver

from the relatively powerful transmitted pulse. For a circulator, an input signal at port a is coupled

with very low insertion loss to port b. Port c is virtually isolated from signals entering port a. However,
an input to port b is coupled with low insertion loss to port c. With this component, a receiver capable of

receiving low signal levels is prevented from saturation due to the transmitted pulse. An alternative to

the traditional circulator is a switch (called a transmit/receive (TR) switch) that places a short circuit

across the receiver input during transmission and connects the receiver to the antenna (Ant) when the
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FIG. 10.4 Traditional radar block diagram.
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transmitter pulse is ended. The time interval between successive transmitted pulses must be at least equal

to the round-trip time for electromagnetic propagation from the antenna to the object at the maximum

range for which object detection is required. For automotive frontal collision avoidance, the distance will

normally be such that avoidance functions taken by the vehicle have sufficient time to be employed. In

certain cases, this distance will be mandated by government agencies. However, the individual vehicle

manufacturer may choose to use a maximum detection distance that exceeds government regulations.

Although the power level of transmitted radar signals is relatively low, the radar cross section of

another vehicle with which a collision is possible is relatively large, and the reflected signal may be

large relative to ambient noise. On the other hand, there are circumstances for which the reflected signal

to ambient noise is insufficient for an early detection of potential collision object to have an acceptable

probability of detection. Examples of situations with relatively low probability of early detection in-

clude inclement weather and relatively small-object radar cross section (e.g., small fixed posts near a

road or objects with low reflectivity for millimeter wave radar).

In such cases, signal processing can be employed to maximize signal/noise, thereby enhancing

probability of early detection of an object having the potential for collision. The traditional signal pro-

cessing employed in radar for optimal object detection in the presence of noise is a so-called matched

filter (MF). In collision avoidance radar, an MF would provide early detection of objects that might

otherwise not have a sufficient probability of detection for acceptable vehicle safety.

The traditional MF was a continuous time analog device that would have as input the received radar

reflected signal. Such a filter is designed with a transfer function (or impulse response) derived from the

waveform of the signal that is to be detected. A contemporary MF is implemented in discrete time as a

digital filter. As explained in Appendix B, a digital filter can be modeled in terms of the convolution of

the input xk with the sequence of impulse response coefficients hk to produce an output yn:

yn ¼
X∞
k¼�∞

hn�kxk

The input consists of a signal component sk and a noise component nk:

xk ¼ sk + nk

where nk is a stochastic random process that is uncorrelated with sk.
In the case of a radar system, the transmitted signal is an amplitude-modulated carrier in which the

modulation has a pulse waveform. The radar receiver demodulates the signal coming from the antenna.

In this case, the signal sequence {sk} is a discrete time version of the envelope of the modulated signal

that is sampled at a rate that is sufficient to detect the radar pulse waveform. The envelope of the

amplitude-modulated transmitted signal is modeled by periodic waveform ST(t):

ST t+ nTð Þ¼ ST tð Þ n¼ 0,1,2 (10.13)

where T¼period of the modulating signal.

The received signal is a time-delayed reduced amplitude version of the transmitted signal. An ideal

model for S(t) is a rectangular pulse having waveform given by

ST tð Þ¼ So 0� t� τ
¼ 0 τ� t� T

(10.14)
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The received signal is modeled by

S tð Þ¼ γST t�TRð Þ (10.15)

where γ¼ relative amplitude of the received signal, TR¼2Ro/C¼ round-trip time, Ro¼ range from an-

tenna to object, and C¼ speed of propagation of the radar signal.

Fig. 10.5 depicts the transmitted and received signals for a radar system such as could be employed

in a vehicle CAS. In this figure, the demodulated signal and noise (S(t)+n(t)) are sampled at time tk
yielding a discrete time input xn to the signal processing:

xk ¼ x tkð Þ
¼ Sk + nk

(10.16)

where

tn ¼ kδt k¼ 0,1,2,…,K

Sk¼S(tn)¼ sampled signal, nk¼n(tk)¼ sampled noise.

The sample that is closest to the time TR is denoted (ko), which is the closest integer to the ratio

TR/δt:

ko ¼ TR
δt

� �� 	

ST(t)

0

S(t)

S(t)

n(t)

TR TR+ tT
K

t,k

So

0 T T+tt

FIG. 10.5 Transmitted and received radar signals.
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The signal processing filter generates output yk, which consists of a signal component yS and a noise-

related component yn given by

yS nð Þ¼
XK
K¼o

hn�kSk n¼ 1,2,…,K (10.17)

yn nð Þ¼
XK
k¼o

hn�knk (10.18)

The output sequence {yS(n)} can be represented as a vector of length K denoted

�ys ¼ yS 1ð Þ, yS 2ð Þ,⋯,yS Kð Þ½ �T

The output component yn(n) is a sequence of samples of a random process having standard deviation σn.
The signal-to-noise ratio (SNR) for a radar cycle of duration T can be defined:

SNR¼
�Y
T
S � �yS
σ2n

(10.19)

The MF that maximizes SNR has impulse response coefficients hmF(k):

hmF kð Þ¼ α ST K� kð Þ
where α is chosen such that the maximum values of yS(n) do not exceed the maximum digital word

length of the digital system. In effect, the MF impulse response coefficients are a reversed time version

of ST(k) (i.e., analogous to a mirror image).

It should be emphasized at this point that a MF or other signal processing is fundamentally required

for a collision avoidance radar. Moreover, it has the capability to extend the early detection range of a

potential collision object/vehicle. Early detection enables the system to initiate preparatory steps in

case automatic collision avoidance should become necessary due to a lack of timely action by

the driver.

The potential for a collision with a vehicle equipped with a CAS requires some form of tracking of

the potential collision object/vehicle by the control system using continuous monitoring of radar sig-

nals. The details of collision object tracking algorithms are manufacturer-/model-specific and are

largely proprietary. However, it is possible to present a hypothetical exemplary CAS with representa-

tive algorithms.

In order to be useful for collision avoidance in a vehicle, automotive radar must have the capability

to scan a region in front of the vehicle. Such radar is also useful for adaptive cruise control. Traditional

radar systems (e.g., those developed during WWII) achieve scanning by mechanically rotating the

antenna. However, technology has been developed that achieves scanning electronically without re-

quiring any mechanical means. One means of electronic scanning is the so-called phased array method.

In this technology, a set of antennas that are properly sized for the carrier wavelength are arranged in an

array. For an automotive radar, the antennas would be placed such that the radiation beam pattern is

forward of the vehicle. These antennas are all driven from the same carrier signal source but at different

relative phases. The combined radiation pattern is a relatively narrow beam whose major direction is

determined by the relative phases of the antenna. By electronically varying the relative phases of the

multiple antennas, the combined radiation beam can be electronically scanned to cover the region in

front of the vehicle for locating objects or other vehicles in area that could potentially lead to collisions.
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When the potential for a collision has been determinedbyprocessing the scanned radar return signals,

the collision avoidance algorithms are activated.The initial phase of collision avoidance is for the system

to issuewarningmessages to thedriver verbally, visually, or both. If thedriver takesnoevasive action and

the collision threat continues or worsens, the next phase of the collision avoidance involves automatic

action by the system through either steering or braking (or both). Automatic steering input to the vehicle

requires an actuator that is coupledmechanically to the vehicle steering system. Such an activator can be

a hydraulic or pneumatic cylinder that moves under the influence of pressure in the cylinder. That pres-

sure can be regulated by solenoid-type or motor-driven valves that can, in turn, be operated by the CAS.

Automatic steering is explained in Chapter 12, which discusses autonomous vehicles.

Similarly, automatic brake application is readily possible on essentially any anti-lock brakes

(ABS)-equipped vehicle via electrically controlled valves. We will illustrate a hypothetical braking-

type collision avoidance algorithm with a very unusual but technically possible scenario. This example

involves a vehicle that is equipped with a CAS that is traveling along a single-lane tunnel. Another

vehicle entered the tunnel ahead of the example vehicle and is stopped due to a mechanical failure.

Evasive steering is assumed to not be an option for collision avoidance due to the single lane assumed

for the example. However, automatic braking is an option for collision avoidance. It is further assumed

that the tunnel configuration is such that the collision avoidance radar has detected the stalled vehicle

sufficiently far away that the potential collision can be avoided by braking.

The simplified algorithm for collision avoidance in this example can be explained in terms of the

radar measurements and vehicle dynamic motion. The distance from the example vehicle antenna to

the stalled vehicle is denoted r(t). The rate of closure between the two vehicles is given by the vehicle

speed S when

s tð Þ¼ _r ¼ dr

dt
(10.20)

Assuming brakes are applied at time to with a constant deceleration a, the time required to stop the

example vehicle δts is given by

δts ¼ S toð Þ
�a

(10.21)

where a¼�€r.
The distance traveled by the example vehicle from to to the stopping point is denoted d and is

given by

d¼ 1

2
aδt2S (10.22)

The minimum stopping distance dmin is determined by the maximum deceleration with maximum brak-

ing force Fbmax. In this simplified illustrative example, the braking force is modeled linearly in terms of

the effective braking tire/road friction coefficient μ:

Fb ¼ μW

where W is the vehicle weight.

In this simplified linear model, factors such as the transfer of the normal force on the tires to the

front tires are ignored. Nevertheless, the maximum deceleration amax is given by

amax ¼ gFbmax

W
(10.23)
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where amax ¼ gμmax

and where Fbmax¼maximum braking force and μmax¼maximum friction coefficient.

The minimum stopping distance dmin corresponds to amax and is given by

dmin ¼ S2 toð Þ
2gμmax

(10.24)

An extreme version of the hypothetical collision avoidance algorithm in this example would be that if

the driver has taken no action whenever

dmin ¼ r tð Þ

the maximum braking is applied at the time to for which r(to)¼dmin. In this idealized example, the

vehicle will come to a stop at r¼0.

Of course, this simplified illustrative example of collision avoidance through braking is not real-

istic. Any practical algorithm would be designed to avoid such an accident through braking that is less

than the theoretical maximum possible. However, a practical CAS can have an emergency brake ac-

tivation system that could apply maximal braking in the event of a sudden emergency situation (e.g.,

when another vehicle pulls in front of the CAS-equipped vehicle at distances that are at or less than

minimum possible stepping distance). In this case, the CAS can often mitigate the ensuing collision

impact and reduce injuries to occupants from those sustained at the speed involved with no braking.

The algorithms employed in an actual vehicle CAS are more complicated than the above simplified

example. These take into account a variety of potential collision sceneries. Furthermore, for a properly

configured CAS, steering inputs are possible to avoid a collision in some circumstances. At the time of

this writing, CAS via steering is not widely accepted by car manufacturers. However, nearly all US

manufacturers plan to have CAS by automatic braking for essentially all new cars sold in the United

States by 2022.

LANE DEPARTURE MONITOR
Another electronic safety system is a system that works on roads that have clearly marked lanes and is

called a lane departure monitoring (LDM). An LDM has an optical sensor having a field of view for-

ward of the vehicle, the center of which is aligned with the vehicle’s longitudinal axis. The sensor is a

form of video camera that sends the video signal to a computer that is capable of identifying the painted

stripes associated with the lane in which the vehicle is traveling. Alternatively, there are lidar systems

(as explained in Chapter 5) that can detect lane markings. The system determines the vehicle position

within the lane. Ideally, the lane markings should be symmetrical with respect to the vehicle axis. Un-

less the driver has activated a turn signal indicating an intentional lane change, the system monitoring

algorithms generate a warning to the driver. Such a system can have great safety implications

in situations in which the driver has become distracted or is falling asleep.

The lane position detection algorithms are potentially simpler than vehicle in BSD algorithms. Ex-

cept on curves, the lane markings are straight lines with predictable patterns in the video signal v(x,y)
where x,y are the coordinates associated with the region ahead of the vehicle.
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TIRE PRESSURE MONITORING SYSTEM
Beginning in 2007, automatic tire pressure warning systems have been required on all new vehicles

sold in the United States. Tire pressure has been known to be an issue in land vehicle performance

and safety since the introduction of pneumatic tires. For example, tire rolling resistance varies inversely

with tire pressure and is a component of the power required to move a vehicle. However, a more serious

issue than power required is vehicle safety. For example, a sudden loss of pressure in any tire due to a

puncture from an external object can result in a complete loss of steering control and often leads to a

very serious accident.

It also is possible for a tire to gradually lose pressure due to a faulty valve or the partial puncture of a

tire by an object such as a wood or sheet metal screw. For such a puncture, tire pressure loss can take

hours or even days before the pressure loss is visible or can be easily detected while driving. One of the

safety aspects of gradual tire pressure reduction (particularly in front tires) is the effect that it can have

on steering. For example, differential pressure between a pair of front tires causes a steering moment

due, in part, to differential cornering stiffness that can create an undesirable yaw unless manual com-

pensation is provided by the driver. This type of undesirable steering input requires an increase in driver

attention to maintain the vehicle in the proper lane of a road or to maneuver around a curve correctly.

The gradual loss of tire pressure can lead to hazardous driving conditions resulting, for example,

from insufficient driver steering input. In addition, the loss of pressure due to partial puncture can lead

to a sudden loss of pressure at speeds that are sufficient to cause the partial puncture to become a total

puncture by dislodging the obstacle causing a partial puncture. It is an important aspect of driving

safety that the driver should be aware of the tire pressure reduction/loss. The development of technol-

ogy for alerting the driver of a vehicle automatically led to the requirement of the automatic tire pres-

sure warning system (TPWS) on new vehicles sold in the United States. A TPWS is configured to warn

the vehicle driver of unacceptably low pressure or high pressure. The system is required to operate for

7 years.

The output of the TPWS is a warning message displayed to the driver on the vehicle instrument

paned and/or via an audio warning message. The more advanced TPWS systems have a mechanism

for identifying the tire (or tires) that have low pressure. A TPWS is an electronic system that in addition

to a display, includes a pressure sensor (in each tire) and sometimes a temperature sensor, an A/D con-

verter, an electronic control system, a transmitter, an antenna, and, in some systems, a receiver for re-

ceiving control signals from the vehicle and a battery that provides the electric power required for

operation. There are numerous pressure sensor configurations that are suitable for using a TPWS as

described in the chapter on sensors and actuators. However, there is no practical means of sending

the electric signal from a rotating wheel to the vehicle body via wires. Rather, a wireless connection

via low-power audio link is implemented as explained below.

One of the factors involved in the design of such an electronic system is the environment. The

TPWS must be mounted within the tire and is physically very small (e.g., �19 cm2). Two of the

system components that are affected by the small TPWS size requirements are the battery and

the antenna(s). A common choice for TPWS batteries are the miniature Li ion (often called coin)
batteries. Although the current drain for TPWS is relatively low, power management is important

for meeting the lifetime requirement, the mechanisms for which are discussed later in this section

of the chapter.
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The other important component having a design that is strongly affected by size restrictions is the

antenna. The majority of tire pressure monitoring system (TPMS) transmits the pressure data at low

power and at 315 MHz in the United States. The efficiency of any antenna is determined by its con-

figuration and size in relationship to the wavelength of the r-f carrier. In the case of TPWS, the wave-

length is �1 m. There are a few different implementations of a TPWS antenna, each having a low

radiation resistance. For example, relatively common antenna consists of a rectangular loop of wire

that extends �1 cm above and 2 cm across mounted on the circuit board on which the electronic com-

ponents are mounted. The antenna impedance Zant¼Ra+j Xa where typical values are in the ranges

given below:

0:07≲Ro≲0:1Ω
60≲Xa≲65Ω

The transmitter driving the antenna has a source impedance ZS¼RS+j XS. The transfer of electric

power from any source to any load having impedance Z‘ is maximum when

Z‘ ¼ ZS	 (10.25)

where the asterisk refers to complex conjugate. For the purpose of minimizing the battery power drain,

it is important to maximize the efficiency of the transmission of pressure data from each tire to the

vehicle receiver(s). This efficiency requires a matching network between the transmitter and the an-

tenna that cancels the reactance and transforms the antenna resistance to match that of the source as

closely as possible. The high ratio of Xa/Ra means that the matching network will be relatively

frequency-sensitive, which requires a relatively stable carrier frequency.

In order for the transmitted tire pressure data to be made available to the vehicle instrumentation,

there must be a receiver on the vehicle. In many TPMS configurations, there is a separate antenna

mounted in each wheel well. This provides the means of identifying the tire associated with the pressure

measurement. The individual tire also can be identified by a code transmitted by the module in each

tire. Whenever tires are rotated or replaced with new tires, the system must receive the ID data for the

tire on each wheel.

An alternative method of tire ID is to have a low-frequency transmitter (LFT) mounted near the

wheel in each wheel well. Such LFTs operate on 125 kHz. In such cases, the LFT transmits a signal

that interrogates the TPMS (i.e., triggers a transmission of pressure data). The vehicle instrumentation

is programmed to read the sensor ID so that installation of new tires will have the correct TPM ID for

each wheel.

A block diagram of a representative TPMS is depicted in Fig. 10.6. The TPM depicted in this

figure does not include an LF system. The entire electronics are powered by a coin battery that also

is not depicted. The modulator puts the data on the transmitter carrier frequency signal in one of

several possible modulation methods. One of the methods is phase shift keying, which is explained

in the chapter on vehicle communication. The receiver demodulates the received signal and sends the

data to the instrumentation system/computer that processes the data with regard to the measured pres-

sure by comparing it with the value for which a warning message is to be displayed. Department of

Transportation regulations demand that the driver be warned whenever the pressure is 25% below

manufacturer recommended values.
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ENHANCED VEHICLE STABILITY
For any vehicle equipped with an ABS system, the capability of individually applying brakes under

electronic control also has the capability of improving cornering/maneuvering. Individual brake appli-

cation produces a moment about the vehicle’s vertical axis that directly influences yaw rate. In effect,

such brake application provides a steering input in addition to any front wheel (or rear wheel) steering

angle. An EVS is an electronic control system that is capable of preventing the loss of steering control

from driver input or poor vehicle/road characteristics. For example, in an excessive oversteer condition,

brakes can be applied to the wheels on the outside of the turn.

There are several components that are fundamentally required for any given EVS. These include an

accumulator for storing pressure (either pneumatic or hydraulic) needed to operate the relevant brake

mechanism. In addition, a valve is required for regulating the pressure from the accumulator to the

brake mechanism. Such a valve can be binary-valued (e.g., with a solenoid actuator) or it can be pro-

portional as operated by an electric motor. Sensors also are required to measure individual wheel an-

gular speeds and steering input angle. In addition, vehicle motion sensors are required to measure yaw

rate (r) and lateral acceleration (ay). Representative examples of such sensors or automotive systems

are explained in the chapter on sensors and actuators. Additionally, some EVS include sensors for

measuring vehicle roll rate and/or roll angle and vehicle heading and vehicle ground velocity.

An EVS also includes a digital control system that receives as inputs the variables that are measured

by the various sensors. The control system operates with algorithms that evaluate cornering to assess

the potential for the loss of driver control.Whenever the loss of control has either occurred or is about to

occur, the system generates a control signal that applies the appropriate brake to assist vehicle heading

control or to regain controlled steering by the driver.

Tire
pressure
sensor

A/D

A/D

Control
system

Modulator

Tire
antenna

Transmitter

Impedance
matching
network

Vehicle
antenna

Receiver and
demodulator

Instrumentation
system

Display

Temperature
sensor

FIG. 10.6 TPMS-1. Tire pressure monitoring system block diagram.
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In some cases, when a vehicle is maneuvering at a speed that exceeds a critical speed for a given

vehicle traveling under specific conditions (explained later in this section), the vehicle reaches a con-

dition known as oversteer (also explained later in this section), which can result in the loss of directional

control and which can lead to an accident. For certain EVS configurations, the EVS control system can

reduce speed by reducing throttle angle.

Enhanced stability refers to the stability of vehicle dynamic motion during a steering input maneu-

ver. A quantitative study of a representative EVS requires dynamic analytic models for a vehicle during

such maneuvers. For an understanding of vehicle motion during steering input maneuvers, it is helpful

to begin with the dynamic model for a vehicle traveling around a curve with a constant radius of cur-

vature (R) at a constant speed (uo). For an initial explanation of EVS operating theory, it is possible to

use the linearized differential equations from the portion of Chapter 7 covering vehicle steering. The

translational motion of a vehicle over a level surface while maneuvering over a horizontal surface with

Cartesian coordinate x0,y0 as depicted in Fig. 7.32 is represented by Eq. (7.113) of Chapter 7. For the

purposes of the present discussion, this equation is rewritten in the following form:

M _v + Muo +
2

uo
aCF�bCRð Þ

� 	
r +

2 CF +CRð Þv
uo

¼ 2CFδF (10.26)

The variables in the above equation are defined in the section of Chapter 7 associated with Eq. (7.113)

in that chapter and depicted in Fig. 7.32. The equation of rotational motion about the vehicle cg is given

in Eq. (7.114) of Chapter 7, which is rewritten in the following form:

Izz _r +
2 a2CF + b

2CRð Þr
uo

+
2 aCF�bCRð Þv

uo
¼ 2aCFδF (10.27)

For the purpose of investigating the lateral directional stability of a vehicle on a curved path, it is in-

structive to first obtain a single second-order equation in yaw rate r. This equation can be obtained by

differentiating the rotational motion equation with respect to time and multiplying by Muo:

MuoIzz €r + 2M a2CF + b
2CR

� �
_r + 2 aCF�bCRð ÞM _v¼ 2MuoaCF

_δF (10.28)

The translational motion equation can be solved for M _v yielding:

M _v¼ 2CFδF� Muo +
2

uo
aCF�bCRð Þ

� 	
r�2 CF +CRð Þ

uo
v (10.29)

The variable v can be eliminated by solving the rotational equation for v and substituting the transla-

tional motion of the equation for M _v into the rotational equation of motion. After simplification, the

second-order equation in yaw rate is given by

IzzMuo €r + 2M a2CF + b
2CR

� �
+ 2Izz CF +CRð Þ� �

_r

+ 4CFCR‘
2�2Mu2oðaCF�bCR

� �
r=uo ¼ 2MuoaCF

_δF + 4CFCR‘δF
(10.30)

where ‘¼a+b¼wheelbase.

A simplified analysis of vehicle directional stability can be done for a vehicle traveling at a constant

speed uo along a curved level road. In this case, the radius of curvature R for this path can be expressed

in terms of the yaw rate r as given below.
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For this simplified study, it is assumed that the steering angle is fixed (i.e., _δF ¼ 0). The radius of

curvature R is fixed by the road configuration and is taken as constant for an interval of travel. The

driver sets the speed uo and the steering angle δF. The yaw rate r is given by

r¼ uo=R

For steady motion along the curve, €r¼ 0¼ _r , and the differential equation is reduced to the following

algebraic equation:

4CFCR‘
2�2Mu2o aCF�bCRð Þ� �

r=uo ¼ 4CFCR‘δF

The required steering input for this motion along the curve of radius R is given by

δF ¼ 1

R
‘�Mu2o aCF�bCRð Þ

2‘CFCR


 �

For an interpretation of the steering input, the vehicle speed, and the vehicle stability characteristics, it

is helpful to define a parameter ηS that is called the steering coefficient (also known as the understeer

coefficient), which is defined below:

ηS ¼�M aCF�bCRð Þg
2‘CFCR

Using this parameter, the above equation relating δF to uo and R is given by

δF ¼ ‘

R
1 +

ηSu
2
o

g‘

� 


The parameter ηS characterizes the vehicle behavior while being steered along a curve. A vehicle is said

to have neutral steer whenever ηS ¼ 0. For this case, the required steering input δF is constant versus

vehicle speed uo. The parameter ηS depends, in part, on the vehicle configuration and the tire/road in-

terface. Vehicles for which ηS < 0 are said to be oversteered. For an oversteered vehicle, the steering

input changes sign when the speed exceeds a so-called critical speed ucrit. This critical speed is given by

ucrit ¼
ffiffiffiffiffiffiffiffi
g‘

�ηS

s
ηS < 0 (10.31)

Examination of Eq. (10.30) reveals that an oversteered vehicle becomes unstable whenever uo > ucrit.
Instability in vehicle yaw can be determined by the roots of the characteristic equation associated with

Eq. (10.30), which can be written as

C1s
2 +C2s+C3

� �
r sð Þ¼ MuoaCFs+ 4uFCRð ÞδF sð Þ (10.32)

where

C1 ¼MuoIzz

C2 ¼ 2M a2CF + b
2CR

� �
+ 2Izz CF +CRð Þ� �

C3 ¼ 4CFCR‘
2�2Mu2o aCF�bCRð Þ� �

=uo

¼ 4CFCR‘
2 1 + ηS

u2o
g‘


 �
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The roots to this characteristic equation can be real or complex depending upon the coefficients. The

yaw-rate response to steering input is characterized by the transfer function Hr(s):

Hr sð Þ¼ r sð Þ
δF sð Þ (10.33)

A stable response of yaw rate to steering input is assured provided the real parts of the roots to the

characteristic equation are negative, that is, for complex roots s1 and s2 where

s1, 2 ¼�C2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
2�4C1C3

p
2C1

However, if C3<0, both roots are real, and one is positive. Root s1>0 if C3<0 and is given by

s1 ¼�C2 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
2 + 4C1 C3j j

p
2C1

> 0

It can be shown that C3<0 if uo > ucrit, which means that an oversteered car can have an unstable ex-

ponentially growing yaw rate whenever vehicle speed exceeds the critical speed:

r tð Þ¼ r 0ð Þes1t

where r(0)¼yaw rate at which uo becomes > ucrit.
An alternate interpretation of the linear steering model for a vehicle traveling at a constant speed

(i.e., without braking or accelerating) along a level circular arc of radius R can be developed by includ-

ing the vertical force components on the vehicle. Fig. 10.7 depicts the vertical forces including vehicle

weight W¼Mg.

Rear
W

b a

CG

Front

NZFNZR

FIG. 10.7 Vertical forces on the vehicle.
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The vertical forces front (NzF) and rear (NzR) are given by

NzF ¼ bW

‘

¼ bMg

‘

NzR ¼ aW

‘

¼ aMg

‘

The cornering stiffness coefficients are proportional to these vertical forces that, by assumption, are

laterally symmetrical.

The understeer parameter ηS can be expressed in terms of the vertical forces as derived below:

ηS ¼�Mg

‘

aCF�bCR

CFCR

� 


¼ NzF

2CF
� NzR

2CR


 � (10.34)

Similarly, the steering model can be expressed in terms of the lateral forces that are applied to the tires

due to the lateral acceleration ay. For the linear approximate model in which the slip angles are small,

the lateral forces FyF and FyR are given approximately by

FyF ¼ b

‘
May

¼NzF

g
ay

FyR ¼ a

‘
May

NzR

g
ay

The tire slip angles (for lateral symmetry) are given by

αF ¼ FyF

2CF

αR ¼ FyR

2CR

(10.35)

The difference in tire slip angles (front to rear) is given by

αF�αR ¼ FyF

2CF
� FyR

2CR

¼ NzF

2CF
� NzR

2CR

� 

ay
g

¼ ηs
ay
g

(10.36)
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The above equation can be interpreted to mean that for an understeered vehicle for which ηS > 0, the

front tire slip angle is greater than the rear (i.e., αf>αR). For neutrally steered vehicle, the front and rear
tire slip angles are identical. For an oversteered vehicle for which ηS < 0, the rear tire slip angle exceeds

the front slip angle (i.e., α2>α1).
The individual steering stability assessment and brake control algorithms are manufacturer-specific

and often vehicle model-specific. The details of commercially available EVS algorithms and operation

are (or may be) proprietary and sufficiently different from one another that only exemplary EVS con-

trols are discussed in the present chapter. For the purpose of explaining such an exemplary EVS in a

simplified discussion, it is assumed that the relevant vehicle model is linear and is of the form of

Eqs. (7.117) through (7.121). However, in the case of EVS, the D matrix is given by

D¼
2CF

2aCF

0

0

0
D22

0

0

2
664

3
775 (10.37)

where

D22 ¼�W‘=2

W‘¼ lateral distance between wheel planes of symmetry.
The sign of D22 is determined from the steering angle and has the opposite sign:

sgn D22ð Þ¼�sgn δFð Þ
The input vector u is given by

u¼ δF , Fb½ �T

where Fb¼braking force applied to the relevant wheel by the road surface.

For the present exemplary EVS, a single output y is taken to be the yaw rate r. That is, in conven-

tional state variable formation, the output is attained as given below:

r¼Cx

where C¼ [0, 1, 0, 0].

The linearity of the model permits a separation of the state vector and output into two components,

one due to the driver input δF and the other due to EVS braking:

x¼ xδ + xb (10.38)

where xδ is due to δF input and xb is due to Fb input. A pair of state variable equations can be written for

the linear model as follows:

_xδ ¼Axδ +BδδF (10.39)

_xb ¼Axb +BbFb (10.40)

where
Bδ ¼G�1Dδ

Bb ¼G�1Db

and where
Dδ ¼ Cf ,aCf , 0, 0

� �T
Db ¼ 0, D22, 0, 0½ �T .
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An illustrative block diagram for the exemplary EVS is depicted in Fig. 10.8.

In this block diagram, the vehicle dynamic plant model is characterized by operational transfer

functions HPδ(s) and HPb(s) (due to Fbn). From the theory presented in Appendix A, these linear op-

erational transfer functions can be shown to be given by

HPδ sð Þ¼ rδ sð Þ=δF sð Þ
¼C sI4�Að Þ�1 Bδ

(10.41)

and

HPb sð Þ¼ rb sð Þ=Fbn sð Þ n¼ 1 or 2

¼C sI4�Að Þ�1 Bb

where I4 is a four-dimensional identity matrix.

The combined yaw rate _r: has two components:

r¼ rδ + rb

where rδ¼component of r due to δF and rb¼component of r due to brake force Fb.

An illustrative representation steering control algorithm is based upon the relationship developed

above for yaw rate r, vehicle speed uo, and steering angle:

r

uo
¼ δF=‘

1 + ηsu2o=g‘
� � (10.42)

su
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+

Hpb

Brake
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2
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Fb2

Fb1

r

dF

FIG. 10.8 Exemplary EVS block diagram.
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In principle, ηs is known from the vehicle configuration and the cornering stiffness values CF CR. How-

ever, these two latter coefficients depend, in part, on the tire/road interface friction, which can change

significantly with weather conditions, for example, wet/icy roads. However, with appropriate sensors

for measuring δF, uo, and r, the value for ηs can be computed. Solving the above equation for ηs yields,

ηs δFð Þ¼ δFuo
‘rδ

�1

� 

g‘

u2o
(10.43)

Whenever
rδ
uo

>
δF
‘
, the understeer coefficient ηs<0 corresponding to an oversteered vehicle. It is pos-

sible to estimate ucrit from ηs. Whenever uo>ucrit, the oversteered vehicle becomes unstable and can

skid out of control.

If a brake is applied such that rb has the opposite sign of rδ, the net yaw rate is reduced, and the

vehicle stability is returned. Depending upon the type of actuator used, the brakes can be applied pro-

portionally and continuously for a proportional valve or the brakes can be pulsed with a duty cycle,

which yields the desired rb for a solenoid operated valve. That is, by applying the appropriate brake

(in this case brake(s) on the outside of the turn), then

sgn rbð Þ¼�sgn rδð Þ
and the combined r can be reduced to the point of stable cornering. The control algorithm can be

designed to apply the stabilizing brake for a condition that is reached before steering becomes unstable.

This can occur if the vehicle speed uo is increasing and approaching ucrit. It can also occur if road con-
ditions are changing with ucrit decreasing due to reduced road/tire friction. For example, when driving

along a curve and entering a rain shower, the water on the road increases, which can cause CF and CR to

be reduced by a factor of E(E<1). In this case, ucrit is decreased by a factor of E compared with its dry

value. The EVS can estimate the trend of uo toward ucrit and apply stabilizing brakes.

It must be emphasized that the above example of EVS is not intended to explain any existing, prac-

tical commercial system. Rather, it is intended to illustrate concepts involved. In any practical vehicle,

the cornering dynamics are represented by nonlinear models. Moreover, an EVS is not designed or

implemented to improve cornering performance such as might be desirable for certain racing vehicles.

An EVS is intended to improve safety by preventing the loss of steering control.
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From the earliest days of the commercial sale of the automobile, it has been obvious that maintenance is

required to keep automobiles operating properly. Of course, automobile dealerships have provided this

service for years, as have independent repair shops and service stations. Until the early 1970s, however,

a great deal of the routine maintenance and repair was done by car owners themselves, using inexpen-

sive tools and equipment. However, the Clean Air Act affected not only the emissions produced by

automobiles but also the complexity of the engine control systems and, as a result, the complexity

of automobile maintenance and repair. Car owners can no longer, as a matter of course, do their

own maintenance and repairs on certain automotive subsystems (particularly, the engine). In fact,

the traditional shop manual used for years by technicians for repairing cars is rapidly becoming

obsolete and is being replaced by electronic technician aids.

As will be shown later in this chapter, the trend in automotive maintenance is for the automobile

manufacturer to distribute all required documentation, including parts lists (with figures) and repair

procedures in electronic format via a dedicated communication link (e.g., via satellite) or via CD

supplied to the service technician. The repair information is then available to the technician at the repair

site by use of a PC-like workstation.

Onboard digital systems can also store diagnostic information wherever a failure or partial failure

occurs in a component or subsystem. The relevant information can then be stored in a memory

(e.g., RAM) that retains the information even if the car ignition is switched off. Then, when the car

is delivered to a repair station (e.g., at the dealer), the technician can retrieve the diagnostic information

electronically.
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The change from traditional fluidic/pneumatic engine controls to microprocessor-based electronic

engine controls was a direct result of the need to control automobile emissions and has been chronicled

throughout this book. However, little has been said thus far about the diagnostic problems involved in

electronically controlled engines. This type of diagnostics requires a fundamentally different approach

than that for traditionally controlled engines because it requires more sophisticated equipment than was

required for diagnostics in preemission control automobiles. In fact, the best diagnostic methods use

special-purpose computers that are themselves microprocessor-based.

ELECTRONIC CONTROL SYSTEM DIAGNOSTICS
Each microprocessor-based electronic subsystem has the capability of performing some limited self-

diagnosis. A subsystem can, for example, detect a loss of signal from a sensor or detect an open circuit

in an actuator circuit and other failures. As long as the subsystem computer is still functioning, it can

store fault codes for detected failures. Such diagnosis within a given subsystem is known as onboard
diagnosis.

Some limited self-diagnostics have been available in power train control from the earliest days of

microprocessor-based control systems. However, the Environmental Protection Agency (EPA) has de-

veloped regulations mandating a relatively high level of diagnosis for components and subsystems that

can adversely effect exhaust emissions when failed or in degraded performance. These regulations are

known as “onboard diagnostics II” (OBD II). They require that the vehicle has within its electronic

control/instrumentation systems the capability of essentially continuously monitoring the performance

of the vehicle emission control systems. The details of this regulation and specific implementation

schemes are discussed later in this chapter.

Whenever a fault in a component or system is detected, a code, specific to the failure/degraded

performance known as a “fault code,” is stored in memory. Various techniques for detecting such fail-

ures are discussed later in this chapter. If the fault has the potential to degrade the emission control

system beyond allowable limits, OBD II requires that the driver be alerted via a “check engine” mes-

sage on the instrument panel.

However, a higher level of diagnosis than the onboard diagnosis is typically done with an

external computer-based system that is available in a service shop. Data stored in memory in an

onboard subsystem are useful for completing diagnosis of any problem with the associated subsys-

tem. Such diagnosis is known as off-board diagnosis and is usually conducted with a special-purpose

computer.

In order for fault code data to be available to the off-board diagnosis computer, a communication

link is required between the off-board equipment and the particular subsystem on board the vehicle.

Such a communication system is typically in the form of a serial digital data link. However, the

details of such a communication link are discussed in Chapter 9 in which communication via an

in-vehicle network (IVN) is explained. A serial data link transmits digital data in a binary time se-

quence along a communication path or network (e.g., pair of wires). Before discussing the details of

onboard and off-board diagnosis, it is perhaps worthwhile to review briefly automotive digital

communications.
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It was shown in the Chapter 9 that the various electronic subsystems (ECUs) in a contemporary

vehicle are connected together via an IVN (e.g., the CAN network). For example, in Fig. 9.3, one

of the connections to the exemplary CAN bus is a data link (denoted DLC) that is a portal from the

vehicle to the off-board diagnosis system. A connection is made to this diagnostic system when the

vehicle is in an authorized repair facility (e.g., car dealer) for maintenance/repair.

Fig. 11.1 depicts a representative connection of an off-board connection of a so-called diagnostic

scan tool to an automotive DLC. The diagnostic scan tool depicted in Fig. 11.1 is portable and can be

carried in the vehicle when it is being test-driven by a maintenance technician as discussed later in this

chapter.

The scanner has access to address and data buses of the subsystem containing the memory in which

the relevant fault codes are stored. The scanner then sends addresses to the memory locations where the

fault codes are stored and retrieves any fault code in each memory location associated with fault code

storage. The scanner also includes a display device where it displays the fault code. Some diagnostic

systems include storing the clock time of the occurrence of the fault. Such a system is useful for

Data link connector

Diagnostic scan tool

FIG. 11.1 Illustration of diagnostic scan tool connection to vehicle.
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diagnosing intermittent faults (i.e., those that come and go randomly and are challenging for the tech-

nician to find). In addition to the portable scan diagnostic tool (PSDT), there is a service bay diagnostic

tool (SBDT) that is often on a movable cart but is not small enough to be carried on board for test

drivers.

SERVICE BAY DIAGNOSTIC TOOL
An alternative to the onboard diagnostics is available in the form of a service bay diagnostic system.

This system uses a computer that has a greater diagnostic capability than the vehicle-based system be-

cause its computer is typically much larger and has only a single task to perform—that of diagnosing

problems in vehicle electronic systems.

Service bay diagnostic systems are computer-based instruments that are capable of reading fault

codes that are stored by the onboard diagnostic systems (e.g., via the DLC described in Chapter 9).

In addition, they have electronic versions of the equivalent of shop manuals and recommended pro-

cedures for diagnosing specific problems from the stored fault codes and information and problem de-

scriptions from the driver.

In certain circumstances, fault codes, by themselves, are insufficient to fully diagnose a given prob-

lem. In the cases, the off-board diagnostic system can present a sequence of steps that require action by

the service technician which, when followed, can complete the diagnosis of a problem. Of course, it

should be emphasized that fault codes are only applicable to those automotive systems/subsystems that

have electrical or electronic components. Other subsystem/components require the knowledge and ex-

perience of the service technician to perform diagnosis/repair. For example, a failed or partially failed

wheel bearing is not a failure that will have a stored fault code. The diagnosis and repair of problems in

automobiles will always require competent, knowledgeable, trained technicians.

On the other hand, the electronic content in contemporary vehicles continues to increase with each

new vehicle configuration/model. Thus, it is clear that electronic diagnostic methods will continue to

proliferate.

In addition to storing and displaying shop manual data and procedures, a computer-based service

bay diagnostic system has the theoretical capability to automate the diagnostic process itself. In achiev-

ing this objective, the technicians’ terminal has the capability to incorporate what is commonly called

an expert system that is explained in detail later in this chapter.

ONBOARD DIAGNOSTICS
Onboard diagnostics are dictated largely by the need for each automobile to meet the requirements of

OBD II regulations. As stated above, any component/subsystem having the potential to adversely affect

exhaust emissions must be evaluated for its performance. In addition, however, on a power train system

level, the onboard diagnostics must be capable of detecting engine misfire. A misfire is any failure of

any cylinder (during an engine cycle) to experience normal combustion. It can include a complete mis-

fire in which ignition fails to cause combustion to occur. Partial combustion in which only a portion of

the fuel/air mixture is combusted also can constitute a misfire by OBD II standards. A misfire can
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degrade the performance of the catalytic converter since the exhaust gas constituents and concentra-

tions are outside the limits in which it is intended to function.

Any engine can experience an occasional, spurious misfire (or partial misfire). However, when the

severity and frequency of occurrence exceeds certain tolerance limits, the catalytic converter perfor-

mance is degraded, and exhaust emissions can exceed the EPA-mandated limits. For such an occur-

rence, the warning message must be displayed, and the owner should seek repairs for the vehicle.

The format for this warning message varies with vehicle model, but it is often an illuminated “check

engine” display. For convenience in the present chapter, this warning message is termed “fault indi-

cation lamp” or FIL since it is actually illuminated due to a component/system fault. An exemplary

method of detecting misfires is described in detail later in this chapter.

On a component level, there are many individual components that can adversely affect exhaust

emissions during periods of degraded performance. For example, the heated exhaust gas oxygen con-

centration sensor (HEGO; see Chapter 5) that is used for closed-loop fuel control can experience a

failure or partial failure. For a warmed engine running with fuel control in closed-loop mode, the volt-

age waveform of the HEGO sensor will have certain patterns when the sensor is operating normally.

This voltage should be cycling between its normal high voltage level (about 1 V) and its low voltage

level (about 0.1 V). Moreover, the mean value of the sensor voltage will lie within a relatively narrow

band that is approximately midway between the high and low voltage levels.

Any deviation in the HEGO sensor voltage waveform is an indication of a potential HEGO sensor

failure or degraded performance. However, there are other potential causes of waveform parameters

(HEGO sensor) outside expected limits. For example, the fuel control system could have experienced

a failure and could be unintentionally fueling the engine too rich or too lean. In addition, one or more

fuel injectors could have failed resulting in excessively rich or lean mixture.

The OBD II requirement at this point is to illuminate the FIL warning and set the appropriate fault

codes. These might include separate codes corresponding to the conditions (1) HEGO sensor voltage a

steady high or (2) a steady low, (3) HEGO sensor voltage failure to cycle, (4) mean HEGO sensor volt-

age above limits, or (5) below limits.

When the vehicle is brought to the service facility, the service technician will normally connect the

appropriate off-board system to the DLC or its functional equivalent (see Fig. 9.3) and transfer all fault

codes from the onboardmemory to the scan tool. With all fault codes present, the service technician can

follow a set of procedures to diagnose the failures.

Another component that can fail affecting exhaust emissions is a fuel injector. Not all fuel injector

failures are detectable with onboard diagnostics. However, the power train control system can monitor

fuel injector current and terminal voltage. Measurement of these quantities can detect an open or short

circuit in the fuel injector solenoid coil. Of course, should either condition be detected, OBD II re-

quires the driver alert message and storage of the appropriate code and identification of the affected

cylinder.

Still, another important component requiring monitoring is the catalytic converter. As stated earlier

in this book, there is no cost-effective way of measuring the regulated exhaust gas concentrations on

board the vehicle. On the other hand, it is possible to obtain some assessment of the catalytic converter

conversion efficiency by placing a second HEGO sensor in its output side. The primary HEGO sensor

for fuel control is located upstream of the catalytic converter. Recall from Chapter 6 that in closed-loop

mode, the fuel control continuously cycles from rich to lean of stoichiometry and from lean to rich.

During periods of relatively rich mixture, the exhaust gas oxygen concentration is low. This exhaust
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gas enters the catalytic converter with the low O2 concentration where the converter acts as an oxidizer.

The reverse is true for a relatively lean mixture. A comparison of the primary and secondary HEGO

sensor voltages can serve as an indication of relative converter efficiency.

MODEL-BASED SENSOR FAILURE DETECTION
The performance of certain sensors can be evaluated via model-based calculation from measurements

of other sensors. For example, the MAF is an important sensor for setting fuel injector base pulse du-

ration (see Chapter 6). A calibration change in the MAF sensor can lead to misfueling (relative to stoi-

chiometry) particularly in open-loop mode of fuel control. It is important to maintain proper fuel/air

mixture regardless of the controller mode of operation.

An independent check onMAF calibration is possible (theoretically) for any engine that also has an

MAP sensor and an intake air temperature sensor. Assuming that these sensors are functioning cor-

rectly, the mass flow rate _Ma into the intake system is given by

_Ma ¼ _Vaδi (11.1)

where _Va ¼ volume flow rate and δi ¼ intake air density.

Using tables of volumetric efficiency (ηV) that is explained in Chapter 4 for the engine as a function
of throttle angle and RPM, the volume flow rate _Va is given by

_Va ¼DenηV θt, Rð Þ
2

(11.2)

where De¼engine displacement, n¼R/60, R¼RPM, and θt¼ throttle angle.

The intake air density is given by Eq. (11.3)

δi ¼ δ0piT0
p0Ti

(11.3)

where

δ0¼ sea level standard day air density

p0¼ sea level standard day air pressure

T0¼ sea level standard day air temperature

pi¼ intake manifold air pressure

Ti¼ intake manifold air temperature.

In principle, theMAF sensor calibration can be evaluated by comparing the measured value of _Ma from

it with the calculated value from temperature and pressure measurements. Unfortunately, the cost of

adding extra sensors makes it unattractive to an automobile manufacturer to implement such a method

unless these sensors were already in place for other control applications. Nevertheless, this hypothetical

example illustrates the potential for cross-checking the performance of various sensors.

It has been shown (e.g., see Chapter 6) that power train control uses numerous angular speed sen-

sors. As shown in Chapter 5, many of these use a magnetic or optical sensor in conjunction with a disk

having multiple lugs. Many failure modes are possible with such sensors. For example, a magnetic

speed sensor incorporating a permanent magnet and a coil can experience shorting of a portion of

the coil turns. This type of failure leads to a lower than normal output voltage at any given speed.
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Although speed measurement from such a sensor is based upon the frequency of counted pulses, the

failure can occur whenever the voltage amplitude falls below the level at which the signal processing

can detect the presence of some (or all) of the pulses produced within one revolution. In addition, it is

possible for one of the lugs to come off the disk (e.g., due to manufacturing defect). In either type of

failure, the signal processing will compute an incorrect angular speed for the sensor.

One method for detecting missing pulses uses the controller clock to record the time of occurrence

tk(k¼1,2,…,K) of each of the pulses in the incoming sequence during any given engine cycle where K
is the number of lugs on the disk. The controller can also obtain the differential time between successive

pulses

δtk ¼ tk� tk�1 k¼ 1,2,…,K

If a sensor failure of the types described above has occurred, then there will be at least one differential

time that is significantly different from the others in a full sequence during an engine cycle. The mea-

surements of angular speed for this particular time differential are termed an outlier. Several standard

algorithms exist for detecting and removing these erroneous measurements from the data collected dur-

ing each cycle of operations and setting a fault code.

GENERAL MODEL-BASED DIAGNOSTICS
There is a computer-based diagnostic method of detecting and identifying failures in components of

vehicular electronic systems. The detection of a failure or an incipient failure of a component requires a

dynamic analytic model of the system or subsystem that incorporates the component. The failure or

incipient failure is accomplished with a unique digital system that is called a “failure detection and

identification” (FDI) system.

In order to implement an FDI, the system containing the component must be capable of being mod-

eled by a linear multidimensional state variable equation of the following form:

x¼A _x +Bu

where

x ¼ [x1,x2,⋯,xN]
T ¼ state vector

A¼ state transition matrix

B¼ input matrix

u¼ input to the system.

The dimensionality of this equation is given by

x2RN

A2RN�N

B2RN�m

u2Rm

The system model with a failure in the input due, for example, to an actuator failure is given by

_x¼Ax +Bu + fi (11.4)

where fi ¼ vector model for the failure in the input term.
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For example, an actuator is an electromechanical device in which the input variable u is deter-

mined by an analog voltage vs that is the output of the electronic control for which the input model

is given by

u¼Kavs (11.5)

where Ka ¼ actuator calibration constant. A calibration change due to a failure or degradation in ac-

tuator performance is given by a change δKa in Ka from its nominal design value

Ka ¼Kad + δKa (11.6)

where Kad ¼ design calibration.

In this case, the failure event vector fi is given by

fi ¼BδKavs (11.7)

Although the above model is linear and many vehicular systems are modeled by nonlinear equations,

the FDI method can be made applicable to nonlinear system by suitable linearized models within

domains of a system operating point.

The FDI is formulated as a special state estimator (a Luenberger state estimator) for calculating the

estimate x̂ of x. The model for the FDI is given by

_̂x¼Ax̂ +Bu+D y� ŷð Þ (11.8)

where y¼Cx2 Rk

ŷ¼Cx̂2 Rk

D¼ special feedback matrix and C¼measurement matrix.

The vectors y and ŷ represent measurements of the state variables and the estimated values, re-

spectively. For measurement of a subset of k variables, the measurement matrix has dimensionality

given by

C2RN�k (11.9)

The FDI output is an error vector e that is defined

e¼ y� ŷ2 Rk

¼C x� x̂ð Þ (11.10)

The unique capability to identify the failed or failing component is based on the direction of the FDI

error output vector e in the k dimensional output vector space. This direction is determined with the

design of the feedback matrix D which, in turn, is derived from the error vector fi. The algorithm for

computingD is present in Appendix D. In addition to controlling the output vector direction based on e,
the design of D involves selecting the parameters that establish the dynamic response of the FDI as

characterized by the state error vector dynamics as given below:

_2¼ _x� _̂x

¼ A�DCð Þ 2 + fi

¼G2 + fi

where G¼A�DC

(11.11)
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Eq. (11.11) is a first-order N-dimensional differential equation in which fi is the forcing function. The
FDI estimator must be stable which requires the following:

Re sj
� �

< 0 j¼ 1,2,⋯,N

where sj is the roots of the characteristic equation

det sI Nð Þ�Gð Þ¼ 0

where I(N) is an N-dimensional identity matrix.

Whenever the actuator fails or partially fails and no other system change takes place, the FDI output

error vector is e(fi). The identification of this failure is accomplished by computing the angle ϕ of the

output vector relative to e(fi). This angle ϕ is given by

ϕ¼ cos�1 e fið Þ,eh i= e fið Þk k � ek kð Þ½ �
where

he(fi),ei ¼ inner product of e(fi) and e
kek ¼ L2 norm of the vector.

In the case of a failure in the actuator for which the FDI has been designed, the angle ϕ in an ideal noise

free case is identically 0. This angle is independent of the magnitude of e. However, the magnitude of

e(fi) (i.e., kek) is proportional to the magnitude of the failure (i.e., k(fi)k). The procedure for detecting
and identifying the failure of the component for which the FDI is designed is to calculate the angle ϕ of

e relative to e(fi). Then, for any time the system’s operating, ϕ is either 0 (in an ideal case) or within a

very small interval about zero in the presence of measurement or process noise (in y), the procedure is to
evaluate the magnitude of failure relative to the level of unacceptable (or unsafe) performance of the

component.

The performance of an FDI for detecting failure in an actuator can be illustrated with the example of

the steering actuator in a vehicle equipped with automatic steering as discussed in Chapter 7 and pre-

sented in detail in Chapter 12. In the present example, it is assumed that steering is by front wheels only,

although the dynamic models for the plant and the FDI are based on the four-wheel steering model

given in Chapter 7. The model parameters are those presented in association with the model and

are taken from an actual vehicle. The state variable model is presented in Eqs. (7.117)–(7.120) in
Chapter 7, with the state vector given by Eq. (7.116).

It is assumed that the actuator is analog and regulated by the output of an automatic steering control

system by voltage vs. The actuator model of Eq. (11.7) yields the failure event vector f1 and is parallel to
B, which is an N-dimensional column vector for a scalar (i.e., m¼1) input u:

fi ¼BδKavs2 RN

The D matrix, for the example, FDI, is computed in Appendix D.

A simulation was conducted using the vehicle parameters given in Chapter 7 in association with the

steering model. The error residuals in the example simulation were put at 5%, 10%, and 15% calibra-

tion error (i.e., ΔK/Ka). Fig. 11.2 is a plot of the individual components of e(fi) for a 10% reduction

in actuator calibration for a constant steering input such as occurs for a vehicle traveling at a constant

speed along a curve with a constant radius of curvature.
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The difference in angle for these three levels of degradation is<10�6 radian. The magnitude of the

failures for these three simulated failures is proportional to the calibration change fraction. A measure

of the degradation in actuator performance under steady-state conditions (i.e., u¼ const) that is denoted

d is given by

d¼ Ge fið Þk k
Bk k � uk k

For this steady state, d ¼ δKa/Kad and directly yields a measure of the fractional change in calibration.

This measure of degradation in performance is useful diagnostic information.

The FDI methodology explained in this chapter and illustrated in Appendix D is applicable to

the detection and identification of an actuator in any system. The only requirement is that the system

incorporating the component must be capable of being modeled in a state variable form with a multiple

component state vector.

One of the main issues involved in the FDI is the generation of an output error residual e due to other
changes in the system. For the automatic steering system, an example of such a change is variation in

the cornering stiffness of the tires (e.g., due to wet or icy road). A simulation was run with the FDI that

is designed for steering actuator failure but with a 10% reduction in cornering stiffness for all wheels.

The error vector for this change is denoted e(I). The angle ϕ between e(I) and the error for fi e(fi) is
denoted ϕI and is given by

ϕI ¼ cos�1 e Ið Þ,e fið Þh i= e fið Þk k � e Ið Þk kð Þ½ �
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FIG. 11.2 Error residuals due to steering actuator calibration failure 10%.

542 CHAPTER 11 DIAGNOSTICS



This directional difference between the error vector for which the FDI was designed and that due to a

related environmental change (e.g., due to ice) of 34 degrees is significant for the correct identification

of actuator failure relative to the environmental change.

Various temperature (e.g., coolant temperature) sensors are used in power train control whose ac-

curacy affects emission control. The very wide range of temperatures over which a vehicle operates

essentially precludes a practical and reliable means of checking the calibration accuracy. On the other

hand, open- and short-circuit conditions can be detected by monitoring sensor terminal voltages. How-

ever, depending upon the design, it may be possible to establish limits on the possible range of indicated

temperatures. Any reading outside this range can be considered a detected fault.

In addition to those sensors that must be monitored for OBD II requirements, there are sensors that

are important for safe reliable vehicle operation. For example, an oil pressure measurement is important

to assure that proper lubrication is present for all engine rotating parts. Such sensors can be monitored

with respect to open-/short-circuit conditions.

In addition, the proper operation of electric system is important. The charging of the battery via the

alternator can be monitored by both the terminal voltage and the current flow. In particular, an alter-

nator voltage level that is too low or too high for engine operating conditions is an indication of an

alternator problem.

As will be demonstrated below, the diagnostic capability provided in any modern microprocessor-

based electronic control system (although somewhat limited) can provide valuable assistance to the

service technician. These diagnostic functions are performed by the microprocessor under the control

of stored programs and are normally performed when the microprocessor is not fully committed to

performing normal control calculations. While it is beyond the scope of this book to review the actual

software involved in such diagnostic operations, the diagnostic procedures that are followed and ex-

planations of onboard diagnostic functions can be reviewed, by example.

During the normal operation of the car, there are periods during which the performance of various

electrical and electronic components is monitored via the vehicle instrumentation system (see Chapter 8).

Whenever a fault is detected, the data are stored in memory using a specific fault code. At the same time,

the controller generates or activates an FIL warning lamp (or similar display) on the instrument panel indi-

cating that service is required provided the fault affects the emission control system or affects safety.

Theonboarddiagnostic functionshaveonepotentialmajor limitation—theydonot necessarilydetect

intermittent failures reliably. For the traditional onboard diagnostic system to detect and isolate a failure,

the failure had to be nonreversible and persistent. In an onboard diagnostic system, if the electronic

controlmodule stores trouble codes that are automatically cleared by themicroprocessor after a set num-

ber of engine cycles have occurred without a fault reappearing, then intermittent failure detection is

precluded.However, it is possible in certain vehicles for the system to be put into a fault-recordingmode.

Many times such a fault-recording mode can identify intermittent failures. Detection of intermittent

failures is possible using FDI-based system provided the dynamic response is sufficient. The FDI dy-

namic response can be made sufficiently fast by proper choice of the eigenvalues (see Appendix D).

DIAGNOSTIC FAULT CODES
The Society of Automotive Engineers (SAE) has developed a set of recommended practices that pro-

vides a standard set of diagnostic fault codes for those component/system faults that are common to all

vehicle models. By standardizing fault codes, a qualified independent service technician can diagnose
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certain problems on any vehicle using a universal scan tool. Each individual car manufacturer defines

its own fault codes for any component or system that is not encompassed by the standard set.

The SAE-defined code has the format P0xxx. A partial list is given in Table 11.1 as an example of

a subset of fault codes. Manufacturer-specific codes can have a format P1xxx as illustrated in

Table 11.1.

Table 11.1 Fault Code Sample

FIL Indication Affected Component

P0106 (5) Manifold absolute pressure circuit range/performance

P0107 (3) Manifold absolute pressure circuit low input

P0108 (3) Manifold absolute pressure circuit high input

P0112 (10) Intake air temperature circuit low input

P0113 (10) Intake air temperature circuit high input

P0116 (86) Engine coolant temperature circuit range/performance

P0117 (6) Engine coolant temperature circuit low input

P0118 (6) Engine coolant temperature circuit high input

P0122 (7) Throttle position circuit low input

P0123 (7) Throttle position circuit high input

P0131 (1) Primary heated oxygen sensor circuit low voltage (sensor 1)

P0132 (1) Primary heated oxygen sensor circuit high voltage (sensor 1)

P0133 (61) Primary heated oxygen slow response (sensor 1)

P0135 (41) Primary heated oxygen sensor heater circuit malfunction (sensor 1)

P0137 (63) Secondary heated oxygen sensor circuit low voltage (sensor 2)

P0138 (63) Secondary heated oxygen sensor circuit high voltage (sensor 2)

P0139 (63) Secondary heated oxygen sensor slow response (sensor 2)

P0141 (65) Secondary heated oxygen sensor heater circuit malfunction (sensor 2)

P0171 (45) System too lean

P0172 (45) System too rich

P1300 or same as P03001 Misfire of multiple cylinders detected

P0301 (71)

P0302 (72)

P0303 (73)

P0304 (74)

P0305 (75)

P0306 (76)

Cylinder 1

Cylinder 2

Cylinder 3

Cylinder 4

Cylinder 5

Cylinder 6

P0335 (4) Crankshaft position sensor circuit low input

P0336 (4) Crankshaft position sensor range/performance

P0401 (80) Exhaust gas recirculation insufficient flow detected

P0420 (67) Catalyst system efficiency below threshold

P0441 (92) Evaporative emission control system incorrect purge flow
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The procedure for diagnosing one or more problems during vehicle repair/maintenance begins with

the service technician connecting the off-board diagnostic scan tool to the DLC or via an equivalent

communication connection.With the ignition switch on and a diagnostic tool connected, data associated

with any or all faults are automatically transferred to the diagnostic tool. In addition to the individual

fault codes that were stored, additional data indicating the engine and associated components/systems

operating conditions may also be transferred (depending on the vehicle model and manufacturer).

In most cases, the most advanced diagnostic tools are computer-based having relatively large da-

tabases related to diagnostic and repair procedures. Commonly, these procedures are presented to the

service technician in the form of a flowchart (not unlike a flowchart for a computer algorithm). The

flowchart appears on the diagnostic tool visual monitor (e.g., computer display) in a graphic/pictorial

form. Although the procedures to be followed in the flowchart depend on the particular fault, it is pos-

sible to illustrate the procedures with a representative example. The example taken here considers a

failure in the primary HEGO. Refer to Chapter 6 for a review of the role played by this important sensor

in closed-loop fuel control and Chapter 5 for the theory of its operation.

Once thevehicle has been taken (possiblydriven) to an authorized repair facility, the diagnosis begins

with the service technician connecting the diagnostic (scan) tool to the DLC. If the onboard diagnostic

subsystem has detected an HEGO sensor low voltage fault, it will store the fault code P0131 in memory

(see Table 11.1). When properly connected, either of the scan tools (i.e., PSDT or SBDT) will display

this code to the service technician. For our example situation, it is presumed that the service bay scan tool

Table 11.1 Fault Code Sample—cont’d

FIL Indication Affected Component

P0500 (17) Vehicle speed sensor circuit malfunction

P0505 (14) Idle control system malfunction, automatic transaxle

P1107 (13) Barometric pressure circuit low input

P1108 (13) Barometric pressure circuit high input

P1297 (20) Electric load detector circuit low input

P1298 (20) Electric load detector circuit high input

P1361 (8) Top dead center sensor intermittent interruption

P1362 (8) Top dead center sensor no signal exhaust gas recirculation—EGR

P1381 (9) Cylinder position sensor intermittent interruption

P1382 (9) Cylinder position sensor no signal

P1459 (92) Evaporative emission purge flow switch malfunction

P1491 (12) EGR valve lift insufficient detected

P1498 (12) EGR valve lift sensor high voltage

P1508 (14) Idle air control valve circuit failure

P1607 (A) Engine control module internal circuit failure A

These diagnostic trouble codes (DTCs) will be indicated by the blinking of the malfunction indicator lamp (MIL) with the SCS service
connector connected.
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has the relevant diagnostic flowchart stored internal to its computer andwill display (either automatically

or at the command of the technician) a flowchart such as is depicted in Fig. 11.3.

The first step in the procedure of this flowchart involves verification that a fault has actually oc-

curred and persists. This verification is accomplished during a test-drive with a fully warmed vehicle

that is conducted by the service technician with the PSDT connected and configured to measure and

display the primary HEGO sensor terminal voltage (VHEGO). If this voltage does not satisfy the con-

dition (VHEGO�0.1 V), the system is deemed to be functioning properly at the time of the test-drive,

and the FIL is considered to be intermittent. For this test-drive outcome, a separate path (denoted B in

Fig. 11.3) is to be followed. This path includes the recommendation that the service technician examine

the wiring associated with the HEGO sensor to check for broken or loose wires or connectors. If no

wiring problem is found and the vehicle has experienced other such FIL warnings, the instructions

may be to install special recording equipment in the vehicle and either return it to service or repeat

the test-drive.

On the other hand, if VHEGO�0.1 V, the flow path directs the service technician to measure fuel

pressure. If this pressure is outside limits specified in the service manual, it must be repaired. After

repairs are completed, step C involves returning to the flowchart at the point indicated.

If the fuel pressure is within limits, the service technician is directed to electrical tests of the HEGO.

With the engine switched off, the HEGO is disconnected from the wiring harness. A diagnostic scan

tool is connected via a set of leads with clip-on ends to the sensor terminals of the HEGO (note that for a

HEGO, there is also a pair of connectors for the heating element; see Chapter 5). The engine is then

started and allowed to idle. The HEGO voltage is measured by the scan tool. At this point in the flow-

chart, there is a break from point A to the continuous point A at the top right of the flowchart.

If the condition VHEGO�0.1 V is met, it is the HEGO sensor itself that has failed, and it is replaced.

To confirm that the problem has been resolved, the technician returns to point D in the procedure.

Assuming that the problem is resolved, the procedure will end at point B where it will become con-

cluded that the problem is fixed. If this condition is not met, the sensor is functioning and the problem of

low HEGO sensor voltage may be in the wiring harness.

The next step in the flowchart involves testing the wiring harness from the HEGO to the engine

control unit (ECU). The HEGO sensor wiring harness is removed from the ECU, and a wire continuity

test is performed using either the scan tool or any available multimeter. If there is either intermittent or

no continuity in the sensor wires from the ECU to the sensor end and if there are short circuits either

between the two sensor leads or from either to ground, the harness is faulty and must be repaired (if

possible) or replaced. Again, the procedure will be repeated at D, and if the problem is resolved, the

procedure will end in step B with a conclusion that the system is repaired.

If there is continuity, the problem must be in the ECU itself. The service technician is directed to

replace the ECU with a known good one. If the problem with low HEGO sensor voltage disappears, a

permanent replacement ECU is installed. At this point, there is a return to point D, and if the problem

has been resolved, the exit at step B is taken.

If, after the vehicle is returned to service, the FIL is illuminated and the scan tool detects fault P0131

again, the problem is an intermittent fault. Among the possible options is the choice of installing a

recording device that can, over a period of time, collect data to identify that an intermittent fault

has occurred. It is also possible to replace the HEGO sensor and its wiring harness and continue road

testing.
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FIG. 11.3 Flowchart for diagnosing fault in primary HEGO.
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Another example procedure will be illustrated here by following the steps necessary to respond to

the specific fault code P0133, which indicates that the HEGO sensor has slow response. Recall from the

discussion in Chapter 6 that the HEGO sensor switches between �0.1 and 1 V as the mixture switches

between the extreme conditions of lean and rich. Recall also that this voltage swing requires that the

HEGO sensor must be at a temperature above 200°C. Fault code P0133 means that the HEGO sensor

may not swing above or below its cold voltage of�0.5 V, and that the electronic control systemwill not

go into closed-loop operation (see Chapters 4 and 6) or that the transitions are too slow for closed-loop

control to function. Possible causes for fault code P0133 include the following:

• HEGO sensor is not functioning correctly.

• The connections or leads are defective.

• The control unit is not processing the HEGO sensor signal.

Further investigation was required to attempt to isolate the specific problem.

To check the operation of the HEGO sensor, the average value of its output voltage is measured

using the scan tool (or a multimeter). The desired voltage is displayed on the scan tool. Using this volt-

age, the service technician follows a procedure outlined in Figs. 11.4 and 11.5. If the voltage is<0.37 or

>0.57 V, the service technician is asked to investigate the wiring harness for defects.

If the HEGO sensor voltage is between 0.37 and 0.57 V, tests are performed to determine whether

the HEGO sensor or the control unit is faulty. The service technician must jumper the HEGO sensor

leads together at the input to the control unit, simulating a sensor short circuit, and must read the sensor

voltage value using the PSDT (or a suitable multimeter). If this voltage is <0.05 V, the control unit is

functioning correctly, and the HEGO sensor must be investigated for defects. If the indicated sensor

voltage is >0.05 V, the control unit is faulty and should be replaced.

A further test of the proper HEGO sensor dynamic (switching) operation as part of the engine con-

trol is illustrated in the flowchart of Fig. 11.5. In this diagnostic procedure, the goal is to ascertain

whether the HEGO sensor operation results in closed-loop mode of engine control. As explained in

Chapter 6, the engine must be sufficiently warmed before closed-loop operation is activated. The first

step in the flowchart is to run the engine and monitor coolant temperature. Once this temperature ex-

ceeds a given threshold level, the HEGO sensor should be operating properly even if the heater has

failed. The technician is directed to run the engine at fast idle and monitor HEGO sensor voltage. Under

these conditions, the sensor should be switching. If the voltage is constant, the sensor has failed and

must be replaced.

If the sensor voltage is variable, it must switch from<0.3 to more than 0.6 V. If it does not, it must

be replaced. If it does meet this condition, the service technician is directed to determine if closed-loop

mode is activated or not. The PSDT tool is configured to read a binary-valued parameter that is termed

“closed-loop indicator” (CLI). If CLI¼0, the HEGO sensor switching is insufficient to cause closed-

loop operation to occur, and the sensor is replaced. If CLI¼1, the sensor is OK, and this diagnostic

procedure is complete. It should be noted that the ECU could also have failed, but diagnosis of this

problem would follow a different flowchart.

In addition to measurement of HEGO sensor, the scan tool can be used by a service technician to

measure other variables or parameters as suggested above. We consider, for example, the throttle po-

sition sensor that provides an important input to the electronic engine control as explained in Chapters

4–6. The onboard diagnostic can detect out-of-limit values for this sensor and display fault codes, for

example, P0122 for voltage below a lower limit or P0123 for voltage above a high limit. However,
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other throttle position sensor faults are possible that are not detected by the exemplary onboard diag-

nostic system. A change in calibration of this sensor will normally result in an incorrect computation of

fuel injector base pulse duration (see Chapter 6). Such a calibration failure could result from a change in

the supply voltage to the sensor. Even though no fault code is set for such a failure (in this hypothetical

example), a service technician with sufficient experience and knowledge may suspect such a failure if

the vehicle driver reports an apparent reduction in performance under certain driving conditions.

Turn ignition on, enter diagnostics mode
and desired HEGO sensor voltage

Read parameter value.

V < 0.37

V < 0.05 V > 0.05

Check circuit A
for A short to ground
or A short to circuit B

Connect ego sensor
pins together and
read parameter value

Check circuit B for
A short to voltage

Check for bad ECM
or connector

Check for bad ECM
or connector

Check HEGO sensor
Check circuits A
and B for open

Check for bad ECM
or connector

0.37 < V < 0.57 V > 0.57

Disconnect ego sensor.

FIG. 11.4 Flowchart for diagnosis of HEGO sensor output voltage problems.
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FIG. 11.5 Flowchart for HEGO sensor proper switching test.
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The technician can configure the scan tool to measure the throttle position sensor voltage. Then, with

the ignition switch in the on position but with the engine not running, the service technician can mea-

sure the voltage as the throttle is depressed. Although it is theoretically possible to independently mea-

sure throttle angular position θt and to obtain a plot of sensor voltage Vt(θt), normally, it is sufficient for

diagnostic purposes to qualitatively examine the voltage as the throttle is changed. This sensor voltage

should change smoothly and roughly linearly with θt. Similar measurements can be made on other sen-

sors that might have developed partial failures (e.g., calibration shift) that are not sufficient to be

detected by the onboard diagnostic system.

In addition to parameter and variable measurements, the diagnosis of problems with various

switches is often desirable or even necessary. Various examples of the important function of certain

switches have been explained in previous chapters. For example, in a traditional cruise control system,

the brake pedal switch has the critical safety-related function of disconnecting the throttle actuator from

the throttle linkage in a cruise control system (see Chapter 7) when the driver applies the brakes. The

onboard diagnostic system cannot detect a failure in this switch unless there is an independent means of

sensing that brakes are applied (e.g., via a brake pressure sensor). Owing to this potentially inherent

limitation of the onboard diagnostic system, it is desirable to perform a sequence of switch tests during

a routine vehicle servicing procedure. The evaluation of various switches can be implemented auto-

matically via the diagnostic tool with the involvement of the service technician. Such an automatic

switch test procedure was implemented in at least one production vehicle.

We illustrate this switch test procedure with the above exemplary system in which the scan tool is

configured to display two-digit diagnostic codes. The two-digit codes and associated circuit are pre-

sented in Fig. 11.6. In this figure, the relevant diagnostic codes displayed on the scan tool are repre-

sented by digits AA.

For this example, the switch tests involve diagnostic codes 71–80 and provide checks on the

switches indicated in Fig. 11.6.

To begin the switch tests, the service technician must depress and release the brake pedal. If there is

no brake switch failure, then the code advances to 71. If the display does not advance, then the control

unit is not processing the brake switch signal, and further diagnosis is required. For such a failure, the

service technician locates the specific flowchart (such as seen in Fig. 11.7) for diagnosis of the partic-

ular switch failure and follows the procedure outlined. The detailed tests performed by the service tech-

nician are continuity checks that are performed with the PSDT or a multimeter. Fig. 11.8 depicts the

cruise control brake circuit diagram.

Whenever any switch test fails, a diagnostic flowchart is called up by the service technician, and its

steps are followed in the sequence displayed on the scan tool. Similar procedures are followed for each

switch test in the sequence. This procedure sequence is as follows:

(1) With code 71 displayed, depress and release brake pedal for normal operation, the display

advances.

(2) With code 72 displayed, depress the throttle from idle position to wide-open position. The control

unit tests the throttle switch, and advances the display to code 73 for normal operation.

(3) With code 73 displayed, the transmission selector is moved to drive and then neutral. This

operation tests the drive switch, and the display advances to code 74 for normal operation.

(4) With code 74 displayed, the transmission selector is moved to reverse and then to park. This tests

the reverse switch operation, and the display advances to code 75 for normal operation.
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(5) With 75 displayed, the cruise control is switched from off to on and back to off, testing the cruise

control switch. For normal operation, the display advances to 76.

(6) With code 76 displayed and the cruise control switch on, depress and release the set/coast button.

If the button (switch) is operating normally, the display advances to 77.

(7) With 77 displayed and with the cruise control instrument on, depress and release the resume/

acceleration switch. If the switch is operating normally, the display advances to 78.

(8) With 78 displayed, depress and release the instant/average button on the trip information

computer (TIC). If the button is working normally, the code advances to 79.

(9) With 79 displayed, depress and release the reset button on the TIC panel. If the reset button is

working normally, the code will advance to 80.

(10) With 80 displayed, depress and release the rear defogger button on the climate control head. If the

defogger switch is working normally, the code advances to 70, thereby completing the

switch tests.

This exemplary diagnostic tool can also be used to display certain engine parameters with the engine

running (either in the service bay or on a road test). The scan tool gives the measurement and the normal

range for the parameter.

Fig. 11.9 shows the parameter values in sequence for a traditional exemplary vehicle. Parameter 01

is the angular deflection of the throttle in degrees from idle position.

Two-digit display code

Switch
tests

Circuit being testedCode
AA

71

72

73

74

75

76

77

78

79

80

Cruise control brake switch

Drive circuit

Cruise on/off

Air conditioning clutch

Reset

Instant/average

Resume/acceleration

Set/coast

Reverse circuit

Throttle switch

FIG. 11.6 Switch test sequence.
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Parameter 02 is the manifold absolute pressure in kilopascals. The range for this parameter is 14–99,
(for a normally aspirated engine) with 14 representing about the maximum manifold vacuum. Param-

eter 03 is the absolute atmospheric pressure in kilopascals. Normal atmospheric pressure is roughly

90–100 kPa at sea level. Parameter 04 is the coolant temperature, and Parameter 05 is the intake man-

ifold temperature.

Parameter 06 is the duration of an exemplary traditional fuel injector pulse with in milliseconds.

Refer to Chapters 4–6 for an explanation of the injector configuration, the pulse widths, and the influ-
ence of these pulse widths on the air/fuel mixture.

Parameter 07 is the average value for the HEGO sensor output voltage. Reference was made earlier

in this chapter to the diagnostic use of this parameter. Recall that the HEGO sensor switches between

about 0.1 and 1 V as the mixture oscillates between lean and rich. The displayed value is the time

average for this voltage, which varies with the duty cycle of the mixture.

Parameter 08 is the spark advance in degrees before TDC for a representative engine. This value

should agree with that obtained using a SBDT configured in the engine analyzer mode. Although it is

not shown in Fig. 11.9, Parameter 09 is the number of ignition cycles that have occurred since a trouble

With ignition ON continuity
check brake switch current

Is adjustment correct

Reset Replace switch Check for short
circuits to

ground in DCJ

Are there
short circuit

Repair/replace
circuit wire C

Replace control
system

Repeat switch
test

Repair open in
circuit C

Check for
open in circuit H

Replace cruise
control switch

Is there
continuity

With ignition on depress
brake pedal and check
continuity in circuit H

Continuity both sides

Is fuse OK

Replace fuse
and retest

Does fuse
blow again

NO

NO

NONONO

YES

YES

YESYES YES

Check adjustment on
switch

Continuity on one side No continuity

Check fuse

FIG. 11.7 Flowchart for cruise control brake circuit.
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FIG. 11.8 Cruise control brake circuit.
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FIG. 11.9 Chart of exemplary engine parameters with normal ranges.
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code was set in memory. If an OEM specific number of such cycles have occurred without a fault, this

counter is set to zero, and all trouble codes are cleared.

Parameter 10 (not shown in Fig. 11.9) is a logical (binary) variable that indicates whether the engine

control system is operating in open or closed loop (i.e., the CLI). A value of 1 corresponds to closed

loop, which means that data from the HEGO sensor are fed back to the controller to be used in setting

injector pulse duration. Zero for this variable indicates open-loop operation, as explained in Chapters 5

and 6. Parameter 11 is the battery voltage.

ONBOARD DIAGNOSIS (OBD II)
As mentioned in the introduction to this chapter, onboard diagnosis has also been mandated by govern-

ment regulation, particularly if a vehicle failure could damage emission control systems. The relatively

severe requirement for onboarddiagnosis is knownasOBDII.This requirement is intended to ensure that

the emission control system is functioning as intended.

Automotive emission control systems,which have been discussed inChapters 4 and 6, consist of fuel

and ignition control for the three-way catalytic converter and controls for EGR, secondary air injection,

and evaporative emission. The OBD II regulations require real-time monitoring of the performance of

the emission control system components. For example, the performance of the catalytic converter must

be monitored using a temperature sensor for measuring converter temperature and a pair of HEGO

sensors (one before and one after the converter).

MISFIRE DETECTION
Another requirement for OBD II is a misfire detection system. It is known that under misfiring con-

ditions (failure of the mixture to ignite), exhaust emissions increase. In severe cases, the catalytic con-

verter itself can be irreversibly damaged. Standardization of the hardware and communication

protocols for OBD II had been provided by SAE standards. The OBD II requirement includes two stan-

dardized connectors, one of which must be built into the vehicle DLC. There are five SAE communi-

cation standards for communications protocol (e.g., J1850 pwm).

The only cost-effective means of meeting OBD II requirements involves electronic instrumentation.

Owing to intellectual property issues, it is not feasible to present an actual misfire detection system used

by any particular automotive manufacturer. Rather, we present a hypothetical misfire detection system

that ismathematicalmodel-based andhas been tested under laboratory conditions and in actual road tests.

MODEL-BASED MISFIRE DETECTION SYSTEM
A model-based method of detecting engine misfires requires a dynamic model for the power train of

sufficient detail and accuracy to be able to represent the relationship between the instantaneous torque

fluctuations and the corresponding fluctuations in crankshaft instantaneous angular speed ωe(t). It is
shown later in this section that measurements of ωe(t) can be used as the basis for misfire detection

in accordance with the following model. The instantaneous net torque Tn applied at the flywheel con-

sists of the algebraic sum
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Tn θe tð Þ½ � ¼ Ti θe tð Þ½ �+TR θe tð Þ½ �+ TFp θe tð Þ½ ��Tl θe tð Þ½ � (11.12)

where

θe(t)¼crankshaft instantaneous angular position

Ti[θe(t)]¼ indicated torque

TR[θe(t)]¼ torque due to inertial forces of reciprocating components

TFp[θe(t)]¼ friction and pumping loss torque

Tl[θe(t)]¼ load torque from transmission.

The indicated torque is the torque that is applied to the crankshaft due to cylinder pressure during com-

bustion acting on the piston area (Ap) through the instantaneous lever arm ‘(θe) of the connecting rod

crankshaft throw structure (see Chapter 4, Fig. 4.10). The friction component of TFp is due to the sliding
friction of allmoving surfaces, and the pumping component ofTFp is the torque required to pump the fuel

air mixture into each cylinder and pump the exhaust gases out of the engine through the exhaust system.

The reciprocating torque is the torque applied to the crankshaft due to the inertial forces associated

with the reciprocating motion of the piston/connecting rod/crankshaft throw. This torque amplitude

increases quadratically with RPM but can be computed with great accuracy for any given engine con-

figuration from the known geometry and component masses.

For the purposes of illustrating the present concept for misfire detection, a number of simplifying

assumptions are made. There is negligible loss of model robustness by assuming that the crankshaft

is infinitely stiff and experiences insignificant torsional motion in response to the torque fluctuations.

It is also adequate for the present purposes to assume that the connecting rod is sufficiently long relative

to the crankshaft throw (Rc) and that the piston pin offset is negligible such that the indicated torque due

to the power stroke of the mth cylinder is given by

Tm θeð Þ¼ApRc pc�poð Þfm θeð Þ (11.13)

where

fm θeð Þ¼ sin θe�θmð Þ 1 +
Rc=Lcð Þcos θ�θmð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� Rc=Lcð Þ2 sin2 θe�θwð Þ
q

2
64

3
75

and where

Lc¼connecting rod length

Rc¼crankshaft throw

pc¼cylinder pressure

po¼atmospheric pressure

where θm¼θe at TDC for cylinder m.

The origin for θe is taken as the crankshaft angle for the number 1 cylinder at TDC for compression/

combustion strokes. The indicated torque is the sum of the indicated torque for allM cylinders of anM
cylinder engine:

Ti θeð Þ¼
XM
m¼1

Tm θeð Þ
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The reciprocating torque associated with the mth cylinder are given by

TRm θeð ÞffiMeqR
2
c fT θeð Þ fT θeð Þ _ωe + fB θð Þω2

e

� �
(11.14)

where ωe ¼ dθe
dt

fT θeð Þ¼ sin θe�θmð Þ+ Rc=Lcð Þsin 2 θ2�θmð Þ½ �
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Rc=Lcð Þ2 sin2 θ2�θmð Þ

q

fB θeð Þ¼Rc

Lc

cos 2 θe�θmð Þ½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Rc=Lcð Þ2 sin2 θe�θmð Þ

q
8><
>:

9>=
>;+

Rc

Lc

� �3
sin2 θe�θmð Þ

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�Rc=Lcð Þ2 sin2 θe�θmð Þ3

q + cos θe�θmð Þ (11.15)

where Meq¼ sum of the mass of the piston, wrist pin, and one-third of the connecting rod.

The combined reciprocating torque TR is given by

TR θeð Þ¼
XM
m¼1

TRm θeð Þ (11.16)

The model for TR was developed by the first author of Ref. 1 on p. 564.

For the purposes of modeling the engine for misfire detection, it is possible to approximate TFp(θe)
with a linearized model as given below:

TFp θeð ÞffiReωe

where Re¼ linearized friction coefficient.

The net torque T(θe) applied to the crankshaft is the sum of the components:

T θeð Þ¼ Ti θeð Þ +TR θeð Þ +TFp θeð Þ (11.17)

The instantaneous torque produced by any reciprocating engine fluctuates as a function of θe as given
by Eq. (11.17) and the models given for the components derived above. In addition to the variation in

lever arm, there is a significant variation in cylinder pressure pc(θe). The combination of pc variation
reciprocating forces and lever arm variation results in a variation in the indicated torque Ti(θe) for each
cylinder during each engine cycle. For an ideal engine with perfect and identical combustion in each

cylinder for the engine at a fixed load and RPM, the net torque would have a perfectly periodic wave-

form for each cylinder in each cycle.

However, in a practical engine, there is a level of fluctuation in the cylinder to cylinder indicated

torque. On the other hand, the normal fluctuation in cylinder to cylinder Ti is very small compared with

the case of a misfiring cylinder. The peak torque generated by a misfiring cylinder is significantly smal-

ler than that generated by cylinders with normal combustion.

The present method of misfire detection in an engine is based upon a metric that represents the

nonuniformity in torque generation from cylinder to cylinder in any given cycle. If every cylinder pro-

duced exactly the same torque during a given engine cycle, the fluctuations in T(θe) would have exactly
the same extrema (i.e., relative maximum and relative minimum). However, this situation is never

achieved in practice due to variations in fueling and combustion. Nevertheless, these extrema are nearly

the same for a normal running engine.

On the other hand, for one or more misfires (or partial misfires), these extrema are significantly

different. That is, the nonuniformity in T(θe) is relatively small for normal engines and increases
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significantly for misfire conditions. The present method of misfire detection is based on a metric for

torque nonuniformity in the form of a 2M-dimensional vector for a given engine cycle for anM cylinder

engine, which is denoted �n and is given by

�n¼ δ �T�δTav�u (11.18)

In this definition for �n, the δ �T and δ �Tav are derived from extrema of T(θe), which are denoted Tm and T0
m.

In the following, we begin with a vector of extrema �T:

�T¼ T1, T
0
1,…, TM, T

0
M

� �T2 R2M

where

Tm ¼ Tm θme
� �¼ relative maximum of Tm

θe
m ¼ crankshaft angle at which Tm occurs

and where T 0
m ¼ Tm θemð Þ ¼ relative minimum of Tm

θem¼θe at which T0
m occurs.

That is, the extremal values for T(θe) are characterized by

dT

dθe

				
θme

¼ 0

d2T

dθ2e

					
θme

< 0

dT

dθe

				
θem

¼ 0

d2T

dθ2e

					
θem

> 0

m¼ 1,2,⋯,M (11.19)

Note that during certain engine operating conditions (e.g., low load and high RPM), it is possible to

have more than one relative maximum orminimum for a given cylinder cycle (e.g., due to reciprocating

forces). If this is the case, θm closest to TDC and θm closest to BDC must be chosen.

The average of these extrema is given by

Tav ¼ 1

2M

XM
m¼1

Tm +T0
m

� �
average of extrema per cycleð Þ (11.20)

The vector δ �T in Eq. (11.18) is given by

δ �T¼ δT1δT
0
1⋯δTmδT

0
m⋯δTMδT

0
M

� �T
where

δTm ¼ Tm�Tav

δT0
m ¼ T0

m�Tav m¼ 1,2,⋯,M

δTav ¼ 1

2M

XM
m¼1

δTm�δT0
m

� �
average torque deviation magnitudeð Þ
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In Eq. (11.18), �u is a 2M-dimensional vector of 1’s with alternating signs is given by

�u¼ 1, �1,1, �1…1, �1½ �T 2R2M

Fig. 11.10 illustrates (qualitatively) the nonuniformity vector samples for a hypothetical torque wave-

form. Note that for perfectly uniform torque waveform δT0
m ¼�δTm (for allm) with the result that �n is a

2M-dimensional vector with all elements zero.

The presence of a misfire can readily be detected by a scalar n derived from the L2 norm of the

vector �n:

n¼ �nk k L2 norm (11.21)

The misfire torque nonuniformity vector �n is demonstrated with some specific samples of data from a

four-cylinder engine. The torque vectors for three circumstances are denoted:

�T typical normal operation

�T2 partial misfire cylinder number 2

T3 partial misfire cylinder number 3

In addition, for comparison purposes, an ideal torque vector �T0 that corresponds to uniform torque pro-

duction is presented. As stated above, all of the components for �n T0ð Þ are identically 0. The various

vectors and average values as defined above are given in Table 11.2.

All of the calculations required for Eq. (11.18) are performed, and the results are given in Table 11.2

and the corresponding nonuniformity metric vector �n for each sample. The L2 norm for the �nmetric for

each sample is given by

�n0k k¼ 0 ideal combustionð Þ
�nk k¼ 3:9 normal combustionð Þ
�n2k k¼ 41:7 misfire in cylinder 2ð Þ
�n3k k¼ 41:2 misfire in cylinder 3ð Þ

q1 q1

q2

q2 qM

qe

Tn

qM

FIG. 11.10 Illustrative torque waveform and its extrema.
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FIG. 11.11 Plot of the components for the sample nonuniformity vectors.

Table 11.2 Illustrative Samples of �n

T0¼ [70, 7, 70, 7, 70, 7, 70, 7]

T0_av¼38.5

d_T0¼ [31.50, �31.50, 31.50, �31.50, 31.50, �31.50, 31.50, �31.50]

d_Tav0¼31.5

n0¼ [0, 0, 0, 0, 0, 0, 0, 0]

T¼ [67.2000, 7.0000, 65.1000, 7.7000, 68.6000, 8.4000, 63.7000, 8.0500]

T_av¼36.969

d_T¼ [30.231, �29.969, 28.131, �29.269, 31.631, �28.568, 26.731, �28.919]

d_Tav¼29.181

n¼ [1.052, �0.788, �1.050, �0.088, 2.45, 0.613, �2.45, 0.262]

T2¼ [63.7, 12.6, 15.4, 10.5, 63.7, 11.2, 63.0, 11.2]

T2_av¼31.4125

d_T2¼ [32.287, �18.812, �16.012, �20.912, 32.287, �20.212, 31.587, �20.212]

d_Tav2¼20.038

n2¼ [12.25, 1.225, �36.05, �0.875, 12.250, �0.175, 11.550, �0.175]

T3¼ [66.5, 13.3, 65.1 14.7, 17.5, 15.4, 63.0, 18.2]

T3_av¼34.212

d_T3¼ [32.287, �20.912, 30.887, �19.512, �16.712, �18.812, 28.787, �16.012]

d_Tav3¼18.812

n3¼ [13.475, �2.10, 12.075, �0.70, �35.525, 0.00, 9.975, 2.80]
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For the samples with misfire, the L2 norms are roughly a factor of 10 greater than for normal engine

operation. As a further illustration of the nonuniformity metric, Fig. 11.11 is a plot of line graphs con-

necting the individual components of each sample. The line segments connecting the points are only

presented in the figures to visually simplify identification of the components and to show the contrast

between the normal and misfiring n vectors. The no in this figure is the abscissa line of the plot.

In addition to detecting that a cylinder is misfiring, it is also desirable for diagnostic purposes to

identify the cylinder that is misfiring. One method for identifying the individual cylinder is to compute

the angle of the nonuniformity vector �n with respect to �n for a known nonmisfiring (normal combus-

tion) vector denoted �nnorm. The angle ϕ �n, �nnormð Þ can be computed using the following equation:

ϕ �n, �nnormð Þ¼ cos�1 < �n, �nnorm >ð Þ= �nk k � �nnormk kð Þ½ �
where < �n, �nnorm > ¼ inner product of �n, �nnorm.

As an illustration of this method, the angles for the examples given in Table 11.2 are as follows:

ϕ �n2, �nð Þ¼ 72degrees

ϕ �n3�nð Þ¼ 132 degrees

Although the data are not given in Table 11.2, a separate sample for misfire on cylinders 1 and 4 yielded

the following:

�n1k k¼ 41:8

ϕ �n1, �nð Þ¼ 107degrees

�n4k k¼ 41:4

ϕ �n4, �nð Þ¼ 43:8 degrees

Clearly, the norm �nk k can detect a misfire either on a continuous basis or on an intermittent misfire

condition. The angle ϕ �n, �nnormð Þ provides information for identifying the cylinder that is misfiring

in the present representative example. In this exemplary angle model for misfiring cylinder identifi-

cation, the vector �nnorm is simply a reference vector. It is possible to determine a reference vector

(denoted �nref) such that the angles calculated ϕ �nm, �nrefð Þ have a maximum separation, thereby optimiz-

ing the identification of the misfiring cylinder(s).

The instrumentation for obtaining the torque vector is explained later in this section of the chapter.

The computations involved in obtaining and processing this vector are readily accomplished in an on

board digital computer that could either be a stand-alone device. These computations could also be

accomplished within the power train controller.

One of the issues in detecting misfire with the L2 norm of vector n is the randomness of combustion

for even the best available engines. For an engine operating normally (without misfire), the nonuni-

formity index �nk kð Þ has a random process component. However, with a single-cylinder misfire, there

is a very large increase in �nk k compared with the mean and 3σ interval for normal combustion as

demonstrated next.

The actual misfire detection is done on a statistical hypothesis testing basis. An experimental test of

the misfire detection method was conducted in which there are three conditions expressed as hypothesis

H0, H1, and H2 where

H0!normal engine operation,

H1!misfire in a single cylinder within an engine cycle,
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H2!misfire in two cylinders within an engine cycle.

The tests were conducted on a four-cylinder engine having port fuel injection on each cylinder. The

engine control system was programmed to interrupt fuel injection on one or two cylinders or on none.

Instrumentation (explained later) was constructed that obtained the L1 norm of n (n1) for each of several
thousand engine cycles. Fig. 11.12 is a plot of the histogram for these data in which the distribution

centered near n1 ffi 10 corresponded to H0.

The distribution centered near n1 ffi 40 corresponds toH1 and that centered near n1 ffi 80 corresponds

to H2. This histogram consists of the number of occurrences at the value n1 for each hypothesis Hi, N
(n1, Hi) (i¼0, 1, 2) of nonuniformity index n1. The specific hypothesis under any test was determined

by the number of cylinders that were caused to be misfired in the associated control instrumentation

(i.e., 0, 1, 2 misfiring cylinders).

The detection of misfire can be based on a variety of criteria. For example, a simple statistical test

can be a threshold comparison. LetNav (H0) be the mean value for n1 underH0 andNav (H1) be the mean

value for n1 under H1. A threshold nt is chosen such that

0
0

100

200

300

400

500

600

20

N(n1, H0)

N(n1, H1)

N(n1, H2)

Histogram for H0, H1, H2

40 60 80 100
n1

FIG. 11.12 Histograms of nonuniformity index.
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nt ¼ Nav H0ð Þ+Nav H1ð Þ½ �=2 (11.22)

The criterion for misfire is as follows:

n1 > nt !misfire

n1 < nt ! no misfire

There are two types of error associated with the above misfire criterion:

n1 < nt for an actual misfire missed detectionð Þ
n1 > nt for no misfire false alarmð Þ

It should be noted that a similar statistical study was conducted using other threshold values. Choosing

the threshold as done above yields approximately equal costs to both missed detection and false alarms.

The above method of detecting misfires (based only on �nk k) does not, by itself, identify the

cylinder(s) that is (are) misfiring. The nonuniformity index vector �n1 can be used as a further onboard

diagnosis tool to assist the repair technician in identifying the misfiring cylinder(s). For an otherwise

properly running engine, a unique vector �nð Þ tends to be associated with the misfire in each cylinder.

Assume initially that the above misfire detection indicates only a single cylinder is misfiring.

The unique “signature” nonuniformity index for a consistent misfire in cylinder m will have

nonuniformity vector �n mð Þ. This “signature” can be obtained during engine control development by

running the engine with cylinder m purposely disabled (i.e., via fuel or spark). Data for the nonunifor-

mity vector �n mð Þ are given by the statistical average of �n over a sample of K engine cycles:

�n mð Þ¼ 1

K

XK
k¼1

�nk m¼ 1,2,⋯,M (11.23)

where �nk ¼ nonuniformity vector for the kth engine cycle.

Each of theseM vectors is directed to a point in a 2M-dimensional space. One method of identifying

the misfiring cylinder is done by finding the shortest “distance” from a nonuniformity vector �n to these
vectors. This vector distance (for the kth engine cycle) in 2M-dimensional space δk mð Þ is given by

Eq. (11.16)

δk mð Þ¼ �n mð Þ� �nk (11.24)

where �n is the measured nonuniformity vector for an engine cycle in which a single-cylinder misfire has

been detected. The problem of isolating the misfiring cylinder is reduced to finding the cylinder number

mo, which yields the smallest L2 norm for the vector distance

min
m

δm


 



2

� �
¼ δmo



 


2

(11.25)

That is, cylinder mo (mo¼1, 2, …, M) has the minimum δmo



 


2
and is identified as the misfiring

cylinder.

As demonstrated earlier with respect to some samples of �n, an alternate approach to identifying the
misfiring cylinder is to compute the angle ϕ(k) between the reference nonuniformity vector �nref and �nk:

ϕ kð Þ¼ cos1 < �nref , �nk >= �nref


 

 � �nkk k� �� �

The cylinder that is misfiring will have the minimum angle, difference ϕ(k) – ϕ(nm, nref) for the
kth cycle.
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If cylinder mo consistently misfires (as opposed to a random pattern) then by setting an appropriate

flag in the diagnostic memory, the repair technician can know which cylinder should be analyzed for

problems. This type of information greatly reduces the off-board diagnosis and maintenance effort.

Often, vehicles experience intermittent failures. A relatively simple onboard analysis program can

evaluate the frequency of and the consistency of an intermittently misfiring cylinder.

Although the above method has great potential for detecting and diagnosing misfire problems, it

cannot be directly implemented since there is no cost-effective method of measuring torque; however,

the torque fluctuations δTn lead directly to crankshaft speed fluctuations that are measurable with a

simple, inexpensive noncontacting sensor. We explain below the relationship between torque and

crankshaft angular speed fluctuations. This relationship can be developed from a dynamic model

for the power train as explained next.

For misfire detection purposes, an estimate of T(θe) can be obtained from a sliding mode observer

(SMO) based upon a relatively straightforward system for measuring crankshaft angular speed (ωe).

This method and the analytic models for Ti and TR and the theory of the SMO for torque estimation

are given in an excellent paper by Rizzoni et al.1 The model from which this SMO is built for an au-

tomatic transmission-equipped vehicle with unlocked torque converter is given below:

J _ωe ¼ Ti θeð Þ�TR θeð Þ�Reωe�T1 θeð Þ
¼ Tn θeð Þ (11.26)

where J¼moment of inertia of engine rotating parts and Tl¼ load torque on the engine output.

For the purposes of illustration, we consider the special case in which the vehicle is traveling under

steady-state conditions with an unlocked torque converter (see Chapter 6) for which Tl is a constant.
This term can be neglected in the computation of torque fluctuations (as is done here).

Combining Eqs. (11.12)–(11.16) with Eq. (11.26) yields the following model for _ωe

_ωe ¼ 1

J +MeqR2
c f

2
T θeð Þ pc�poð ÞApRcfT θeð Þ�MeqR

2
c fT θeð ÞfB θeð Þω2

e �Reωe


 �
(11.27)

The equations for Ti and TR have been given previously. Rewriting the above equation in state vector

form with state vector x given by

x¼ x1x2½ �T x1 ¼ θe, x2 ¼ωe

yields _x1 ¼ x2

_x2 ¼ 1

J +MeqR2
c f

2
T x1ð Þ pc�poð ÞApRcfT x1ð Þ�MeqR

2
c fT x1ð ÞfB x1ð Þx22�Rex2


 �
(11.28)

It is shown below that both x1 and x2 are measurable with inexpensive noncontacting sensors. Let the

measurement of state vector x1 be denoted y1 and the measurement of x2 be denoted y2 The SMO for the

estimate of x2 (which is denoted x̂2) is given by

_̂x2 ¼ 1

J +MeqR2
c f

2
T y1ð Þ �ASMO sgn fT y1ð Þ x̂2� y2Þð �ApRcfT y1ð Þ� �Meq

2R2
c fT y1ð ÞfR y1ð Þy22�Rey2

�

(11.29)

where ASMO¼SMO gain and sgn( )¼ sign function of argument.

1Rizzoni G., Drakunov S., Wang Y.-Y. On line estimation of indicated torque in IC engines via sliding mode observer.

In American Control Conference, 1995, pp. 2123–2127.
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The SMO gain requirement is that it be larger than the maximum value that can occur for (Pe�Po):

ASMO > max Pc�Poð Þ (11.30)

The estimate of indicated torque is obtained as the output of the first-order filter given by

τ _v + v¼�ASMO sgn fT y1ð Þ x̂2� y2ð Þ½ �ApRcfT y1ð Þ
T̂n ¼ v

(11.31)

Using this SMO to estimate T̂n, it is possible to form the vector �T from which misfire detection is pos-

sible as explained above since the extrema of T̂n θeð Þ closely approximates Tm and T0m.
The measurement of crankshaft angular position and speed can readily be made using a noncon-

tacting sensor such as that depicted in Fig. 11.13 and as explained in Chapter 5.

In Fig. 11.13, the ferromagnetic disk (with lugs) is attached to the crankshaft. However, for the

accuracy in measurements of θe as required for SMO estimation of torque, there is a minimum number

of lugs on the ferromagnetic disk. Experiments have shown that use of the starter ring gear that typically

has 30–50 teeth is sufficient for these measurements.

For illustrative purposes, it is convenient to consider these measurements at a relatively slowly

changing RPM. In this case, the crankshaft angular speed ωe(t) is given by

ωe tð Þ¼Ωe + δωe tð Þ (11.32)

where Ωe ¼ πRPM

30
¼ short-term time average of ωe and δωe(t)¼variation in ωe due to δTn.

This angular speed is actually in the form of a frequency-modulated (FM) carrier frequency in

which Ωe acts as the carrier frequency and δωe(t) is the modulation. It should be noted that Ωe≫max

(δωe) for essentially all normal engine operating conditions.

Crankshaft axis

q

LUG Ferromagnetic disk

Coil

Sensor

Permanent
Magnet

VO

CL

FIG. 11.13 Noncontacting crankshaft angular speed sensor.
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The crankshaft instantaneous angular position θe(t) is given by

θe tð Þ¼ θo +

ðt
o

ωe t0ð Þdt0 (11.33)

where θo¼θe(0)¼phase reference.

The phase reference can be established relative to the engine cycle via a camshaft once/revolution

noncontacting sensor (see Chapter 5).

The sensor output signal v0(t) is given by

v0 tð Þ¼ f Mdθe tð Þ+ψb c (11.34)

where Md¼number of lugs on disk and ψ(t)¼ random process (error in the sensor output).

The function f(�) is the waveform associated with the sensor configuration. Fortunately, the elec-

tronic signal processing required to measure ωe(t) can be obtained using either analog or digital elec-

tronic signal processing. Fig. 11.14 shows a block diagram for an analog signal processing.

The “frequency-to-voltage converter” is in effect an FM demodulator that can be implemented with

a circuit known as a “phase-locked loop” (PLL). The PLL is an electronic closed-loop system.

Chapter 2 presents a detailed explanation of the PLL and presents a model of frequency demodulation.

It’s output voltage vp(t) is given by

vP ¼KPLL Mdωe tð Þ+ _ψð Þ
The low-pass filter (LPF) passes the first term and suppresses that portion of the spectrum of _ψ that lies

outside the LPF pass bands, thereby yielding the measurement of ωe needed for the SMO to compute

T̂n. Appendix A explains LPF theory and presents design models for an analog LPF. For the present

analysis, it is assumed that this portion of _ψ is negligible. The crankshaft angular position can be

obtained by integrating the LPF output voltage. Using the integrator circuit described in Chapter 2,

the integrator output voltage vI is given by

vI ¼ 1

τI

ðt
0

Ve t0ð Þdt0

¼KPLLMd

τi
θe tð Þ+ θo½ �

(11.35)

where τi¼ integrator time constant.

Of course, digital integration as explained previously (e.g., see Chapter 7) can also be used to obtain

vI. The phase origin for this measurement of θe(t) is established via the once/revolution camshaft

sensor. The measurement of θe is required as part of the computation of the nonuniformity index �n.

Sensor

Frequency to
voltage

converter
(PLL)

vo vp ve v1
Low pass

filter
(LPF)

Integrator

FIG. 11.14 Block diagram for ωe measurement.
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In a contemporary implementation, the measurement of ωe(t) is done in discrete time based upon

successive samples of vo(t). As explained in Chapter 5, a sensor such as is depicted in Fig. 11.13 gen-

erates an output waveform that crosses zero whenever one of the lugs on the disk lies along the cen-

terline (CL) of the disk sensor axis. Let tk be the time of the kth zero crossing of the sensor output

voltage, and let δtk be given by

δtk ¼ tk� tk�1

The kth sample of ωe(t) is denoted ωe(k) and is given by

ωe kð Þ¼ 2π

Mdδtk
(11.36)

If Md is sufficiently large, the sequence {ωe(k)} will be an unaliased sample of ωe(t).
The instantaneous crankshaft angular position θe(k) within a 2 revolution cycle is given by

Eq. (11.28)

θe kð Þ¼ θe tkð Þ k¼ 1,2,⋯,2Md (11.37)

This sampled crankshaft angular position is readily obtained by passing the sensor through a zero cross-

ing detector (ZCD) (see Chapter 2) and counting the output pulses using a binary counter (see Chapter 2

for an explanation of a counter) as explained in Chapter 6. The counter should be reset by a signal from

the once/revolution camshaft sensor. This signal is also sent to a ZCD and then to the binary counter

reset input. This configuration will automatically count zero crossings of the crankshaft sensor of

Fig. 11.13 modulo 2Md for each engine cycle.

Using the instrumentation above for measuring ωe and θe provides the necessary data for a calcu-

lation of T̂n using the SMO and the nonuniformity index �n. The misfire detection proceeds using the

estimate of �T according to the procedure explained earlier.

The above hypothetical method of misfire detection has been shown to reliably detect misfires both

in a laboratory environment and in actual road tests. For a test vehicle equipped with an automatic

transmission total errors of<1% have been achieved for the exemplary misfire detection in actual road

tests. Although intellectual property considerations preclude discussing the actual misfire detection

methods used by any automotive manufacturer, many of the components of the hypothetical system

are to be found in some of them.

EXPERT SYSTEMS IN AUTOMOTIVE DIAGNOSIS
An expert system is a computer program that employs human knowledge to solve problems normally

requiring human expertise. The theory of expert systems is part of the general area of computer science

known as artificial intelligence (AI). The major benefit of expert system technology is the consistent,

uniform, and efficient application of the decision criteria or problem-solving strategies. We consider

next a hypothetical expert system devoted to automotive diagnosis.

The diagnosis of electronic engine control systems by an expert system proceeds by following a set

of rules that embody steps similar to the diagnostic charts in the shop manual. The diagnostic system

can receive fault codes from the onboard diagnostic. The system processes these codes logically under

program control in accordance with the set of internally stored rules. However, as explained above, not
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all faults are detected by the onboard diagnostic system. Testing of various systems and components by

the service technician as directed by the expert system aids the diagnosis of problems. The hypothetical

expert system-based diagnostic procedure also is designed to receive inputs from the service technician

based on such tests. The end result of the computer-aided diagnosis is an assessment of the problem and

recommended repair procedures. The use of an expert system for diagnosis has the potential to improve

the efficiency of the diagnostic process and can thereby reduce maintenance time and costs.

The development of an expert system requires a computer specialist who is known in AI parlance as

a knowledge engineer. The knowledge engineer must acquire the requisite knowledge and expertise for

the expert system by interviewing the recognized experts in the field. In the case of automotive elec-

tronic engine control systems, the experts include the design engineers, the test engineers and techni-

cians, involved in the development of the control system. In addition, expertise is developed by the

service technicians who routinely repair the system in the field. The expertise of this latter group

can be incorporated as evolutionary improvements in the expert system. The various stages of knowl-

edge acquisition (obtained from the experts) are outlined in Fig. 11.15.

It can be seen from this illustration that several iterations are required to complete the knowledge

acquisition. Thus, the process of interviewing experts is a continuing process.

Not to be overlooked in the development of an expert system is the personal relationship between the

experts and the knowledge engineer. The experts must be fully willing to cooperate and to explain their

expertise to the knowledge engineer if a successful expert system is to be developed. The personalities of

the knowledge engineer and experts can become a factor in the development of an expert system.

Fig. 11.16 represents the environment in which an expert system evolves. Of course, a digital com-

puter of sufficient capacity is required for the development work. A summary of expert system devel-

opment tools that have been used in the past and that are potentially applicable for a mainframe

computer is presented in Table 11.3.

It is common practice to think of an expert system as having two major portions. The portion of the

expert system in which the logical operations are performed is known as the inference engine. The
various relationships and basic knowledge are known as the knowledge base.

The general diagnostic field to which an expert system is applicable is one in which the procedures

used by the recognized experts can be expressed in a set of rules or logical relationships. The automo-

tive diagnosis area is clearly such a field. The diagnostic charts that outline repair procedures (as out-

lined earlier in this chapter) represent good examples of such rules.

To clarify some of the ideas embodied in an expert system, consider the following example of the

diagnosis of an automotive repair problem. This particular problem involves failure of the car engine to

start. It is presumed in this example that the range of defects is very limited. Although this example is

not necessarily commonly encountered, it does illustrate some of the principles involved in an expert

system.

The fundamental concept underlying this example is the idea of condition-action pairs that are in the

form of IF-THEN rules. These rules embody knowledge that is presumed to have come from human

experts (e.g., experienced service technicians or automotive engineers).

A typical expert system formulates expertise in IF-THEN rules. The expert system of this example

consists of three components:

(1) A rule base of IF-THEN rules

(2) A database of facts

(3) A controlling mechanism

568 CHAPTER 11 DIAGNOSTICS



Identify problem
characteristics

Find concepts to
represent knowledge

Design structure to
organize knowledge

Formulate rules to
embody knowledge

Validate rules that
organize knowledge Test

Rules

Implementation

Formalization

Structure

Concepts

Conceptualization

Identification

Requirements

Reformulations

Redesigns

Refinements

FIG. 11.15 Expert system development procedure.
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FIG. 11.16 Environment of an expert system.
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Each rule of the rule base is of the form of “if condition A is true, then action B should be taken or

performed.” The IF portion contains conditions that must be satisfied if the rule is to be applicable.

The THEN portion states the action to be performed whenever the rule is activated (fired).

The database contains all the facts and information that are known to be true about the problem

being diagnosed. The rules from the rule base are compared with the knowledge base to ascertain which

are the applicable rules. When a rule is fired, its actions normally modify the facts within the database.

The controlling mechanism of this expert system determines which actions are to be taken and when

they are to be performed. The operation follows four basic steps:

(1) Compare the rules with the database to determine which rules have the IF portion satisfied and can

be executed. This group is known as the conflict set in AI parlance.

(2) If the conflict set contains more than one rule, resolve the conflict by selecting the highest priority

rule. If there are no rules in the conflict set, stop the procedure.

(3) Execute the selected rule by performing the actions specified in the THEN portion, and then,

modify the database as required.

(4) Return to step 1 and repeat the process until there are no rules in the conflict set.

In the present simplified example, it is presumed that the rule base for diagnosing a problem starting a

car is as given in Fig. 11.17.

Rules R2 through R7 draw conclusions about the suspected problem, and rule R1 identifies problem

areas that should be investigated. It is implicitly assumed that the actions specified in the THEN portion

include “add this fact to the database.” In addition, some of the specified actions have an associated

fractional number. These values represent the confidence of the expert who is responsible for the rule

that the given action is true for the specified condition.

Further suppose that the facts known to be true are as shown in Fig. 11.18.

The controlling mechanism follows step 1 and discovers that only R1 is in the conflict set. This rule

is executed, deriving these additional facts in performing steps 2 and 3:

• Suspect there is no spark.

• Suspect too much fuel is reaching the engine.

At step 4, the system returns to step 1 and learns that the conflict set includes R1, R4, and R6. Since R1

has been executed, it is dropped from the conflict set. In this simplified example, assume that the con-

flict is resolved by selecting the lowest numbered rule (i.e., R4 in this case). Rule R4 yields the

Table 11.3 Expert System Developing Tools for Mainframes

Name Company Machine

Ops5 Carnegie Mellon University VAX

S.1 Teknowledge VAX

Xerox 1198

Loops Xerox 1108

Kee Intelligenetics Xerox 1198

Art Inference Symbolics
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additional facts after completing steps 2 and 3 that there is a break in the fuel line (0.65). The value 0.65

refers to the confidence level of this conclusion.

The procedure is repeated with the resulting conflict set R6. After executing R6, the system returns

to step 1, and finding no applicable rules, it stops. The final fact set is shown in Fig. 11.19. Note that this

diagnostic procedure has found two potential diagnoses: a break in the fuel line (confidence level 0.65)

and mixture too rich (confidence level 0.70).

R1: IF starter turns engine but it fails to start

THEN gas tank is empty (0.95)

THEN fuel line is frozen (0.75)

THEN break in fuel line (0.65)

THEN water in gas tank (0.5) OR
    gas gauge broken (0.6)

THEN mixture is too rich (0.7)

THEN spark plug wires are wet (0.6)

R2: IF suspect no fuel reaches engine AND

R5: IF suspect no fuel reaches engine AND

R6: IF suspect too much fuel is reaching engine AND

R7: IF suspect there is no spark AND

R4: IF suspect no fuel reaches engine AND

R3: IF suspect no fuel reaches engine AND

THEN suspect no fuel reaches engine OR
        suspect there is no spark OR
        suspect too much fuel is reaching engine

gas gauge works AND
gas gauge is on empty

gas gauge is not on empty AND
temperature is less than 32 °F

gas gauge is not on empty AND
do not smell gas

can smell gas

gas gauge not on empty AND
(weather is damp OR weather is rainy)

can smell gas

FIG. 11.17 Simple illustrative automobile diagnostic rule base.

Gas gauge works
Starter turns engine but it fails to start
Gas gauge is not on empty
Can smell gas

FIG. 11.18 Starting database of known facts.
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The previous example is intended merely to illustrate the application of AI to automotive diagnosis

and repair. To perform diagnosis on a specific car using an expert system, the service technician iden-

tifies all the relevant features to the service technician’s terminal including, of course, the engine type.

After connecting the data link from the onboard diagnostic system to the terminal, the diagnosis can

begin. The terminal can ask the service technician to perform specific tasks that are required to com-

plete the diagnosis, for example, starting or stopping the engine.

The expert system is an interactive program and, as such, has many interesting features. For exam-

ple, when the expert system requests that the service technician perform some specific task, he/she can

ask the expert system why he or she should do this, or why the system asked the question. The expert

system then explains the motivation for the task, much the way a human expert would do if he or she

were guiding the service technician. An expert system is frequently formulated on rules of thumb that

have been acquired through years of experience by human experts. It often benefits the service tech-

nician in his or her task to have requests for tasks explained in terms of both these rules and the ex-

perience base that has led to the development of the expert system.

The general science of expert systems is so broad that it cannot be covered in this book. The in-

terested reader can contact any good engineering library for further material in this exciting area. In

addition, the SAE has many publications covering the application of expert systems to automotive

diagnosis.

From time to time, automotive maintenance problems will occur that are outside the scope of the

expertise incorporated in the expert system. In these cases, an automotive diagnostic system needs to be

supplemented by direct contact of the service technician with human experts. Automobile manufac-

turers all have technical assistance available to service technicians via internal connections or email.

Vehicle off-board diagnostic systems (whether they are expert systems or not) continue to be de-

veloped and refined as experience is gained with the various systems, as the diagnostic database ex-

pands, and as additional software is written. The evolution of such diagnostic systems may be heading

in the direction of fully automated, rapid, and efficient diagnoses of problems in cars equipped with

modern digital control systems.

Gas gauge works
Starter turns engine but it fails to start
Gas gauge is not on empty
Can smell gas
Suspect no fuel reaching engine
Suspect there is no spark
Suspect too much fuel is reaching engine
Break in fuel line (0.65)
Mixture too rich (0.7)

FIG. 11.19 Final resulting database of known facts.

572 CHAPTER 11 DIAGNOSTICS



CHAPTER

AUTONOMOUS VEHICLES 12
CHAPTER OUTLINE

Automatic Parallel Parking System .....................................................................................................575

Autonomous Vehicle Block Diagram ....................................................................................................581

Autonomous vehicles, also known as “self-driving vehicles,” represent an extreme application of

electronics to vehicles. Such vehicles are controlled during motion by a computer along with various

electronic subsystems and components rather than by a human driver. At the time of this writing, they

are in a research and development stage. There are multiple levels of autonomy as classified by gov-

ernment agencies (e.g., USDOT) and by the Society of Automotive Engineers (SAE). The primary

inputs to a vehicle by a human driver include steering, braking, throttle, and transmission mode select.

However, to drive a vehicle, the driver must continuously monitor the environment visually and react

to the conditions. This means maintaining the vehicle in an appropriate lane on a road for a given trip

and reacting correctly to all road signs and signals along a given trip. It is vitally important that he/she

react to changes in the pathway that require decision-making such as traffic, pedestrians, and any

objects in the path. Typically, the driver must decide whether it is necessary to stop or possibly steer

around other objects in the pathway. In addition, the driver should also attempt to make a prediction

about an object or a pedestrian that is moving such that in the short time ahead, it is probable that the

object/pedestrian will require action by the driver. For an autonomous vehicle to operate safely, it

must have the same type of decision-making capability described above (and other decisions not

discussed).

In addition to the humanlike decision capability, an autonomous vehicle requires a number of

subsystems that are automatic. Some of these subsystems have been implemented in commercially

available vehicles for a relatively long time. Many of these are described elsewhere in this book.

For example, vehicle emission control and antilock braking are automated subsystems that require

no driver control and have been around for decades.

More recent than these examples are automatic braking, enhanced stability, traction control and

automatic parking capabilities that will be a part of an autonomous vehicle. These examples are

explained in the vehicle motion chapter.

However, before discussing the various subsystems employed in autonomous vehicles, it is perhaps

helpful to consider classification of such vehicles in accordance with the division between automatic
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control and driver intervention. One such classification has been suggested for the United States by the

National Highway Traffic Safety Administration (NHTSA) and is as follows:

• Level 0—the driver completely controls the vehicle at all times.

• Level 1—individual vehicle controls are automated, such as electronic stability control or

automatic braking.

• Level 2—at least two controls can be automated in unison, such as adaptive cruise control (ACC) in

combination with lane keeping.

• Level 3—the driver can fully cede control of all safety-critical functions in certain conditions. The

car senses when conditions require the driver to retake control and provides a “sufficiently

comfortable transition time” for the driver to do so.

• Level 4—the vehicle performs all safety-critical functions for the entire trip, with the driver not

expected to control the vehicle at any time. As this vehicle would control all functions from start to

stop, including all parking functions, it could include unoccupied cars.

The SAE is an important organization that has consistently promoted new automotive technology. It

also forms groups of engineers, technicians, and legal experts for creating and publishing standards and

recommended practices. This organization has presented a classification system for autonomous ve-

hicles that has six levels, depending on the level of human driver intervention and environmental ob-

servations and supervisory decision-making. These six levels of classification are the following:

• Level 0—automated system has no vehicle control but may issue warnings.

• Level 1—driver must be ready to take control at anytime. Automated system may include features

such as ACC, parking assistance with automated steering, and lane keeping assistance (LKA) type

II in any combination.

• Level 2—the driver is obliged to detect objects and events and respond if the automated system fails

to respond properly. The automated system executes accelerating, braking, and steering. The

automated system can deactivate immediately on takeover by the driver.

• Lever 3—within known, limited environments (such as freeways), the driver can safely turn their

attention away from driving tasks.

• Level 4—the automated system can control the vehicle in all but a few environments such as severe

weather. The driver must enable the automated system only when it is safe to do so. When enabled,

driver attention is not required.

• Level 5—other than setting the destination and starting the system, no human intervention is

required. The automatic system can drive to any location where it is legal to drive.

It is important to note that essentially all of the electronic subsystem hardware and control software

necessary to implement an autonomous vehicle at any of the above levels exists as of the time of this

writing. The major development required for the higher levels listed above is the algorithms required

to process sensor data, make decisions, and regulate the various subsystems. However, before proceed-

ing with a discussion of this software aspect of autonomous vehicles, it is necessary to explain the

one electronic subsystem that has not been discussed elsewhere in this book. That subsystem is auto-

matic steering. Such a system exists in certain production vehicles at the time of this writing and is an

automatic parallel parking system (APPS), which is presented next. The main feature of APPS as it

relates to autonomous vehicles is computer-controlled automatic steering of the vehicle.
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AUTOMATIC PARALLEL PARKING SYSTEM
Although it is not an SAE level 5 autonomous vehicle, any vehicle equipped with APPS has certain

components and features of level 5 autonomous vehicle. These include electronically controlled steer-

ing and vehicle surrounding environment sensing. In operation, an APPS requires the driver to position

the car ahead of the intended parking space with the rear bumper slightly ahead of the outer rear wheel

of the car that is parked immediately in front of the space. Fig. 12.1 depicts a simplified APPS vehicle

configuration.

The vehicle equippedwith theAPPS has a number of sensors Sn of Fig. 12.1 that can provide data to a
computer that can assess the parking configuration and can also provide data fromwhichwarnings about

obstacles in the path of the parking space can be given to the driver. During the APPS operation, vehicle

steering (i.e., deflection of angle δF of Fig. 12.1) is accomplished by an electromechanical actuator

denoted AF in Fig. 12.1. The input to AF is an electrical signal denoted eF in Fig. 12.1. This signal is gen-
erated by an electronic control unit (ECU) control system (APPS-ECU), as explained later in this section.

When in this approximate position, the driver can activate the system by first placing the car in reverse

and then selecting an APPS button (typically a button displayed on the flat panel display/touch screen).

Once activated, the computer uses the sensor data to compute an input to the electronic steering that

will cause the vehicle to follow a path that will place it in the parking spot. This maneuver is essentially

a lane change maneuver with the vehicle moving in reverse. Contemporary vehicles (often series hy-

brids excepted) are virtually all equipped with automatic transmissions. With the engine running and

the transmission in reverse, the torque coupled to the drive axles causes the vehicle to move at a rel-

atively low speed. In some APPS-equipped vehicles, the driver must operate the braked manually to

stop the car before it strikes the car at the rear of the space. However, any vehicle equipped with an

automatic braking or a stability enhancement system (see Chapter 10), brakes can be automatically

applied when the parking maneuver is at the intended (computed) stopping point.

The APPS-ECU consists of several functional subsystems implemented typically by calculation in

a microcontroller. One portion of the ECU contains software that performs an analysis of the parking

APPS
ECU

AF

LF

RF

dF

dF

eFSF

SI

SN

Sf

FIG. 12.1 Automatic parallel parking lock diagram.
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environment based on data from the environmental surveillance sensors (see Chapters 5 and 10) and

on algorithms from which the path to be followed during APPS operation are computed. The output of

this section of the ECU is a command steering angle δFc that causes the vehicle to follow the desired

path to the final parking position. Another portion of the APPS-ECU is the control portion as

explained later in this section of the chapter. This exemplary APPS control is a closed-loop control

system with a sensor SF for measuring the actual front-wheel steering angle δF. The details of the

control are explained later.

The actual steering input for any vehicle is manufacturer-/model-specific. However, as an illustra-

tion of a representative steering input, we consider an example that can be called a steering doublet

(borrowing a term from aircraft control input). This so-called doublet steering involves an initial steer-

ing input δF that causes the vehicle to move in the intended direction. Midway through the maneuver,

the opposite steering angle is commanded. Amodel for this parallel parking maneuver with the steering

doublet for an example vehicle is presented next.

In Fig. 12.1, the sensors are denoted SF and Snwith n¼1,2,⋯,N. The sensor labeled SFmeasures the

front-wheel steering angle δF. The block labeled AF is an actuator that mechanically deflects the front

wheels (right front (RF) and left front (LF)) in response to the electrical output of the computer eF.
There are numerous sensor configurations that are capable of generating an analog or digital output

signal that is proportional to δF as described in Chapter 5 on Sensors and Actuators. For example, a

simple rotary position sensor attached to the steering wheel axis provides sufficient information to cal-

culate the front wheel δF. An exemplary actuator AF is discussed in the electronic steering section of

Chapter 7 on motion control. All sensors and the actuator are connected to the digital control system of

APPS-ECU as depicted in Fig. 12.1. The algorithms for controlling the steering angle δF for the APPS
maneuver are discussed later in this section.

The remaining sensors Sn provide the data required to measure and assess the parking space. Such

sensors can either be ultrasonic, video camera, microwave radar, or lidar-type devices. Radar-type

sensors are discussed in the chapter on Vehicle Safety and operate by measuring the roundtrip time

from the radar antenna to reflecting objects. Ultrasonic sensors operate in the same general way of

measuring distances via the roundtrip time from an ultrasonic source to a reflecting object. These

sensors in combination with a yaw angle sensor Sϕ can yield vehicle position in the parking coordi-

nates xp, yp.
As explained above in the exemplary APPS, the computer calculates the steering doublet. A closed-

loop control can be implemented in the computer to assure that the actual δF is controlled to be the

computed steering doublet that is now denoted δFc. A simplified block diagram depicts the functional

closed-loop steering as given in Fig. 12.2.

AFHc
å

+ −

dF

dFc UA

SF

FIG. 12.2 Block diagram of closed-loop control for exemplary APPS.
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The chapter on vehicle motion control includes a section on electronic steering assist. In this sec-

tion, it is shown that vehicle motion with steering input at a constant (relatively low) speed uo can be

modeled with a two-dimensional state-vector equation with the state-vector x given by

x¼ v, r½ �T

where r¼yaw rate about the vehicle z-axis through the CG and v¼vehicle velocity component along

the vehicle transverse coordinates.

The state-variable equation has the form

_x¼Ax +Bu

where the matrices A and B are given in Eq. (7.110) of Chapter 7 and where u¼ δF ¼ front-wheel

steering input.

The parameters in these matrices are defined in Chapter 7. The vehicle motion during parking is

given by the coordinates xpyp where xp is parallel to the curb and yp is orthogonal to the curve.

These coordinate positions are given by the time integrals of the velocity components that are

denoted _xp _yp:

xp tð Þ¼ xpo +

ðt
d

_xpdt

yp tð Þ¼ ypo +

ðt
o

_ypdt

where xpoypo is the starting point.

The components of velocity _xp _yp are given by

_xp ¼ uo cosϕ

_yp ¼ uo sinϕ

where ϕ ¼ instantaneous vehicle heading in xp yp coordinates and uo ¼ vehicle speed.

The heading angle ϕ is found by integrating the yaw rate r:

ϕ¼
ðt
o

r tð Þdt

where the origin of ϕ (i.e., ϕ ¼ 0) is along the xp axis. For reverse parallel parking, the vehicle speed
uo<0.

Since the dynamics are relatively slow, the control block (Hc) could be a simple proportional control

algorithm such that the electrical signal to the actuator (UA) is given by

UA ¼Kp 2
¼Kp δFC�δFð Þ

However, in order to avoid any bias/drift (possible in proportional control), the control algorithm could

be proportional-integral (PI as explained in Appendix A) for which UA is given by

UA ¼Kp 2+KI

ð
2 dt

where 2¼δFC�δF.
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In any event, the sensors Sn and Sϕ provide sufficient data for the computer to monitor the parking

system performance in terms of the conformity of measured to computed vehicle position during the

parking maneuver. Once the surveillance sensors have provided sufficient data to model the parking

space in the present example control, the ECU calculates the desired δFC(xp,yp) and uses this as an input
to the control.

The transfer function for the control block Hc(s) for an assumed PI control law is given by

Hc sð Þ¼UA sð Þ
2 sð Þ

¼Kps+KI

s

A representative model for the actuator is a first-order differential equation as given by

_δF +
δF
τA

¼UA

where τA ¼ actuator time constant.

For APPS applications, τA can be of the order of 1 sec.

The transfer function HA(s) for the actuator is given by

HA sð Þ¼ δF sð Þ
UA sð Þ

¼ 1

s+
1

τA

The forward-path transfer function Hf(s) is given by

Hf sð Þ¼ δF sð Þ
2 sð Þ

¼Hc sð ÞHA sð ÞHSF sð Þ
(12.1)

For convenience, the sensor transfer function HSF(s) is taken to be unity:

HSF sð Þ¼ 1

With this assumption, the forward transfer function is given by

Hf sð Þ¼ Kp +
KI

s

� �
1

s+
1

τA

0
BB@

1
CCA

As explained in Appendix A, the closed-loop transfer function for the APPS is given by

HC‘ sð Þ¼ δF sð Þ
δFC sð Þ

¼ Hf sð Þ
I +Hf sð Þ

(12.2)
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In the illustrative APPS, the ECU is a discrete-time system. As explained in Appendix B, the system

closed-loop transfer function must be found using z-transforms rather than a Laplace transforms yield-

ing a closed-loop transfer function HC‘(z) which is given by

HC‘ zð Þ¼ Hf zð Þ
1 +Hf zð Þ

For illustrative purposes, it is assumed that the ECU output is digital and requires a D/A converter with

a zero-order hold (ZOH) to generate the analog signal �UA that drives the actuator. As explained in

Appendix B, the z-transform of Hf(s) with the D/A and ZOH is given by

Hf zð Þ¼ 1� z�1
� �Z Hf sð Þ

s

� �
(12.3)

Hf zð Þ¼ 1� z�1
� �Z Kp

s s +
1

τA

� � +
KI

s2 s+
1

τA

� �
2
664

3
775 (12.4)

Using partial fraction expansions and z-transforms of the resulting terms from the table of z-transforms

near the end of Appendix B, it can be shown that

Hf zð Þ¼
KpτA 1� zAð Þ+KIτ2A

T

τA
+ zA�1ð Þ

� �� �
z�KpτA 1� zAð Þ +KIτ2A 1� zA 1 +

T

τA

� �� �

z2� 1 + zað Þz+ zA (12.5)

where T¼ sample period.

zA ¼ e�T=τA

The closed-loop transfer function computed from Eqs. (12.1), (12.2) can be used to evaluate the

performance and stability of the APPS.

The implementation of the APPS control once Kp and KI have been determined to meet system

requirements involve the following expression to calculate the sequence of control outputs {Un} from

which the analog signal ū is generated is given by

Un ¼Kp 2n +KIT
XK
k¼1

2n�k + 2n� k + 1ð Þ
2

where T¼ sample period, K¼number of error samples for calculating the integral part of the control,

and where 2k ¼ δFC kð Þ�δF kð Þ.
The algorithms for implementing this control law are straightforward (particularly using

AUTOSAR).

As an illustration of the parallel parking maneuver of a vehicle with an APPS, a simulation was run.

For this simulation, the coefficient in the A and B matrices are those given in the set of values listed in

122 of Chapter 7 on vehicle motion control. These are the same set of coefficients used in the 4WS lane

change simulation. However, in this case, uo¼�3 ft/s. The steering doublet and the track of the vehicle

CG and the point on the side of the vehicle along a line orthogonal to its longitudinal axis through the
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CG are depicted in Fig. 12.3. This figure depicts the motion of the vehicle (xpr ypr) during the simulated

APPSmaneuver. The paths of inner and outer wheels are plotted. The coordinates of the inner and outer

rear wheels are computed by standard coordinate transformation as explained in Appendix E.

The vehicle begins at the point xp¼12 ft and moves to the point xp¼0. The rearmost point of the car

that is at the front of the space is at xp¼11.5 ft, yp¼5.5 ft so the parking car can be seen to avoid contact

with the forward car. The most forward point of the car at the rear of the space is at xp¼�3 ft. After

stopping at xp¼0, the rearmost part of the parking car is at xp¼�2.5 ft. It should be noted that the

simulation depicted in Fig. 12.3 is not optimized for parking in a “tight spot.” It is possible to park

in a shorter space (horizontally) than depicted by changing certain parameters (e.g., uo and maximum

amplitude of δF). The control of the vehicle motion via δF as the regulated variable depends on known
cornering stiffness parameters that, in general, are not always known. Furthermore, an alternate control

scheme can be based on control of the angle ϕ. For such a control strategy, the vehicle motion is not

dependent on cornering stiffness parameters. This figure is only intended to illustrate the type of

automatic steering found in autonomous vehicle, so the implied assumption of known CF and CR is

not a fundamental limitation on the illustrative example model and simulation of APPS.

In this illustrative example APPS, the steering doublet begins at δF ¼ 0. It increases linearly to a

maximum value δFmax and remains there for a period and then changes linearly to�δFmax and remains

at this value for the same duration as at the positive maximum. It then increases to δF ¼ 0 at point xp¼0

where the vehicle stops. A vehicle control input that has the type of symmetry used in this simulation is

termed a doublet.

15

Inner
Outer

Front car

Simulated APPS maneuver
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FIG. 12.3 Simulation result of example APPS maneuver.
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AUTONOMOUS VEHICLE BLOCK DIAGRAM
The above discussion of APPS in combination with other electronic subsystems discussed elsewhere in

the book permits the presentation of a block diagram of a representative autonomous vehicle such as is

given in Fig. 12.4.

The block in Fig. 12.4 labeled “vision sensors” is a generic representation for many different pos-

sible configurations of optical sensors. The fundamental role of these sensors is to give 360 degrees

field of view surrounding the vehicle. For example, this sensor subsystem can consist of numerous

solid-state cameras. Each consists of an assembly containing one or more focusing lenses and a planar

array of photo sensors as described in Chapter 10 on vehicle safety and occupant protection. The num-

ber of cameras and the image resolution (i.e., number of pixels) is system-specific, but it must have the

resolution required for the image detection system implemented in the computer to identify the objects

it is intended to detect (e.g., lane markings). The operation of the cameras and pattern recognition

algorithms are explained in the sections of Chapter 10 under the subjects of automatic braking and blind

spot detection. The configuration and theory of operation of certain classes of digital cameras having

potential surveillance application are given in Chapter 5.

In addition to image detection with the camera signals, the range to the various objects is measured

using the radar systems and/or the lidar (optical equivalent to radar) sensors. The processing of these

sensor signals is done in the computer. In the exemplary system, the radar systems include a relatively

short-range (within a few meters of the car exterior surfaces) and long-range radar. In the latter radar

system, the range is selected such that there is sufficient time for processing the range and direction to

an object at highway speeds for decisions to be made and any required action (e.g., steering or braking)

to be accomplished. The long-range radar is primarily used for forward and rearward object detection.

The forward viewing systems are employed in actions such as collision avoidance. The rearward

directed camera data and radar/lidar measurements can provide warnings for a rear collision due to

an approaching vehicle.

Vision
sensors

Radar

AV control
computer

Vehicle
subsystem

sensors

Ub

UT

UdT

Us

Automatic
steering

Automatic
braking

Throttle
actuator

Drive train
control

SuspensionExternal
vehicle

communication

GPS

Lidar

dFc

FIG. 12.4 Representative autonomous vehicle block diagram.
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The short-range radar is mostly directed to the vehicle sides. This has already been described in the

section on blind spot detection. However, it can also be employed in APPS systems. In addition, it is

useful for pedestrian detection.

The azimuthal resolution of any radar system is improved with increasing aperture of the radar

antenna. For a multiantenna system that is typical of automotive radar, the effective aperture is given

by the separation of the outermost antennas. In addition, the distance measuring resolution is deter-

mined by “sharpness” of the transmitted radar pulse and by the pulse duration. The pulse “sharpness”

is equivalent to the pulse rise time. As explained in Appendix A, the radar system bandwidth is essen-

tially inversely proportional to the pulse rise time and its duration. Thus, the resolution in distance to

object measurement is an increasing function of the radar system bandwidth. Depending on the power

level of the radar system, this bandwidth may well be set by government regulations (e.g., by FCC in

the United States).

Another important sensor system in an autonomous vehicle is the GPS position measuring system.

The theory of GPS is explained in Chapter 9 on vehicular communication. At the highest levels of

autonomy, the autonomous vehicle will follow a preprogrammed route that is stored in the computer

before trip begins. The route will be along positions on electronic maps that are also stored in computer

memory. These electronic maps are explained in the section of the chapter on instrumentation devoted

to vehicular navigation. The vehicle speed is limited to the local speed limit but is chosen by computer-

based decision on the safe speed that may be well less than the speed limit depending on the driving

environment (e.g., traffic, pedestrians, and unprogrammed objects).

If there were no other vehicles, objects, and pedestrians in the lane of the road being traveled, then,

in principle, the autonomous vehicle could travel at the legal speed limit along the entire route slowing

for curves that are marked for a recommended speed, stopping for traffic lights that are red or physical

stop signs. However, such a trip is highly unlikely. Rather, the autonomous vehicle will respond to a

continuously changing environment and avoiding collision with any other vehicle or object.

A block diagram of an illustrative control system for an automatic steering system is depicted in

Fig. 12.5. In this figure, the control input ϕc to the system is the set point or command input to the

control system. For the autonomous vehicle, this control system regulates δF such that the instantaneous
vehicle heading ϕ tracks the command input ϕc. The theory of the operation of this exemplary auto-

matic steering control system is explained, quantitatively, later in this chapter.

The steering system requires an electromechanical actuator to turn the front wheels. There are many

potential actuators including some that are based on classical power steering boost actuators. If these
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FIG. 12.5 Simplified autonomous vehicle steering control block diagram.
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are employed, they must provide sufficient steering torque to turn the wheels without driver input.

One important constant on such an actuator is that it must have sufficient torque to maintain δF at

the required angle for a constant rate turn. This torque must overcome the normal steering restoring

torque (called aligning torque) that tends to return δF to 0. This aligning torque is produced by the

vehicle weight on the front wheels in combination with the front tire pneumatic trail and the orientation

of the axis about which the steering wheels rotate. This alignment is the camber and castor angles of

this axis.

This constraint prohibits the use of ordinary electric motors such as D-C or induction/synchronous

motors. Such motors only produce torque while the armature/or equivalent structure is rotating. The

chapter on sensors and actuators explains the operation and develops analytic models for various

motors.

On the other hand, a stepper motor (also explained in the Sensors and Actuators chapter) has the

capability of being controlled digitally to a given angular position. A steeper motor connected to an

appropriate valve (e.g., rotary valve) can be used to regulate the pressure in a pneumatic or hydraulic

cylinder from an accumulator. The combination of these components can form a steering actuator in

which the commanded angular position of the stepper motor (θs) regulates the force from the hydraulic/

pneumatic cylinder through mechanical linkage to control steering angle δF(θs). There are other com-

ponents and configurations capable of forming an electromechanical steering actuator. Other actuators

and subsystems that are a required part of any autonomous vehicle include throttle actuator and cruise

control subsystem, antilock brake systems with appropriate actuators, and drive train control systems

are discussed in the chapter on vehicle motion control.

Although the autonomous vehicle hardware is sufficiently developed, the algorithms for controlling

the various hardware subsystems are in the process of development at the time of this writing. These

algorithms must perform a variety of relatively complex tasks. For example, as outlined above, there

must be one or more algorithms for processing the sensor signals. Some aspects of this task have already

been discussed in the chapter on Vehicle Safety for blind spot detection and automatic braking for col-

lision avoidance. However, for an autonomous vehicle, the algorithms for these tasks must be combined

with decision-making algorithms, particularly for level 5 vehicles.

Algorithm(s) should also be available to perform a task similar to the human driver for anticipating

a condition that is likely to occur based on the instantaneous environment such as a pedestrian

approaching the street not at a corner. This could include a typical present-day situation in which a

pedestrian is using a cell phone and not obviously attentive to approaching vehicular traffic and could

continue across the street without looking for traffic. Similarly, another vehicle approaching a stop on a

cross street at an excessive speed such that it might not stop. It is also not uncommon for bicycle riders

to ignore stop signs on roads with relatively light traffic and drivers need to be aware that a sudden stop

might be required to avoid a collision with a bicycle.

Once the software has reached the decision to perform an action, it must generate the appropriate

control signal to the affected subsystem(s). Such computation is far more straightforward than the

algorithms required for environmental monitoring and decision-making. Another relatively routine

algorithms (or set of algorithms) are those involved in tracking the desired route as described qualita-

tively earlier in this chapter. The autonomous vehicle automatic steering involves the vehicle following

a path determined by various sensors and algorithms in the AV computer that provides the command

input to the automatic steering system. This command input can be generated in response to the vehicle

surveillance sensors. For example, a lane tracking set of algorithms exists in certain contemporary
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vehicles and can be combined with data from electronic maps to select the roads being traveled. The

surveillance system is explained in some detail in Chapter 11, but any lane tracking algorithms are

vehicle model-specific. However, we illustrate the generation of the automatic steering command in-

put with a hypothetical (and theoretical) example. This exemplary steering control input involves

monitoring vehicle instantaneous position (e.g., via GPS), comparing with the intended position

and heading (e.g., from electronic maps). The data in these maps are compared with the GPS-

measured position such that the instantaneous vehicle velocity vector �vð Þ is tangent to the intended

course. The direction ϕ of the vector �v provides a command input ϕc to a control system that regulates

front steering angle δF such that the vehicle velocity vector is tangent to the intended contour of the

path that the vehicle must follow for correct navigation. It is possible to illustrate the control of an

autonomous vehicle along a predetermined route that is essentially a classical “tracking” control prob-

lem. This illustration of autonomous vehicle tracking involves the vehicle traveling on a highway

curve with a relatively large radius (R). For such a curve, the roll moment, roll angle ϕR, and lateral

weight transfer are sufficiently small that the dynamic model is adequately given in terms of a two-

dimensional state-vector �x:

�x¼ vy, r
� 	

where vy ¼ vehicle lateral velocity component and r¼yaw rate.

The state-vector dynamic model for this highly simplified example is given in Chapter 7

Eq. (7.110) which, for convenience, are repeated below:

_�x¼A�x+Bu

�y¼C�x

where

A¼
�2

CF +CRð Þ
Muo

�2
aCF�bCRð Þ

Muo
�uo

�2
aCF�bCRð Þ

Izzuo
�2

a2CF + b
2CRð Þ

Izzuo

2
6664

3
7775

B¼
2CF

M

2aCF

Izz

2
664

3
775

C¼ 0, 1½ �
with the output matrix C as given above the output �y is a scalar y given by

y¼ r

¼ dϕ

dt

The input to the plant u¼ δF.
All parameters in this state-variable problem are defined in association with Eq. (7.110) from

Chapter 7. The functional block diagram for the steering control is depicted in Fig. 12.5. In this figure,

the input to the control system is the desired angle of the velocity vector �v that is denoted ϕc. The actual

angle is denoted ϕ and is given by
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ϕ tð Þ¼ϕ Oð Þ +
ðt
o

r τð Þdτ (12.6)

where ϕ(O) is the angle of the velocity vector when the vehicle enters the curve.

In the exemplary implementation of this steering control, the desired angle ϕc(t) is computed by the

autonomous vehicle control computer from the electronic map data. Fig. 12.6 depicts the geometry of

the route as contained in an electronic map (see Chapter 8 on instrumentation).

In this figure, it is assumed that the Cartesian coordinate system from the electronic map for the

portion of the route along the curve is denoted x,y with the origin arbitrarily chosen to be at the

center of the circular arc of radius R. The velocity vector angle ϕ is measured from a line parallel

to the x-axis with positive being in the CW sense. In this figure, the tangent to the curve that is the

desired velocity vector angle and is denoted ϕc is measured relative to the x-axis. The actual velocity
vector �v depicted in Fig. 12.6 is at an angle ϕ that yields an error input 2 to the steering control of

Fig. 12.5. For illustrative purposes only, the magnitude of the error as depicted in Fig. 12.5 is exag-

gerated. The vehicle speed uo ¼ �vk k.
In any autonomous vehicle, the computer that controls the motion would have the capability of

computing the angle ϕc such that �v is tangent to the circular arc. Also depicted in this figure is the

instantaneous yaw rate r where

r¼ dϕ

dt
(12.7)

By taking the Laplace transfer function of Eq. (12.7), the function ϕ(s) is given by

ϕ sð Þ¼ r sð Þ
s

In Fig. 12.6, the vehicle dynamics (plant) are represented by the transfer function Hp(s) where

Hp sð Þ¼ r sð Þ
δF sð Þ

¼C sI�Að Þ�1B

(12.8)

r
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FIG. 12.6 Geometry of autonomous vehicle traveling along a curve of radius R.
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The derivation of this transfer function from state-variable models is explained in Appendix A.

The transfer function for the control block that is denoted Hc(s) is given by

Hc sð Þ¼ δF sð Þ
2 sð Þ

where 2¼ϕc�ϕ.
This control transfer function can be one of several available to the system designer as explained in

Appendix A including proportional (P), PI, proportional differential (PD), or proportional-integral-

differential (PID). The control law for each of these is given sequentially as follows:

P : δF ¼Kp 2

PI : δF ¼Kp +KI

ð
2 dt

PID : δF ¼Kp +KI

ð
2 dt+KD

d2
dt

PD : δF ¼Kp +KD
d2
dt

The corresponding control transfer functions are given by the Laplace transform of the above equa-

tions. The most general case takes the form of the PID since various coefficients can be set¼0 for other

control laws:

PID : HC sð Þ¼Kp +
KI

s
+KDs

In the illustrative example, the error E upon which the control variable is computed is based on ϕ. In this
case, the transfer function from δF to output ϕ which is denoted HT(s) is obtained by combining

Eqs. (12.7), (12.8) and is given by

HT sð Þ¼ ϕ sð Þ
δF sð Þ

HT sð Þ¼Hp sð Þ
s

¼C sI�Að Þ�1B

s

As explained in Appendix A, the closed-loop transfer function HC‘(s) for the steering control system is

given by

HC‘ sð Þ¼ ϕ sð Þ
ϕC sð Þ

It is further shown in Appendix A that HC‘ is given by

HC‘ sð Þ¼ HT sð ÞHC sð Þ
1 +HT sð ÞHC sð ÞHs sð Þ
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where HS(s)¼ sensor transfer function for measuring ϕ. One such method of measuring heading angle

ϕ is by integrating the output of a yaw rate sensor as shown in Eq. (12.6) above. An example of a rel-

atively inexpensive angle rate sensor is given in Chapter 5. By orienting an angle rate sensor with its

sensitive axis along the vehicle, z-axis yields vehicle yaw rate r.
In a typical configuration, Hs(s) has sufficiently fast dynamics that it can be approximated by

HS sð Þ’ 1

In addition, Appendix A describes the influence of the parameter choices for Kp, KI, and KD on the

dynamic response of a control system. In addition, the stability of the steering control system, which

is critically important for autonomous vehicle safety, is evaluated by various standard techniques in-

cluding root locus and Bode plots. It is left as an exercise to evaluate an example autonomous vehicle

steering system for a vehicle with given parameters.

A simulation of this tracking maneuver was run using the models from Chapter 7, Eq. (7.110), for

A and B. In this simulation, the vehicle is traveling along a straight road at heading angle ϕ¼0 at

speed uo¼30 m/s until time t¼5. At this point, the road intersects an arc of a circle of radius

R¼790 m for the interval 0�ϕ�π/2. The heading angle as computed by the navigation system varies

linearly with time, while the vehicle continues to travel at speed uo such that the heading rate of

change ϕc is given by

ϕc ¼
uo t�5ð Þ

R
5 � t� 5 +

πR

2uo

In this simulation of the vehicle motion along the curve, the control is a PI type. The control transfer

function Hc(s) is given by

Hc sð Þ¼Kps+KI

s

As an illustration of the performance of the heading control, the gain parameters were intentionally

chosen to be low and are given by

Kp ¼ 0:04
KI ¼ 0:02

Fig. 12.7 is a plot of the command heading ϕc(t) and the actual heading ϕ(t).
This figure illustrates a small initial lag in the heading due to the finite dynamic response with the

artificially lowKp andKI. However, the true heading is the desired heading after a brief transient period

and a discontinuous heading of a road is extremely unlikely in practice. It is left as an exercise for the

interested reader to perform the same simulation with larger Hc(s) coefficients. The transient response
at the beginning of the curve decays more quickly to 0 as Kp and KI are increased.

A typical route followed by a vehicle (autonomous or not) is generally more complicated than the

above example. However, this example illustrates the autonomous vehicle tracking problem and iden-

tifies the computational components involved including determining the instantaneous velocity vector

for the vehicle to follow the preprogrammed route and calculating the inputs to vehicle subsystems

involved in determining the vehicle actual path. However, it must be emphasized that, as described
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above, the computer must primarily monitor the environment and continuously make decisions asso-

ciated with changes in the commanded velocity vector required for safe vehicle operation.

The steering control system is only one of the hardware systems associated with an autonomous

vehicle. However, it is exemplary of another important safety-related issue. The failure or degradation

in performance of the steering control and other systems could render the vehicle unsafe. As is common

in aircraft systems that affect safety hardware redundancy can minimize or eliminate the dangers in-

volved in such a failure/degradation. It should be a requirement in autonomous vehicles to have hard-

ware redundancy in the various control subsystems.

The concept of redundancy involves having a replacement component or subsystem onboard the

vehicle that can take over the subsystem function when a failure/degradation has occurred. How-

ever, the redundant system by itself is not sufficient to assure vehicle safety. There must be a

method of detecting failure/degradation in the operating subsystem before it is replaced with the

redundant component or subsystem. Chapter 11 presents and explains a method of reliably detecting

and identifying a failure in a component that is incorporated in an electronic system (e.g., automatic

steering).

One of the methods employed in aircraft (e.g., those equipped with a flight management system

(FMS)) is to have triple redundancy in at least a portion of the system or double redundancy in compo-

nents (e.g., elevator or rudder actuator). A supervisory control systemmonitors the three subsystems (for

triple redundancy) and compares thedata fromall three. If twoof these subsystemshave identical (or near

identical) behavior and the third differs, it is the one that differs from the other two that is deemed to have
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FIG. 12.7 Plot of command heading and actual heading.
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failed. If the differing subsystem is in use, it is replacedwith one of the other two. This method of failure

detection is not the only method capable of identifying a malfunctioning subsystem. However, in auto-

motive applications, triple redundancy of control systems might not be economically viable.

It is a generally accepted doctrine that hardware redundancy is a necessary component of an

autonomous vehicle. This is particularly the case for safety-related systems or subsystems (e.g., auto-

matic steering systems). The normal hardware redundancy is to have a duplicate component installed

such that when a failure occurs in the primary component, the control system will switch to the backup

redundant component.

However, in certain vehicle configurations, there is another way to achieve redundancy via alternate

hardware that can perform the same function of the system as the failed component. As an illustration of

the use of alternate hardware to provide redundancy in system performance, the automatic steering

system is an example. For the illustration of this topic of alternate hardware redundancy, it is assumed

that the steering actuator in an automatic steering system has failed. This actuator applies a moment to

the wheels that steer the vehicle (normally the front wheels). Automatic steering is employed in the

higher levels of autonomous vehicles. Some level 5 autonomous vehicles are completely driverless

and may not even be equipped with a steering wheel and the associated steering mechanism. However,

even with a vehicle having a driver, failure of the steering actuator during certain maneuvers (e.g.,

following relatively short radius curve) may require steering action at a time interval that is too short

for correct and safe driver action.

An alternative redundant backup for vehicle directional control to the presence of a duplicate steer-

ing actuator is to have a control system that takes over directional control via regulating differential

(right/left) braking. Such a system can individually apply brakes to separate wheels on opposite sides

of the vehicle or can apply brakes to the wheel on the inside of the curve of intended vehicle motion and

drive force to the opposite wheel. The drive force can be directly applied to the corresponding wheel

electric motor of a series hybrid or electric vehicle. It could also apply drive force to the desired wheel

via traction control depending on vehicle configuration.

In any such alternate redundant directional control, this control is only to be activated on a tempo-

rary basis either until a driver takes steering control or until the vehicle can be maneuvered under

automatic directional control until it reaches a safe stop (e.g., in a safe road shoulder area).

The vehicle directional control via differential brake/drive torque can be demonstrated using the

lateral equations of motion for a vehicle that were presented in Chapter 7. For the purposes of this

directional control, the equations can be simplified by assuming that the lateral motions involve neg-

ligible roll dynamics and for which _pffi 0 and p’ 0 where

p¼ dϕR

dt

ϕn ¼ roll angle

For this simplifying assumption, the dynamic equations are given by Eqs. (7.113), (7.114) from

Chapter 7 with p¼ 0, _p¼ 0 and with ϕR ¼ 0:

M _v + uor¼FyF +FyR

and

Izz _r ¼ aFyF�bFyR + δFbc
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where

FyF ¼ 2CF δF� v+ ar

uo

� �

FyR ¼�2CR
v+ br

uo

� �

c¼ lateral distance between wheels, v¼ lateral velocity component, and r¼yaw rate.

The variable and parameter definition in these equations are given in Chapter 7 in Fig. 7.32. The

variable δFb is the difference between the wheel brake/drive force on the left/right rear wheels and is

given by

δFb ¼Fbo�Fbi

Fbo ¼ brake/drive force on outer wheel of curve and Fbi ¼ brake force on inner wheel of curve.

There can be circumstances involving a vehicle under automatic steering control in which the ve-

hicle must momentarily maintain a constant speed uo. For example, an autonomous vehicle could be

traveling in a platoon of autonomous vehicles in heavy traffic on an inner lane. The vehicle with the

failed steering actuator must signal for a turn that will enable it to pass through an adjacent lane when

there is a safe opening in the traffic. For the affected vehicle to follow the road contour, the directional

control required via δFb must be accomplished initially with the following:

Fbi +Fbo ¼ 0! uo ¼ constant

Fbo > 0

δFb ’ 2Fbo

Once the affected vehicle is in a lane for which deceleration (eventually to a safe stop) is possible, then

Fbi < 0

Fbo < 0

_uo < 0

In the absence of the torque applied by the steering actuator, there is a moment applied to the front

wheels due to the aligning torque. A dynamic model for the front-wheel steering angle δF is given by

Jz _VF ¼ �tpFYR + tb
c δFb

‘

� �

2

VF ¼ _δF

tp¼pneumatic trail of the front wheels, tb¼ effective moment arm for the force due to _δF acting on each
wheel, and ‘ ¼ a+b (wheel base)where Jz¼moment of inertia of each front wheel assembly.

The four equations above can be put in a state-variable model of the form

_x¼Ax+Bu

where

x¼ state vector

¼ v, r, VF, δF½ �
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and where the matrices are given by

A¼

� C1 +C2ð Þ
Mu0

� uo +
aC1�bC2

Muo

� �
0

C1

M

� aC1�bC2ð Þ
Izzu0

� a2C1 + b
2C2

Izzu0

� �
0

aC1

Izz

tpC1

Jz

tpaC1

Jz
0

�tpC1

Jz
0 0 1 0

2
66666666664

3
77777777775

where C1¼2CF, C2¼2CR, and uo¼vehicle speed:

B¼ 0, c=Izz, tbc= ‘Jzð Þ, 0½ �

A simulation of the maneuver in which the vehicle moves at steady speed uo on a straight highway until
it has reached a lane or the road shoulder to the right side of its initial lane where it can safety slow to

a stop. The parameters for this simulation are those given in Eq. (7.122) supplemented with Jz¼14.2,

tb¼0.202, tp¼0.08, c¼1.6. In this simulation, the differential braking causes the vehicle to turn ini-

tially to the right and then to the left so that it is traveling in the direction of the road. After reaching this

safe stopping lane, δFb ¼ 0 and Fbo ¼Fbi < 0 causing the vehicle to decelerate to a stop. The differen-

tial braking versus time is given in Fig. 12.8.

In this figure, it is assumed that at t¼0, the pathway for the affected vehicle is cleared for a lane

change maneuver to the right. Turning right is caused by δFb > 0. The steering input is in the form of
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what can properly be called a “doublet” in which the differential brake changes polarity at t¼4 s and

turns the vehicle back to the left from t¼4 to t¼8 s.

The vehicle maneuver is computed from the yaw rate (r) output of the simulation, which is the sec-

ond component of the state-vector. The yaw rate is the time derivative of the vehicle heading angle ϕ
measured from the axis of the straight road:

r¼ _ϕ

The vehicle instantaneous heading θ at time θ is given by

ϕ¼
ðt
o

r τð Þdτ

The vehicle maneuver is given by its position [x(t), y(t)] where x is the coordinate in the direction of the
road and any y is the transverse coordinate. These coordinates are computed by

x tð Þ¼
ðt
o

uo cos ϕ τð Þ½ �dτ

y tð Þ¼
ðt
o

uo sin ϕ τð Þ½ �dτ

In the example simulation, the vehicle has reached a lane where it can decelerate at t¼8 s and at which

time δFb ¼ 0 and ϕ¼ 0. The brakes are then applied equally on both sides, and the vehicle deceleration

is given by

€x¼Fbo +Fbi

M

¼�2 Fbij j
M

The position of the vehicle during this maneuver is given in Fig. 12.9.

The simulation example of redundant backup for a failed steering actuator has been presented in a

simplified version to illustrate technology that can, in practice, be applied to move complex maneuvers

for this exemplary hardware redundancy. However, not all failed components can have redundancy via

alternate hardware. For such components, particularly in safety-related systems, a duplicate of the com-

ponent should be installed in the vehicle. In addition, the autonomous vehicle control systemmust have

the capability to switch to the redundant, backup component when failure of the primary component

has been detected. Such detection is possible via model-based failure detection as explained in

Chapter 11.

It is generally agreed among automotive manufacturers and government regulators that significant

vehicular communication capability is required in addition to GPS and cell phones. One such commu-

nication system would require an infrastructure (similar to that in position for cell phones) involving

multiple transceivers with necessary antennas for vehicle to infrastructure V2I (or V2V) communica-

tion (see Chapter 9) of safety-related information. For example, an unanticipated object in one or more

lanes of a road (e.g., a stalled vehicle) when detected by a vehicle encountering it should involve com-

municating a report of this possible obstacle to other vehicles approaching it. Such information could

be relayed to the other vehicles via the V2I infrastructure. Alternatively, there could be a direct vehicle-

to-vehicle (V2V) communication system.
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In addition, there are great safety implications in vehicles reporting adverse weather such as sleet/

ice or heavy rain such a report when received by vehicles approaching the affected area could after

driving (e.g., reduce speed) patterns to maximize safety. Such adverse weather reporting has been

active in aviation for decades. The report of adverse weather including icing conditions or relatively

high turbulence is issued verbally by flight crew to the air traffic control system. Such reports are

termed PIREPS (short for pilot reports). Perhaps the autonomous vehicle reporting would be termed

drivereps. In the case of autonomous vehicles, the drivereps would be transmitted V2V or V2I auto-

matically by the vehicle communication system.

In addition to safety-related information, the proposed V2I infrastructure has the potential to relay

information about traffic conditions that can adversely affect travel times. An autonomous vehicle in

conjunction with this infrastructure and with its stored electronic maps can select an alternate route.

One of the other issues that affect the widespread introduction of level 5 autonomous vehicles is the

introduction of regulations. Such regulations will almost certainly be required to be adopted by federal

(as opposed to individual state) governmental agencies. However, the regulations that will have to be

made will require a thorough demonstration experimentally that level 5 autonomous vehicles can react

safely to any possible safety-related event in the vehicle environment.

At the time of the writing of this book, the various issues involved in the broad utilization of

autonomous vehicles including software development, hardware redundancy regulations, and infra-

structure are still under development. However, the successful demonstration of experimental auton-

omous vehicles is indicative of a potentially bright future for this technology.
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FIG. 12.9 Vehicle maneuver via differential braking.
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APPENDIX

THE SYSTEMS APPROACH
TO CONTROL AND
INSTRUMENTATION

A
OVERVIEW
This book discusses the application of electronics in automobiles from the standpoint of electronic

systems and subsystems. In a sense, the systems approach to describing automotive electronics is a

way of organizing the subject into its component parts based on functional groups. This appendix will

lay the foundation for this discussion by explaining the concepts of a system and a subsystem and how

such systems function and interact with one another. The means for characterizing the performance of

any system will be explained so that the reader will understand some of the relative benefits and limi-

tations of automotive electronic systems. This appendix will explain, generally, what a system is and,

more precisely, what an electronic system is. In addition, basic concepts of electronic systems that

are applicable to all automotive electronic systems, such as structure (architecture) and quantitative

performance analysis principles, will be discussed. In the general field of electronic systems (including

automotive systems), there are three major categories of function, including control, measurement, and

communication.

Two major classes of electronic systems—analog or continuous time (this appendix) and digital or

discrete time (Appendix B)—will be explained. In most cases, it is theoretically possible to implement

a given electronic system as either an analog or a digital system. The relatively low cost of digital elec-

tronics coupled with the high performance achievable relative to analog electronics has led modern

automotive electronic system designers to choose digital rather than analog realizations for new

systems.

CONCEPT OF A SYSTEM
A system is a collection of components that function together to perform a specific task. Various

systems are encountered in everyday life. It is a common practice to refer to the bones of the human

body as the skeletal system. The collection of highways linking the country’s population centers is

known as the interstate freeway system.

Electronic systems are similar in the sense that they consist of collections of electronic and electrical

parts interconnected in such a way as to perform a specific function. The components of an electronic

system include transistors, diodes, resistors, and capacitors, as well as standard electrical parts such

as switches and connectors, among others. All these components are interconnected with individual
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wires or with printed circuit boards. In addition, many automotive electronic systems incorporate spe-

cialized components known as sensorsoractuators that enable the electronic system to interfacewith the

appropriate automotive mechanical systems. Systems can often be broken down into subsystems. The

subsystems also consist of a number of individual parts.

Any electronic system can be described at various levels of abstraction, from a pictorial description

or a schematic drawing at the lowest level to a block diagram at the highest level. For the purposes of

this appendix, this higher-level abstraction is preferable. At this level, each functional subsystem is

characterized by inputs, outputs, and the relationship between input and output. Normally, only the

system designer or maintenance technician would be concerned with the detailed schematics and

the internal workings of the system. Furthermore, the only practical way to cover the vast range of

automotive electronic systems is to limit our discussion to this so-called system level of abstraction

in this appendix. It is important for the reader to realize that there are typically many different circuit

configurations capable of performing a given function.

BLOCK DIAGRAM REPRESENTATION OF A SYSTEM
At the level of abstraction appropriate for the present discussion, a block diagram will represent the

electronic system. Depending on whether a given electronic system application is to (a) control,

(b) measure, or (c) communicate, it will have one of the three block diagram configurations shown

in Fig. A.1. The designer of a system often begins with a block diagram, in which major compo-

nents are represented as blocks.

In block diagram architecture, each functional component or subsystem is represented by an appro-

priately labeled block. The inputs and outputs for each block are identified. In electronic systems, these

input and output variables are electrical signals, except for the system input and system output. One

benefit of this approach is that the subsystem operation can be described by functional relationships

between input and output. There is no need to describe the operation of individual transistors and

components within the blocks at this block diagram level.

In the performance analysis of an existing system or in the design of a new one, the system or

subsystem is represented by a mathematical model that is derived from its physical configuration. Nor-

mally, this model is derived from knownmodels of each of its constituent parts, that is, its basic physics.

Initially, this appendixwill consider components, subsystems, and systemblocks that can be represented

by a linear mathematical model. Later in this appendix, the treatment of nonlinearities is discussed.

For a block having input x(t) and output y(t) that can be represented by a linear model, the model is

of the form of a differential equation (A.1):

aoy+ a1
dy

dt
+⋯an

dny

dtn
¼ box+ b1

dx

dt
⋯bm

dmx

dtm
(A.1)

Typically, n�m and such a system block or component is said to be of order n. Analysis of this block is
accomplished by calculating its output y(t) for an arbitrary (but physically realizable) input x(t). The
performance of such a block in an automotive system normally involves finding its response to certain

physically meaningful inputs. Such analysis is explained later in this appendix.

Fig. A.1A depicts the architecture or configuration for a control application electronic system.

In such a system, control of a physical subsystem (called the plant) occurs by regulating some physical

variable (or variables) through an actuator. An actuator is an energy-conversion device having an elec-

trical input and an output of the physical form required to vary the plant (e.g., mechanical energy) as
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required to perform the desired system function. Thus, an actuator has an electrical input and an output

that may be mechanical, pneumatic, hydraulic, chemical, or so forth. The plant being controlled varies

in response to changes in the actuator output. The control is determined by electronic signal processing

based on the measurement of some variable (or variables) by a sensor in relationship to a command

input by the operator of the system (i.e., by the driver in an automotive application). Both sensors

and actuators with automotive applications are explained in Chapter 5.

In an electronic control system, the output of the sensor is always an electrical signal (denoted e1 in
Fig. A.1A). The input is the desired value of the physical variable in the plant being controlled. The

electronic signal processing generates an output electrical signal (denoted e2 in Fig. A.1A) that operates
the actuator. The signal processing is designed to achieve the desired control of the plant in relation to

the variable being measured by the sensor. The operation of such a control system is described later in

this appendix. At this point, we are interested only in describing the control-system architecture. An

explanation of electronic control is presented later in this appendix with appropriate analytic models

and analysis.

The architecture for electronic measurement (also known as instrumentation) is similar to that for a

control system in the sense that both structures incorporate a sensor and electronic signal processing.

However, instead of an actuator, the measurement architecture incorporates a display device. A display

Command
input

Sensor
Electronic

signal
processing

Electronic
signal

processing

Actuator

Display

Physical
variable
being

measured

Indicated
value of

measurement

Input data
(message)

Output data
(message)

Plant
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Source Channel Receiver

Variable being controlled
Control
input

Control application

Measurement application

Communication application

(A)

(B)

(C)

e1
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e2
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FIG. A.1 Electronic system block diagram variable being controlled. (A) Control system block diagram, (B)

measurement system block diagram, and (C) communication system block diagram.
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is an electromechanical or electro-optical device capable of presenting numerical values to the user

(driver). In automotive electronic measurement, the display is sometimes simply a fixedmessage rather

than a numeric display. Nevertheless, the architecture is as shown in Fig. A.1B. It should be noted that

both control and instrumentation electronic systems use one or more sensors and electronic signal

processing.

Fig. A.1C depicts a block diagram for a communication system. In such a system, data or messages

are sent from a source to a receiver over a communication channel. This particular architecture is

sufficiently general that it can accommodate all communication systems from ordinary car radios to

digital data buses between multiple electronic systems on cars and extravehicular communication.

Communication systems are described in detail in Chapter 9.

ANALOG (CONTINUOUS TIME) SYSTEMS
Modern automotive digital electronic systems have virtually completely replaced analog systems.

Whereas digital systems are represented by discrete-time models, analog systems are represented

by continuous-time models having a form such as is given in Eq. (A.1). Normally, automotive elec-

tronic systems incorporate components (e.g., sensors and actuators) that are best characterized by

continuous-time models. Typically, only the electronic portion is best characterized by discrete-time

models. Furthermore, even the digital electronics can be represented by an equivalent continuous-time

model, which can be converted to a discrete-time equivalent readily. Consequently, this discussion

begins with a brief overview of linear continuous-time system theory. The discrete-time system theory

is reviewed in Appendix B.

LINEAR SYSTEM THEORY: CONTINUOUS TIME
The performance of a continuous-time block (i.e., component/system) is found from the solution to the

differential equation (A.1) for a specific input. One straightforward method of solving this equation is

to take the Laplace transform of each term. The Laplace transform (also denoted x sð Þ¼L x tð Þ½ �) of the
input is denoted x(s) and is defined as following the linear integral transform of its time-domain

representation:

x sð Þ¼
ð∞
o

e�stx tð Þdt+ x tð Þjt¼0� (A.2)

where s¼ σ + jω ¼ complex frequency

and where

j¼
ffiffiffiffiffiffiffi
�1

p
(A.3)

Similarly, the Laplace transform of the block output is denoted y(s) and is given by

y sð Þ¼
ð∞
o

e�sty tð Þdt+ y tð Þjt¼0� (A.4)

where t¼0�means the limit as t! 0 from the left. This restriction on x(t) allows the Laplace transform
to be taken with a discontinuity in x(t) at t¼0 (e.g., step input).

598 APPENDIX A SYSTEMS APPROACH TO CONTROL AND INSTRUMENTATION



The differential equation model for a given continuous-time block includes time derivatives of the

input and output. The Laplace transform of the time derivative of order m of a variable (e.g., the input)

is given by

ð∞
o

e�st d
mx

dtm
dt¼ smx sð Þ m¼ 1,2,… (A.5)

For any practical application of the Laplace transform, the initial conditions for both input and output

are zero,

x tð Þjt¼o ¼ 0, y tð Þjt¼o ¼ 0

the Laplace transform of the differential equation (Eq. A.1) for the block yields

a0 + a1s + a2s
2
…ans

n
� �

y sð Þ¼ b0 + b1s+⋯bms
m½ �x sð Þ (A.6)

It is conventional for the purpose of conducting analysis for continuous-time systems to define the

transfer function (H(s)) for each block (Eq. A.7):

H sð Þ¼ y sð Þ
x sð Þ

¼ b0 + b1s +⋯bms
m

a0 + a1s+⋯ansn

(A.7)

The transfer-function concept is highly useful for continuous-time linear system analysis since the

transfer function for any such system made up of a cascade connection of K blocks (e.g., as depicted

in Fig. A.2) is the product of the transfer functions of the individual blocks.

Denoting the transfer function of the kth block Hk(s) and for the complete system H(s), the latter is
given by

H sð Þ¼
YK
k¼1

Hk sð Þ (A.8)

An alternate, highly useful, formulation of the transfer function is based on the roots of equations

formed from its numerator and denominator polynomials. The roots zj of the numerator polynomial

(PN(s)) are the m solutions to the equation:

PN sð Þ¼ b0 + b1s+⋯bms
m ¼ 0 (A.9)

where PN zj
� �¼ 0 j¼ 1,2,…,m.

The roots zj are called the zeros of the transfer function. Similarly, the roots pi of the denominator

polynomial (PD(s)) are the n solutions to the Eq. (A.10):

PD sð Þ¼ a0 + a1s+⋯ans
n ¼ 0 (A.10)

Block 1 Block 2 Block k Block K

yxKxkx2x1

FIG. A.2 System cascade connection block diagram.
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where PD pið Þ¼ 0 i¼ 1,2,…,n.
The roots pi are called the poles of the transfer function. For a system that is stable, all poles and

zeros have negative real parts (i.e., σ<0), or equivalently, all poles and zeros of a stable system lie in

the left half of the complex s-plane. The dynamic response of the block to any input is determined by its

poles and zeros.

The alternate form for H(s) in terms of its poles and zeros is given by

H sð Þ¼
bm
Ym
j¼1

s� zj
� �

an
Yn
i¼1

s�pið Þ
(A.11)

The time-domain response of a continuous-time block to any given input is given by the inverse

Laplace transform of Y(s). One method of computing this inverse Laplace transform uses the residue

theorem of complex analysis. The block output Y(s) is given as (Eq. A.12)

Y sð Þ¼H sð ÞX sð Þ (A.12)

The residue theorem expresses the output time domain in terms of the poles and zeros of the product

H(s)X(s) and includes the poles and zeros of H(s) and any zeros and poles of the input:

Y sð Þ¼K

YM
j¼1

s� zj
� �

YN
i¼1

s�pið Þ
(A.13)

where K¼ b0m
a0n

and bm
0 is the coefficient of the highest power of s in the numerator of Y(s); an

0 is the

coefficient of the highest power of s in the denominator of Y(s).
Assuming that all of the poles are distinct (i.e., pj 6¼pk unless j¼k), the time-domain output is

given by

y tð Þ¼
XN
k¼1

s�pkð ÞH sð ÞX sð Þ epkt
s!pk

���� (A.14)

In evaluating this expression, the pole at s¼pk is canceled by the term (s�pk) in the product of H(s)
X(s). That is, each pole of the product contributes an exponential term to the output.

The above formula for calculating the output time domain is, in fact, the inverse Laplace transform

of y(s) denoted

y tð Þ¼L�1 Y sð Þ½ � (A.15)

The formula given above for calculating the inverse transform is known as the residue theorem.
The inverse Laplace transform of a system transfer function H(s) is known as its impulse response.

It is denoted h(t) and is given by the inverse Laplace transform of H(s):

h tð Þ¼L�1 H sð Þ½ � (A.16)

It is the response of a linear system to a unit impulse. The output of a linear system to an input x(t) can
be found from its impulse response by the so-called convolution theorem, which is given as follows:
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y tð Þ¼
ð∞

�∞

h τð Þx t� τð Þdτ (A.17)

For any causal, stable system, the impulse response is zero for negative argument:

h τð Þ¼ 0 τ� 0 (A.18)

One of the important inputs for assessing the performance of a block is its response to a unit step input:

x tð Þ¼ 0 t< 0

¼ 1 t� 0

It is straightforward to show that the Laplace transform of this step input is given by

x sð Þ¼ 1

s

That is, this step input contributes one pole to the product H(s)X(s) at s¼0.

FIRST-ORDER SYSTEM
As an example of this type of analysis, we consider the step response of a first-order block whose model

is given by

a0y+ a1
dy

dt
¼ b0x (A.19)

The transfer function for this block is given by

H sð Þ¼ b0
a0 + a1s

¼
b0
a1

s+
a0
a1

(A.20)

This transfer function has a single pole where p¼�a0
a1
.

The block output Y(s) for a unit step input has poles at s¼0 and s¼�a0
a1
.

The time response of this block to a unit step is given by

y tð Þ¼ b0
a1

1� exp �a0t

a1

� 	
 �
(A.21)

It is common practice to characterize the step response of a first-order system in terms of the reciprocal

of its pole, denoted τ here:

τ¼ a1
a0

This parameter has dimensions of time (second) and is called the first-order time constant for the

system. Continuing with the present example, Fig. A.3 depicts the unit step response of a first-order

system in which b0¼3.3, a0¼1, and a1¼0.55.
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A second-order system has two poles that are both either negative real numbers or complex con-

jugate pair with negative real parts. This latter case will have a step response of the form of a sinusoid of

exponentially decreasing amplitude. A second-order system transfer-function step-response example is

presented later in this appendix. For higher than second order, no simple intuitive description of the

response is possible. Such higher-order systems are encountered as examples in several chapters in

this book.

The dynamic response of any linear continuous-time automotive system (regardless of its physical

form, e.g., electronic and mechanical) is found in the same procedure as given above. That is, a math-

ematical model of the system of the form of Eq. (A.1) is developed. It should be noted before proceed-

ing that, depending upon the variables chosen for the model, one or more of the initial formulations may

contain time integrals of certain variables. That equation can be reduced to the form of Eq. (A.1) by

differentiating all terms with respect to time. Alternatively, in the second step of taking the Laplace

transform of the equation, the Laplace transform of the integral of a variable, for example,

ðt
0

x t0ð Þdt0

(with assumed zero initial condition) is given by

ð∞
0

e�st

ðt
0

x t0ð Þ dt0
0
@

1
Adt¼ x sð Þ

s
(A.22)
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FIG. A.3 Unit step response of a first-order system.
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The next step in the analysis process is to form the transfer function for each block in the system.

The transfer function for the entire system is the product of the transfer function for each block in

any cascade connection. Of course, not all automotive systems have a simple cascade connection

topology. Rather, automatic control systems have a topology that involves connecting the output of

some block to the input of a previous block as will be explained later.

Fortunately, there are computer simulation application programs (e.g., MATLAB/SIMULINK) that

can find the solution to the system differential equation for any of the practically useful inputs for

system analysis. However, any computer simulation program requires that each block in the system

be modeled as accurately as possible. One of the primary benefits to computer simulation for system

performance analysis is that these programs can handle nonlinearities. It is shown via example in

various chapters of this book that computer simulation of system performance also permits optimiza-

tion of any given design configuration by selectively varying certain key parameters. Ultimately,

however, the value of design/analysis through computer simulation is dependent on the accuracy

of the model for each component. To support the computer simulation approach to system design/

analysis, much of the chapters of this book are devoted to modeling both automotive components

and electronic system blocks and conducting performance analysis via simulation.

SECOND-ORDER SYSTEM
As an example of the performance analysis of a second-order continuous-time linear system, we con-

sider a spring/mass/damper subsystem as depicted in Fig. A.4.

This example is a highly oversimplified lowest approximation to an automotive suspension system

at one wheel (i.e., quarter car). A much more realistic model for the quarter-car suspension is presented

in Chapter 7. In this figure, a mass (Mu) representing the wheel/tire/brake assembly (called the un-

sprung mass) that is attached via spring having spring rate K and viscous damper (e.g., shock absorber)

having damping parameter D to an inertial reference frame denoted Ms. A time-varying force F(t) is

K

Mu

F

MS

D

y
Rest position

FIG. A.4 Example of second-order system configuration.
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applied vertically to mass Mu. The instantaneous displacement of mass Mu relative to its position for

F¼0 is denoted y(t).
The model for the dynamic response of y(t) to force F(t) is found by setting the sum of all forces in

the y-direction to 0 (Eq. A.23):

F�Mu€y�D _y�Ky¼ 0 (A.23)

where

_y¼ dy

dt

€y¼ d2y

dt2

The second term on the left-hand side of the equation is the inertial force associated with acceleration of

massMu. The third term is the force due to the viscous damper, and the last term is the force due to the

spring displacement. Here and throughout this book, the dot over a variable is a common notation for its

derivative with respect to time. This differential equation can readily be put in a form similar to our

standard model of Eq. (A.1):

Mu€y+D _y +Ky¼F (A.24)

It is common a practice when dealing with second-order blocks such as this to rewrite the equation by

dividing it by Mu and introducing the following parameters:

ω0 ¼
ffiffiffiffiffiffi
K

Mu

r
¼ natural frequency

ζ¼ D

2ω0Mu
¼ damping ratio

That standard-form differential equation with a notation simplification for the input is

€y+ 2ζω0 _y +ω
2
0y¼

F

Mu
¼ f tð Þ (A.25)

The solution to this differential equation is most readily found using the Laplace transform method

explained earlier in this appendix. Assuming for convenience that the system is initially at rest (i.e.,

F(0)¼0 and δy(0)¼0), the Laplace transform of the differential equation is given by

s2 + 2ζω0s+ω0
2

� �
y sð Þ¼F sð Þ

Mu
¼ f sð Þ (A.26)

The operational transfer function is given by (Eq. A.27)

H sð Þ¼ y sð Þ
F sð Þ¼

1=Mu

s2 + 2ζω0s+ω0
2

(A.27)

The response of the example second-order system to an arbitrary input F(t) can be found by first finding
F(s) and then taking the inverse Laplace transform of y(s) (e.g., by the method of residues) to obtain

y(t). However, in practice, solutions to the differential equations derived for systems/subsystems/

components are done using computer simulation tools (e.g., MATLAB/SIMULINK). These simulation

604 APPENDIX A SYSTEMS APPROACH TO CONTROL AND INSTRUMENTATION



tools permit analysis of system response for systems that have nonlinear models and are of essentially

arbitrary second order.

It is beyond the scope of this work to fully explain the MATLAB/SIMULINK tools, which are, in

any event, covered very well by the accompanying documentation. Rather, the purpose here is to con-

tinue with the dynamic analysis of the second-order example system. For time-domain analysis using

MATLAB/SIMULINK, it is helpful to rewrite the original differential equation with the input in the

simplified notation of f(t) in the form

€y¼ f tð Þ�D _y

Mu
�Ky

Mu

Simulation programs such as SIMULINK incorporate blocks from a library of standard blocks that are

connected together to form a block diagram of the complete system such that the necessary operations

to solve the equation are performed in the correct sequence. One of the most important operations in

solving any differential equation is integration with respect to time. The block, which performs the time

integral of its input, is depicted in the SIMULINK library by the symbol of

1
s

That is, the operational transfer function of a time integral is 1/s, which is implied by this library

block. The input to this block is on its left side, and its output is on the right.

Multiplication by a constant K is depicted by the symbol

(Input) (Output)K

The sum (or difference) of two or more variables is depicted by the block

(Input) (Output)
+

–

The number of� signs on the block is chosen by the user to be the number of variables being

summed with the correct signs for the variables in the equation being solved. Various inputs to the

system (i.e., f(t)) are available from the SIMULINK library, including step, sinusoid, signal generator,

random process, and an arbitrary user created input function that is stored in a file that is represented by

a block in the SIMULINK block diagram. It is helpful in interpreting the SIMULINK block diagram for

the example second-order system to note the following relationships:

_y¼
ð
€ydt

y¼
ð
_ydt

These relationships are implied by the MATLAB/SIMULINK system depicted in Fig. A.5.

This figure is a SIMULINK block diagram for finding the unit step response of the example second-

order system. In this figure, the input f(t) is a unit step, and the output of the summing block is €y. The
inputs to this block are the components of the right-hand side of the second-order differential equation

above. The first integrator output is _y, and the second integrator output is y. The first gain block is a

constant multiplier of value D/Mu, and the second is a constant of value K/Mu. The block labeled “To
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Workspace” with label y is a file that is created by the simulation output. Below the main simulation

block diagram is a second file “To Workspace 1,” which creates a file of time that is synchronous with

the output y and contains simulation time t.
To further illustrate the use of this SIMULINK model, the following specific parameters were

arbitrarily chosen:

Mu ¼ 1:7

K¼ 50

D¼ 5:83

The normalized input f(t) is a unit step at t¼0.5 sec, that is,

f tð Þ¼ 0 t < 0:5

¼ 1 t � 0:5

Fig. A.6 is a graph of y(t) depicting the motion of the mass Mu in response to a step in F ¼ Muf(t).
In various chapters of this book, we will present examples of the dynamic response of automotive

systems/subsystems with models that are much more accurate in representing the actual physical

devices.

STEADY-STATE SINUSOIDAL FREQUENCY RESPONSE OF A SYSTEM
Another important input in conducting performance analysis of a system is the sinusoidal function. The

input in this case is of the form x(t)¼A cos(ωt)+B sin(ωt), where A and B can be varied to evaluate

certain system responses (including setting either variable to zero). There is an important identity from

Unit step

f(t)

Sum

ÿ y y
y

To workspace

To work space 1

t

Clock

Integrator 2Integrator 1

D

M

.
+

K
M

1

s

1

s

FIG. A.5 MATLAB/SIMULINK second-order system.
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complex analysis that simplifies the calculation of the sinusoidal frequency response of any system,

which is given by

ejωt ¼ cos ω tð Þ+ j sin ω tð Þ (A.28)

This identity can also be expressed by the following relations:

cos ωtð Þ¼Re ejω t
� �

(A.29)

sin ωtð Þ¼ Im ejω t
� �

where Re( ) is the real and Im( ) is the imaginary component of the argument and where ω¼2πf
(f¼natural frequency Hz).

For any stable, linear system, its response to a sinusoidal input consists of two parts, transient

response and steady-state sinusoidal (SSS) response. The transient response is the dynamic output

of the system to the initial application of the sinusoid. Each component of this transient response

for a stable system decays exponentially to zero. Following the period in which the transient decays

to zero, the remaining output is a SSS output. It is the SSS response that is the goal of the system anal-

ysis with sinusoidal input

x tð Þ¼Re X jωð Þejω t
� �

The SSS frequency response system output (after all transients have decayed to zero) is of the form

y tð Þ¼Re Y jωð Þejω t
� �
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FIG. A.6 Unit step response of example second-order system.
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The SSS frequency response, which is denoted H(jω), is defined as

H jωð Þ¼ Y jωð Þ
X jωð Þ (A.30)

This SSS is a complex function of jω. It is identical to the transfer function along the imaginary axis of

the complex frequency plane or an s-plane. Thus, the SSS is obtained by replacing s in the transfer

function with (jω):

H jωð Þ¼H sð Þjs¼jω (A.31)

Since it is a complex-valued function, it can be expressed in the form of an absolute value or magnitude

( jH(jω) j) and a phase angle ϕ:

H jωð Þ¼ H jωð Þjj ejφ ωð Þ (A.32)

The magnitude of H(jω) is the ratio of the amplitude of its SSS response to the amplitude of the sinu-

soidal input. The phase ϕ(ω) is the phase of the output to the input sinusoid.

The SSS is useful for evaluating the fidelity of the system response over the spectrum of the input.

Ideally, a system block should have a constant amplitude and phase over the entire frequency content of

its input. In practice, any physically realizable block has a response that varies with frequencyω. Often,
the system designer can choose design parameters to achieve acceptable performance over a required

frequency range. The range of frequencies over which such acceptable performance is achieved is

termed its “bandwidth.” The same computer simulation software used to evaluate step response is

capable of calculating and plotting the SSS frequency response. Normally, this is presented in a “Bode”

plot format in which the magnitude and phase are given in the form

magnitude : 20 log H jωð Þjj vs: log ωð Þ
phase :ϕ ωð Þ vs: log ωð Þ

This Bode plot can be evaluated by the software from the same mathematical model for the block as is

used to calculate its step response.

STATE VARIABLE FORMULATION OF MODELS
Often, in the process of modeling physical systems (such as automotive systems or subsystems), it is

possible to write a set of first-order linear differential equations for a set of N variables. This set of

variables is denoted

xn ; n¼ 1,2,⋯,N

The differential equations are written in the form

_xm ¼
XN
n¼1

Amnxn +
XK
k¼1

Bmkuk (A.33)

where uk (k¼1,2,⋯,K) (inputs to the system)

and where Amn and Bmk are constants for the given physical system. A unique solution for each

independent variable for any given known input set is possible provided that there are N-independent
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equations of the above form. For this type of model, the set of equations can be written in matrix

form

_x1 ¼A11x1 +⋯A1Nxn +B11u1⋯B1kuk

⋮
_xN ¼AN1x1⋯ANNxn +BN1u1⋯BNkuk

(A.34)

An N-dimensional vector x is then defined as

x¼ x1, x2,⋯, xN½ �T

where T! transpose. The variables xn in this formulation are known as “state variables.” Similarly, the

input is defined as the K-dimensional vector:

u¼ u1,⋯, uK½ �T

These equations are written in a standard “state-variable model” form (Eq. A.35):

_x¼Ax +Bu (A.35)

where, for any real physical system, the dimensionality is given by the following set:

x2RN

u2RK

A2R
N�N

B2R
N�K

The desired output variables for the system

y _j ¼
XN
n¼1

C _jnxn +
XK
k¼1

D _jkuk j¼ 1,2,⋯,J (A.36)

In this formulation, the possibility that a set of input variables contributes to various outputs is shown

by the second term on the right-hand side of the above equation. This set of output equations can also be

put in matrix form in terms of the output vector:

y¼ y1, y2,⋯, yJ½ �T (A.37)

y¼Cx+Du

where

y2RJ

C2R
J�N

D2R
J�K

The complete model for the system in standard state-variable form is given by

_x¼Ax +Bu

y¼Cx+Du
(A.38)

It should be noted that the direct coupling of the system input (u) to the output (y) is not a frequent

occurrence. The majority of state variable models have D ¼ 0. This term is automatically suppressed

in all models encountered in this book except for the battery equivalent circuit at the end of this

Appendix.
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This system of equations is solved (in closed form) by taking Laplace transforms of the equations.

For the present discussion, we assume zero initial conditions (i.e., xn 0ð Þ¼ 08n). The system of N first-

order differential equations becomes a system of N algebraic equations in the complex variable s:

sx sð Þ¼Ax sð Þ+Bu sð Þ
y sð Þ¼Cx sð Þ+Du sð Þ (A.39)

The first of these equations can be rewritten in the form

sI�Að Þx sð Þ¼Bu sð Þ (A.40)

where I¼N-dimensional identity matrix (i.e., all diagonal elements are 1 and off-diagonal elements

are 0) and I 2RN�N .

This equation can be solved for x(s) by multiplying both sides by the inverse of the matrix (sI�A),
which is denoted (sI�A)�1:

x sð Þ¼ sI�Að Þ�1Bu sð Þ (A.41)

The desired output y(s) is given by

y sð Þ¼C sI�Að Þ�1Bu sð Þ +Du sð Þ
¼H sð Þu sð Þ

The output equation is actually a set of J equations for variables yj:

yj sð Þ¼
XK
k¼1

Hjk sð Þuk sð Þ j¼ 1,2,…,J (A.42)

The response of any output variable yj to any single input uk is given by the operational transfer function
Hjk(s):

yj ¼Hjk sð Þu sð Þ k¼ 1,2,…,K

The corresponding time-domain variable yj(t) can be found by taking the inverse Laplace transform or

equivalently using the residue theorem method. The state-variable formulation is used throughout this

book with respect to automotive electronic systems.

The numerical solution to the state-variable equation (A.38) is frequently found via simulation for a

given input u(t) using analytic techniques (e.g., MATLAB/SIMULINK). It is possible to interpret the

solution to y(t) and choose the optimal parameters for the design (i.e., coefficients in A and B) to
achieve a desired system performance.

CONTROL THEORY
Electronic control systems have many applications in modern automobiles. We present here a general

theory of linear control systems that is useful for explaining and understanding those encountered in

various chapters.

There are two major categories of control systems: open-loop (or feedforward) and closed-loop (or

feedback) systems. There are many automotive examples of each, as we will show in various chapters

throughout this book. The architecture of an open-loop system is given in the block diagram of Fig. A.7.
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OPEN-LOOP CONTROL
The components of an open-loop controller include the electronic controller, which has an output to an

actuator. The actuator, in turn, regulates the plant being controlled in accordance with the desired

relationship between the command input and the value of the controlled variable in the plant. Many

examples of open-loop control are encountered in automotive electronic systems, such as fuel control

in certain operating modes. An open-loop control system never compares actual output with the

desired value.

In the open-loop control system of Fig. A.7, the command input is sent to the electronic controller,

which performs a control operation on the input to generate an intermediate electrical signal (denoted i
in Fig. A.7). This electrical signal is the input to the actuator that generates a control input (denoted u in
Fig. A.7) to the plant that, in turn, regulates the plant output to the desired value. This type of control is

called open-loop control because the output of the system is never compared with the command input to

evaluate control-system performance at regulating the output to the desired input.

The operation of the plant is directly regulated by the actuator (which might simply be an electrical

motor). Chapter 5 presents a discussion of various actuators used in automotive electronic control sys-

tems. The system output may also be affected by external disturbances that are not an inherent part of

the plant but are the result of the operating environment. There are many disturbances occurring in

automotive electronic systems as discussed in relationship to specific examples.

One of the principal drawbacks to the open-loop controller is its inability to compensate for changes

that might occur in the controller or the plant or for any disturbances or due to environmental changes.

This defect is eliminated in a closed-loop control system, in which the actual system output is compared

with the desired output value in accordance with the input. Of course, a measurement must be made of

the plant output in such a system, and this requires measurement instrumentation (discussed later in this

appendix), that is often simply a sensor as explained in Chapter 5.

CLOSED-LOOP CONTROL
In its simplest form (which can be expanded to cover very complex systems), the block diagram of a

so-called electronic feedback-control system is depicted in Fig. A.8. In this configuration, the control

system is intended to regulate the output (y) of a system or subsystem called the “plant.” Normally, the

goal of this control system is to have the output equal numerically to the system input (x) often called

the reference input. Wherever a difference (called error 2) between the output and reference input is

nonzero, the control subsystem or compensator (an electronic subsystem) generates a variable (u) that

Control
input

Control
electronics

Actuators Plant
System
output

Disturbance

Control
input

ui

+

FIG. A.7 Open-loop system configuration.
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causes the plant input to change in such a way as to reduce the error toward zero. The configuration of

Fig. A.8 is called a feedback-control system because a measurement of the plant output via a sensor is

“fed back” to the input. The topology of the system is such that the signal path back to the input forms a

loop (i.e., a closed loop). The sensor has an electrical output that is given here as its output voltage (ys).
In order that the control variable u can cause a change in the plant output, there must be a component

(i.e., an actuator) that receives this electrical input and causes the plant to change its state. Typically,

this component is electromechanical in nature. The response of the plant to this electrical input is

normally called its “open-loop” response.

The goal of the present discussion is to develop models for the feedback-control system by which

its dynamic performance can be analyzed. The performance of the control system is influenced by its

system component dynamics. Normally, the control-system designer can optimize closed-loop system

performance in some sense by proper design of the compensator/controller. In modern automotive

electronic control systems, the compensator is implemented by a microprocessor or microcontroller

as explained in various chapters. In such cases, the compensator operation is determined by the pro-

gram(s) running its microcontroller. However, at this point, it is useful to characterize the entire closed-

loop control system as a continuous-time system. Appendix B discusses discrete-time models and

digital control techniques.

It is assumed for the present that the models for the various components are known and that each can

be characterized by a transfer function. These models are given by the following:

error 2¼ x� ys (A.43)

plant y sð Þ¼Hp sð Þu sð Þ (A.44)

compensator u sð Þ¼Hc sð Þ 2 sð Þ (A.45)

sensor yS sð Þ¼HS sð Þy sð Þ (A.46)

Combining the models for the components, the following model can be written for the closed-loop

system:

y sð Þ¼ Hp sð ÞHc sð Þ
1 +Hs sð ÞHp sð ÞHc sð Þ
� 	

x sð Þ (A.47)

For convenience (and without serious loss of generality), the sensor transfer function is taken to be

unity (i.e., Hs(s)¼1) yielding the most familiar form of the closed-loop transfer function Hc‘(s), which
is defined as follows:

(Output)(Input)
yx

+
Compensator

(controller)
Hc(s)

Sensor
Hs(s)

Plant
Hp(s)

u

–

∈

ys

FIG. A.8 Closed-loop system configuration.
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Hc‘ sð Þ¼ y sð Þ
x sð Þ

Hc‘ sð Þ¼ Hp sð ÞHc sð Þ
1 +Hp sð ÞHc sð Þ (A.48)

It is convenient for simplifying the notation for Hc‘(s) to define the so-called forward-path transfer

function that is denoted HF(s) and is given by

HF sð Þ¼Hp sð ÞHc sð Þ
Using the definition of HF(s), the closed-loop transfer function with a sensor transfer function Hs(s) is
given by

Hc‘ sð Þ¼ HF sð Þ
1 +HF sð ÞHs sð Þ

Although there is a large class of compensator configuration, there are three main types that have been

in widespread use as outlined below:

1. Proportional u¼Kp 2
2. Proportional-integral (PI) u¼Kp 2 +KI

ð
2 dt

3. Proportional-integral-differential (PID) u¼Kp 2 +KI

ð
2 dt +KD

d 2
dt

The transfer functions for these three types are

1. P Hc sð Þ¼Kp

2. PI Hc sð Þ¼Kp +
KI

s

3. PID Hc sð Þ¼Kp +
KI

s
+KDs

where KP is the proportional gain, KI the integral gain, and KD the differential gain.

The closed-loop dynamic response is influenced by the type of control via the compensator.

Generally, the compensator (or controller) performs a transformation on the error signal to satisfy

performance requirements for certain criteria, including

1. transient response characteristics,

2. steady-state errors,

3. disturbance rejection,

4. sensitivity to plant parameter changes over time or with environmental parameter changes (e.g.,

temperature).

In addition to these criteria, it is also necessary that the closed-loop system be stable in the sense that a

bounded input produces a bounded output. By contrast, an unstable system has an output that grows

continuously regardless of input until some (typically nonlinear) limit is reached in one of its compo-

nents or subsystems. The output of such a system at its limit is said to be in saturation.

We consider first the criterion of transient response. The transient response for most closed-loop

systems is best represented by its response to a unit step (i.e., its step response). Assuming that the
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closed-loop system is stable, it is possible to make several general remarks about the relative step re-

sponse for various compensator transfer functions. A proportional controller (i.e., Hc(s)¼Kp) has a

steady-state error where this error varies inversely with proportional gain Kp.

Alternatively, a PI compensator that has a transfer function

Hc sð Þ¼Kp +
KI

s
(A.49)

and has a steady-state error of zero

Lim
t!∞

2 tð Þ¼ 0

provided that the system is stable.

However, for many plants, the addition of an integral term in the compensator component can

reduce stability of the closed-loop system relative to that for a proportional-only compensator for

sufficiently large integral gain KI.

The addition of a derivative term to the compensator resulting in a PID controller can improve the

transient response in certain respects relative to a PI controller. Typically, it can increase the initial rate

of change of the output
dy

dt

��
t¼0

� 	
, although it may do so with an overshoot of the final intended value,

depending upon the associated gain KD. The relative benefits of these types of controllers depend upon

the particular application and the other system criteria.

We illustrate the influence of the compensator on transient response with the second-order system

(see Fig. A.4) introduced above consisting of a mass that is connected to an inertial reference frame by a

parallel spring and viscous damper (i.e., a highly simplified model for a suspension system). Acting on

this mass is a force F(t) that changes its vertical position y(t). It was shown above that the transfer

function of this was shown to be

y sð Þ
F sð Þ¼

1=Mu

s2 + 2ζω0s+ω2
0

(A.50)

where the parameters ω0 and ζ are given above in the discussion of a second-order system. A closed-

loop control system is to be formed in which the vertical position is to be regulated to the reference x by
the force that is generated by an actuator. The actuator model is

F¼Kau

where Ka is the actuator constant and u is the control signal from the compensator. We consider,

initially, a proportional compensator having the following model:

u¼Kp 2
Where

2¼ error

¼ x�y

The open-loop transfer function of this plant Hp(s)¼y(s)/u(s) is given by

Hp ¼ Ka=Mu

s2 + 2ζω0s +ω2
0

(A.51)
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In order to better understand the performance of a closed-loop system, it is helpful to consider the open-

loop response. We illustrate with the second-order system as the plant. We assume that the actuator has

a gain Ka¼23.5. Using the parameters from the example second-order system, the step response to unit

step input u(t) at t¼0.5 sec is shown in Fig. A.9.

The closed-loop transfer function (assuming that Hs(s)¼1) is given by

Hc‘ ¼ y sð Þ
x sð Þ (A.52)

¼ KpHp sð Þ
1 +KpHp sð Þ (A.53)

KaKp

Mu s2 + 2ζω0s +ω0
2 +

KaKp

Mu


 � (A.54)

Using different parameters (Ka¼50, K¼53.3, D¼17.6, and Mu¼1.71) than the parameters from

the earlier example, it is possible to evaluate the step response via simulation using MATLAB/

SIMULINK. Fig. A.10 is a plot of the unit step response to a command input step for two values of

the proportional gain. The practical automotive application for this example could be a commanded

change in the vehicle height above the ground in an electronically controlled suspension system

(see chapter on motion control). This plot shows that the steady-state unit step (at 0.5 sec)-response

error varies inversely with proportional gain. Note, however, that the damping of the closed-loop

system is decreased with increasing gain (Kp) as is shown by the greater overshoot of y(t) for

Kp¼10 relative to that for Kp¼5.
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FIG. A.9 Unit step response of example open-loop system.
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Consider next the step response of a PI controller. An integral term KI

ð
2 dt

� 	
was added to the

controller of the previous example. The closed-loop transfer function for this system is given by

Hc‘ sð Þ¼ Ka Kps+KI

� �
=Mu

s2 + 2ζω0s+ω2
0

� �
s+ Kps+KI

� �Ka

Mu

(A.55)

Using the same system parameters as in the proportional control, the response to a unit step at

t¼0.5 sec can be found using MATLAB/SIMULINK. Generally speaking, the addition of an integral

term in the controller forces the steady-state error toward zero. Fig. A.11 is a plot of the unit step-

response error for Kp¼5 and KI¼15. Note also that the overshoot (about 25%) is greater than the

proportional controller (about 12.5%) for the same Kp. However, the steady-state error asymptotically

approaches zero as predicted above.

A further improvement to the dynamic response of a control system is possible by including a

derivative term:

KD
d2
dt

such that the compensator transfer function is given by

Hc sð Þ¼Kp +
KI

s
+KDs (A.56)
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FIG. A.10 Response of proportional feedback-control system.
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Fig. A.12 is a plot of the unit step (at t¼0.5 sec) response of the PID closed-loop system having the

same second-order system for the plant as for the P and PI controls. In the simulation for the figure,

Kp¼5, KI¼20, and KD¼0.3.

This closed-loop system has the zero steady-state error properties of PI closed-loop system but has

very little overshoot and very rapid response to any dynamic input. The above examples clearly show

that PID control has the potential for excellent closed-loop dynamic response. It is left as an exercise for

the interested reader to show that the closed-loop system is close to critical damping (i.e., the fastest rise

time without overshoot) for KD¼0.5, Kp¼5, and KI¼15.

Caution must be exercised by the control-system design in choosing the type of controller and the

gains. Certain values of these gains can adversely affect the closed-loop system relative to both its

open-loop response or other gain choices. In the extreme case, the controller, if poorly designed,

can yield an unstable closed-loop system as will be discussed in the next section of this appendix.

STABILITY OF CONTROL SYSTEM
One of the most important issues concerning the practical utility of any control system is its stability.

Simply put, a control system is stable if a bounded input results in a bounded output. What this means

effectively is that a system will not “run away” on its own. In most cases, the output of an unstable

system will grow in amplitude until some physical limitation ceases its growth.

However, the stability of a closed-loop control system does not necessarily require that the plant

being controlled is, itself, stable. In fact, a control system can, in certain cases, stabilize an unstable

plant such as in the case of many modern fighter aircraft (e.g., F-16). However, the application of a

stabilizing control system for an unstable plant is rare in automotive applications.
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FIG. A.11 Response of proportional-integral feedback-control system.
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Modern control methodology offers the system designer many important tools for assessing the

stability of a control system. Commercially available software provides a control-system designer

the capability of rapidly assessing the stability of a candidate control system provided a relatively

robust linear mathematical model is available for the system. It is beyond the scope of this book to

cover all techniques for evaluating control-system stability. However, we present one of the important

techniques considered here called the root-locus technique. It is important in any control-system

application and especially so in automotive systems to have some margin of stability to insure that

the system remains stable even if some system parameters change with time over the vehicle lifetime.

One way of evaluating the robustness of a control system to parameter variations is through an analysis

technique called gain and phase margin (PM), which is also explained below.

ROOT-LOCUS TECHNIQUES
We begin with a brief survey of root-locus techniques. A root locus of a control system is a plot of the

poles of its closed-loop transfer function as some system parameter is varied. It has been shown that the

closed-loop transfer function for a plant having open-loop transfer functionHp(s) being controlled by a
controller having transfer function Hc(s) and assuming an ideal sensor (i.e., Hs(s)¼1) is given by

Hcl ¼ Hc sð ÞHp sð Þ
1 +Hc sð ÞHp sð Þ (A.57)

The poles of this transfer function are the zeros (in the complex s-plane) of the function:

1 + Hc sð ÞHp sð Þ¼ 0 (A.58)
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FIG. A.12 Response of PID control system.
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In order to assess the influence of a parameter K on system stability, the above equation must be

rewritten in the following form:

1 +KG sð Þ¼ 0 (A.59)

This expression is known as the characteristic equation for the closed-loop system. The root locus for

this system is the locus in the complex s-plane of the zeros of the equation as a function of the parameter

K. Once in this form, the root locus is readily obtained using the MATLAB rlocus [G(s)] function. In
practice, it is convenient to write G(s) as a ratio of functions N(s), numerator polynomial, and D(s),
denominator polynomial:

1 +KN sð Þ=D sð Þ ¼ 0

or D sð Þ +KN sð Þ ¼ 0
(A.60)

The root-locus function finds and plots the roots of this equation on a complex-valued polar graph. For

the system to remain stable, none of the roots can be in the right half of this complex-plane plot. Any

system having one or more roots on the imaginary axis are neutrally stable, a condition that cannot be

tolerated in any automotive system that can affect vehicle stability or occupant safety.

As an example of the use of root locus, we consider the second-order system plant depicted in

Fig. A.4 and having transfer function given by Eq. (A.51) with a PID controller. The transfer function

for this controller is given by

Hc sð Þ¼Kp +
KI

s
+KDs (A.61)

which can be rewritten in the form

Hc sð Þ¼Kp

s

KD

Kp
s2 + s+

KI

Kp

� 	
(A.62)

The parameter K in the general formula given above for root locus is taken to be Kp. In this case, it is

possible to examine closed-loop stability as K is varied while keeping KI/Kp and KD/Kp fixed. It can be

shown for this system that the G(s) needed for the root locus is given by

G sð Þ¼
KD

Kp
s2 + s +

KI

Kp

� 	
 �

s s2 + 2ζω0s+ω2
0

� � Ka

Mu
(A.63)

The root locus for the system for variations in the parameter K with fixed ratios

KD

Kp
¼ 0:05

KI

Kp
¼ 1:5

is given in Fig. A.13.

The closed-loop transfer function for this example is a cubic function of s so that there are three

roots to the characteristic equation. The root loci are the paths indicated by the solid curves beginning

at the roots for K¼0 indicated in the figure by asterisks. As the gain increases, the roots move from

these initial values as shown. In this root-locus plot, the dashed straight lines from the origin are loci of
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constant pole damping ratio, and the dashed circles about the origin represent constant magnitude of

poles. This figure shows that the closed-loop poles remain in the left half of the complex s-plane 8 Kp

for which the system is stable. The closed-loop dynamic response of this system can be altered (within

certain limits) by suitable gain choices.

The root-locus technique can be used to assist the design of the controller particularly if the spec-

ifications for the closed-loop system performance include placing the corresponding poles in certain

regions of the complex plane. For example, the damping ratio or step-response overshoot might be

specified; the gains can be chosen such that the closed-loop system has poles in locations that satisfy

the requirements.

As explained at the beginning of this section, there are many techniques in addition to root locus for

assessing the stability of a linear closed-loop system. It is beyond the scope of this book to cover all

these other techniques. Rather, there are many excellent texts that cover these subjects in great detail.

ROBUSTNESS OF CONTROL-SYSTEM STABILITY
However, another important issue in the stability of a closed-loop system is the robustness of stability to

system parameter changes. Such changes occur in practice because typically the linear models used

to design or to conduct performance analyzes of a closed-loop system are linearized approximations
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FIG. A.13 Root-locus plot, for example, PID control system.
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to a nonlinear model for the actual system in the neighborhood of an operating point. Changes in the

operating point normally require changes to the parameters of the linearized approximation to the ac-

tual model. A closed-loop system whose controller was designed/optimized at one operating point and

found to be stable there may not be stable at other operating points. One important method of assessing

the relative stability of a closed-loop system is based upon an evaluation of the characteristic equation

(i.e., Eq. A.59) for a SSS excitation. For any given set of controller gains, the characteristic equation

can be written as

1 + L sð Þ¼ 0 (A.64)

where

L sð Þ¼Hc sð ÞHp sð Þ (A.65)

and where L(s) is called the loop gain. For SSS excitation, the characteristic equation is given by

1 +L jωð Þ¼�1 (A.66)

Instability occurs whenever

L jωð Þ¼�1 (A.67)

or L jωð Þj j ¼ 1

and ∠L jωð Þ¼�180o

That is, both the magnitude and phase conditions must be satisfied for closed-loop instability.

The relative stability of a closed-loop system is found in terms of a pair of frequencies defined as the

gain crossover frequency (ωG) and the phase crossover frequency (ωp) where

log L jωGð j ¼ 0j (A.68)

∠L jωp

� �¼�180o

The relative stability of a closed-loop system is expressed by two quantities, (1) gain margin (GM) and

(2) PM. The GM is defined as

GM¼�20 log10 L jωp

� ��� �� (A.69)

It is the amount of gain (in dB) that must be added to the system at the phase crossover frequency for the

magnitude L(jωp) to be unity. The PM is defined as

PM¼∠L jωGð Þ+ 180o (A.70)

The gain and PM for any closed-loop system configuration can readily be found from the Bode plot of

the loop gain L(jω). We illustrate gain and PM using the example second-order system with PID con-

troller. For this illustration, the gain parameters are picked to be Kp¼1.0, KI¼1.5, and KD¼0.05.

These gains have the same ratios
KD

Kp
and

KI

Kp
as in the r-locus example. The Bode plot for this example

is given in Fig. A.14.

The gain crossover (i.e., loop gain¼0 dB) in this example is at about 2 rad/s. There is no phase

crossover as the phase never goes more negative than about �110°. This system has an infinite

GM and a PM of about 110°. Any system with these GM and PM is highly stable and will remain stable

with respect to relatively large system parameter variations. It can be seen from Fig. A.24 that this set

of gains yields the largest PM. If these gains are all increased by a factor of 10, the gain crossover
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frequency is approximately 2 rad/sec. This set of gain gives nearly the smallest PM (i.e., 70°) that can
be shown as an exercise for the interested reader.

In the design of a control system, a general rule of thumb is that the margins should satisfy the

following:

GM≳10db

PM≳40o

These margins are normally sufficient to provide robust stability with respect to system parameter

changes. In the event that the system plant model is obtained by linearizing a nonlinear model for cer-

tain operating regions, then the GM and PM probably should be larger than the rule of thumb

given above.

CLOSED-LOOP LIMIT-CYCLE CONTROL
Another type of control that is used in automotive applications is limit-cycle control. Limit-cycle con-

trol is a type of feedback control that monitors the system’s output and responds only when the output

goes beyond preset limits. Limit-cycle controllers often are used to control plants with nonlinear or

complicated transfer functions.
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FIG. A.14 Bode plot, for example, PID control system.
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Limit-cycle control responds only when the error is outside a pair of limits. An example of a limit-

cycle controller is the temperature-controlled oven depicted in Fig. A.15.

The temperature inside the oven is controlled by the length of time the heating coil is energized. The

temperature of the oven is measured with a temperature probe, and the corresponding electrical signal

is fed back to the command to obtain an error signal. The control electronics checks the error signal

against the temperature control dial to determine if one of the following two conditions exists:

1. Oven temperature is below minimum setting of command input.

2. Oven temperature is above maximum setting of command input.

The control electronics responds to error condition 1 by closing the relay contacts to energize the heat-

ing element. This causes the temperature in the oven to increase until the temperature rises above a

maximum limit, producing error condition 2. In this case, the control electronics opens the relay con-

tacts, and the heat is turned off. The oven gradually cools until condition 1 again occurs and the cycle

repeats. The oven temperature varies between the upper and lower limit, and the variations can be

graphed as a function of time, as shown qualitatively in Fig. A.16.

The amplitude of the temperature variations, called the differential, can be decreased by reduc-

ing the difference between the maximum and minimum temperature limits that are set in the con-

troller. As the limits get closer together, the temperature cycles more rapidly (frequency increases)

to hold the actual temperature deviations closer to the desired constant temperature than for larger

limits. Thus, the limit-cycle controller controls the system to maintain an average value close to the

command input yet cycles above and below the desired value. This type of controller has gained

popularity due to its simplicity, low cost, and ease of application. Fuel control, one of the most

important automotive electronic control systems, is, at least partially, a limit-cycle control system

(see Chapters 4 and 6).
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FIG. A.15 Example of limit-cycle control system.
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A limit-cycle control system is not linear and is, consequently, not amenable to analysis by the

linear techniques described above. Rather, the performance of any given limit-cycle control system

is best accomplished via simulation.

INSTRUMENTATION
An instrument (or instrumentation system) is a device for measuring some specific quantity. Automo-

tive instruments have traditionally been mechanical, pneumatic, hydraulic, electrical, or combinations

of these. However, modern automotive instrumentation is largely electronic. These electronic instru-

ments or instrumentation systems are used to measure a variety of physical quantities, including the

following:

1. Vehicle speed

2. Total distance traveled

3. Engine angular speed (rpm)

4. Fuel quantity and/or flow rate

5. Oil pressure

6. Engine coolant temperature

7. Alternator charging current and/or voltage

8. Tire pressure

9. Estimated range to empty fuel tank

In addition to providing the driver with measurements of important variables, measurements of

variables are sometimes made to assist in the diagnosis of problems with various subsystems. A typical

automotive digital electronic system monitors measurements of certain variables to assess whether or

not they fall within an allowed band. In the event that a variable is out of tolerance, a warning error

message is stored in memory. If this out-of-bound variable is capable of affecting the normal vehicle

operation, a warning message (e.g., “check engine”) is displayed to the driver. This diagnostic appli-

cation of instrumentation is discussed in detail in Chapter 11.

Max. temp.
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Average
temp.

Upper control limit

Lower control limit

Min. temp.
limit

FIG. A.16 Frequency response for limit-cycle control system.
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For an understanding of measurement instrumentation, it is helpful to review a definition of mea-

surement. Automotive instrumentation systems, whether electronic, mechanical, or a combination of

both, measure a physical quantity and provide a numerical value report of that measurement to the

driver (or sometimes to the maintenance technician).

MEASUREMENT
A measurement is defined as a numerical comparison of an unknown magnitude of a given physical

quantity to a standard magnitude of the same physical quantity. In this sense, the result of a measure-

ment is normally a numerical value expressing the indicated value of the measurement as a multiple of

the appropriate standard. However, other display devices are possible in which simple messages are

given. For example, it is a common practice not to provide a display of measured values for engine

oil pressure or coolant temperature. Warning lamps are activated by the electronic instrumentation

system whenever oil pressure is too low or coolant temperature is too high.

ISSUES
In any measurement made with any instrument, there are several important issues, including the

following:

1. Standards

2. Precision

3. Calibration

4. Accuracy

5. Errors

6. Reliability

Each of these issues has an important impact on the performance of the instrumentation.

The standard magnitudes of the physical variables measured by any instrument are maintained by

the National Institute of Standards and Technology in the United States. These standard magnitudes

and the fundamental relationships between physical variables determine the units for each physical

quantity. Contemporary vehicles often use metric standards known as the meter, kilogram, and

second (MKS) system along with some English units (e.g., mph).

The precision of any instrument is related to the number of significant figures that is readable from

the display device. The greater the number of significant figures displayed, the greater the precision of

the instrument.

Calibration is the act of setting the parameters of an instrument such that the indicated value

conforms to the true value of the quantity being measured.

The accuracy of any measurement is the conformity of the indicated value to the true value of the

quantity being measured. Error is defined as the difference between true and indicated values. Hence,

accuracy and error vary inversely. The required accuracy for automotive electronic systems varies with

application, as is shown in various chapters. In general, those instruments used solely for driver infor-

mation (e.g., fuel quantity) might have lower accuracy requirements than those used for applications

such as engine control or diagnosis.
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The errors in any measurement are generally classified as either systematic or random. Systematic
errors result from known variations and imperfections in instrument performance, for which correc-

tions can be made if desired. There are many sources of systematic error, including limited dynamic

response to rapidly changing variables, temperature variations in calibration, and loading. Since vir-

tually any component in an instrument is potentially susceptible to temperature variations, great care

must be exercised in instrument design to minimize temperature variations in calibration. As is shown

in Chapter 8, some automotive instruments have relatively low precision and accuracy requirements, so

that temperature variations in calibration are negligible. Random errors are essentially random fluctu-

ations in indicated value for the measurement. Most randommeasurement errors result from noise from

various sources as explained later in this appendix.

SYSTEMATIC ERRORS
One example of a systematic error is known as loading errors, which are due to the energy extracted by
an instrument when making a measurement. Whenever the energy extracted from a system under mea-

surement is not negligible, the extracted energy causes a change in the quantity being measured. Wher-

ever possible, an instrument is designed to minimize such loading effects. The idea of loading error can

be illustrated by the simple example of an electrical measurement, as illustrated in Fig. A.17.

A voltmeter M having resistance Rm measures the voltage across resistance R. The correct voltage
(vc) is given by

vc ¼V
R

R +R1

� 	
(A.71)

However, the measured voltage vm is given by

vm ¼V
Rp

Rp +R1

� 	
(A.72)

where Rp is the parallel combination of R and Rm:

Rp ¼ RRm

R+Rm
(A.73)

Loading is minimized by increasing the meter resistance Rm to the largest possible value. For condi-

tions where Rm approaches infinite resistance, Rp approaches resistance R, and vm approaches the

R1

R vm

i ’

MV

i
+

FIG. A.17 Illustration of loading error voltmeter.

626 APPENDIX A SYSTEMS APPROACH TO CONTROL AND INSTRUMENTATION



correct voltage. Loading is similarly minimized in the measurement of any quantity by minimizing

extracted energy. Normally, loading is negligible in modern instrumentation.

Another significant systematic error source is the dynamic response of the instrument. Any instru-

ment has a limited response rate to very rapidly changing input, as illustrated in Fig. A.18. In this il-

lustration, an input quantity to the instrument changes abruptly at some time. The instrument begins

responding, but cannot instantaneously change and produce the new value. After a transient period,

the indicated value approaches the correct reading (presuming correct instrument calibration). The

dynamic response of an instrument to rapidly changing input quantity varies inversely with its band-

width as illustrated earlier in this appendix with respect to the step response of a first order in system for

which the response time as characterized by τ is inversely proportional to the pole (ao/a1). It is left as an
exercise for the interested ready to show that the frequency band (called bandwidth) for which the first-

order system response remains close to the dc response is inversely proportional to the time constant τ.
In many automotive instrumentation applications, the bandwidth is purposely reduced to avoid

rapid fluctuations in readings. For example, the type of sensor used for fuel-quantity measurements

actually measures the height of fuel in the tank with a small float. As the car moves, the fuel sloshes

in the tank, causing the sensor reading to fluctuate randomly about its mean value. The signal proces-

sing associated with this sensor is actually a low-pass filter such as is explained later in this appendix

and has an extremely low bandwidth so that only the average reading of the fuel quantity is displayed,

thereby eliminating the undesirable fluctuations in fuel-quantity measurements that would occur if the

bandwidth were not restricted. This example is quantitatively examined in Chapter 8.

The reliability of an instrumentation system refers to its ability to perform its designed function

accurately and continuously whenever required, under unfavorable conditions, and for a reasonable

amount of time. Reliability must be designed into the system by using adequate design margins and

quality components that operate both over the desired temperature range and under the applicable

environmental conditions.

BASIC MEASUREMENT SYSTEM
The basic block diagram for an electronic instrumentation system has been given in Fig. A.1B. That is,

each system has three basic components: sensor, signal processing, and display. Essentially, all elec-

tronic measurement systems incorporated in automobiles have this basic structure regardless of

Input quantity being measured

Instrument
indicated value

Time0

FIG. A.18 Illustration of instrument dynamic response error.
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the physical variable being measured, the type of display being used, or whether the signal processing is

digital or analog.

Understanding automotive electronic instrumentation systems is facilitated by consideration of

some fundamental characteristics of the three functional components. Again, it should be noted that

automotive electronic systems are essentially digital rather than analog realization. Modeling and

analysis of digital electronic systems are in terms of discrete time. Such modeling/analysis is discussed

in Appendix B. However, instrument systems often incorporate analog (continuous time) sensors.

Consequently, for the remainder of this appendix, all variables are expressed in terms of

continuous-time models.

SENSOR
A sensor is a device that converts energy from the form of the measurement variable to an electrical

signal. A large portion of Chapter 5 is devoted to explaining, modeling, and conducting performance

analyses of various sensors. An ideal analog sensor generates an output voltage that is proportional to

the quantity q being measured:

vs ¼Ksq (A.74)

where Ks is the sensor calibration constant.

By way of illustration, consider a typical automotive sensor—the throttle position sensor. The

quantity being measured is the angle (θ) of the throttle plate relative to closed throttle. Assuming

for the sake of illustration that the throttle angle varies from 0 to θmax and the voltage varies from

0 to 5 V, the sensor calibration constant Ks is

Ks ¼ 5

θmax

Alternatively, a sensor can have a digital output, making it directly compatible with digital signal

processing. For such sensors, the output is an electrical equivalent of a numerical value, using a binary

number system as explained in Chapter 2. Fig. A.19 illustrates the output for such a sensor. There are N
output leads, each of which can have one of two possible voltages, representing a 0 or 1. In such an

arrangement, 2N possible numerical values can be represented. For automotive applications, N has

traditionally ranged from 8 to 16, corresponding to a range of 256–65,536 numerical values, although

N is larger than 16 in most contemporary digital systems. Digital instruments belong to the class of

discrete-time systems, which are discussed in detail in Chapter 8.

Of course, a sensor is susceptible to error just as in any system or system component. Potential

systematic error sources include loading, finite dynamic response, calibration shift, and nonlinear

behavior. Often, it is possible to compensate for these and other types of errors in the electronic

signal-processing unit of the instrument. If a sensor has limited bandwidth, it will introduce errors when

measuring rapidly changing input quantities. Fig. A.20 illustrates such dynamic errors for an analog

sensor measuring an input that abruptly changes between two values (this type of input is said to have

a square-wavewaveform). Fig. A.20A depicts a square-wave input to the sensor. Fig. A.20B illustrates

the response that the sensor will have if its bandwidth is too small. Note that the output does not respond

to the instantaneous input changes. Rather, its output changes gradually, slowly approaching the

correct value. The response of a first-order sensor is quantitatively given earlier in this appendix

(e.g., see Fig. A.3).
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An ideal sensor has a linear transfer characteristic (or transfer function), as shown in Fig. A.21A.

However, often the sensor output voltage is a nonlinear function of the quantity being measured (i.e.,

vo(q) is nonlinear). Signal processing can be used to linearize the output signal so that it will appear as if
the sensor has a linear transfer characteristic, as shown in the dashed curve of Fig. A.21B. Sometimes, a

nonlinear sensor may provide satisfactory operation without linearization if it is operated in a particular

“nearly” linear region of its transfer characteristic (Fig. A.21B). Moreover, with digital signal proces-

sing, a simple calculation can be used to “correct” any nonlinearities of a given sensor, yielding a cor-

rect value of the variable being measured. This signal processing would perform the nonlinear
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FIG. A.19 Analog input and digital output sensor.
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correction by suitable calculation on the data from the sensor output. Such type of correction calcula-

tion is best done with digital instruments, which are discussed in Appendix B.

RANDOM ERRORS
Random sensor errors can occur due to external noise sources (i.e., random fluctuations in the quantity

being measured) or due to internal noise sources. Random errors generated internally in sensors are

caused primarily by internal electrical noise. Internal electrical noise can be caused by molecular vi-

brations due to heat (thermal noise) or random electron movement in semiconductors (shot noise). In

certain cases, a sensor may respond to quantities other than the quantity being measured. For example,

the output voltage of a sensor that measures a given physical quantity may include random error in the

form of an electrical noise. Any random component of the quantity being measured is termed “process

noise” (e.g., road roughness induced random acceleration in an accelerometer). The sensor output due

to process noise is in the form of an electrical random process.

Electrical noise is a random process, which can only be meaningfully modeled statistically. Typ-

ically, sensor electrical noise voltage vn is essentially a stationary random process meaning its statistics

are time invariant. For most noise sources encountered in automotive electronic sensors, the amplitude

statistics are given by the Gaussian probability density function p(vn):

p vnð Þ¼ 1

σ
ffiffiffiffiffi
2π

p e�
1
2

vn
σð Þ2 (A.75)

where σ is the standard deviation of vn.

The spectral statistics are given by the so-called power spectral density W(f). The power spectral
density essentially models the distribution of the power per unit bandwidth versus frequency f for the
noise source. The power spectral density can be determined from a sample vT(t) of vn(t) where

vT tð Þ¼ vn tð Þ 0� t� T

¼ 0 elsewhere
(A.76)

The spectrum of vT(t) is given formally by its Fourier transform VT(jω):

VT jωð Þ¼
ð∞
�ω

e�jωtvT tð Þdt (A.77)
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FIG. A.21 Linearization of nonlinear sensor. (A) Linear and (B) nonlinear.
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The power spectral density is given (with sufficient accuracy) by the following:

W fð Þ¼ Lim
T!∞

VT j2π fð Þj j
T

2
 !

(A.78)

where f ¼ω=2π
Any practical sensor has finite dynamic response. Depending on the origin of the noise in the sensor,

a potential noise model for such a sensor is shown in Fig. A.22. For this figure and model, it is assumed

that the noise is associated with the quantity being measured (i.e., so-called process noise).

In this figure, Hs(jω) is the SSS frequency response for the sensor that expresses its dynamic

response to the noise random process. This frequency response can be found using the linear system

modeling given earlier in this appendix. The “white noise source” is an ideal noise source having a

constant (Wo) power spectral density (Ww):

Ww fð Þ¼Wo 8f (A.79)

The power spectral density of vn (i.e., Wn(f) ) is given by

Wn fð Þ¼Wo Hs j 2π fð Þj j2 (A.80)

In this noise model, the amplitude (Wo) of the basic noise source depends upon the physical origin of the

noise. For example, noise is generated in any resistance R at absolute temperature To (i.e., thermal

noise) that has power spectral density given by

Wo ¼ 4kToR

where k is the Boltzmann constant. Similar models exist for electronic noise that is generated by a

current flowing through a semiconductor junction. The “amplitude” of the sensor output noise is best

represented by its rms value evn, which is given by

evn ¼
ð∞
o

Wn fð Þdf

 �1

2

(A.81)

¼ Wo

ð∞
o

Hs j2πfð Þj j2df

 �1

2

Thus, the noise amplitude of any sensor having a noise model depicted in Fig. A.22 is proportional to

the sensor bandwidth.

On the other hand, noise can be generated at any point in a sensor configuration (including output

resistance). In this case, the sensor output power spectral density may well occupy a spectral bandwidth

“White”
noise

source
Hs( jw)

vW vn

FIG. A.22 Sensor noise model.
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that is large compared with the sensor bandwidth or the desired spectrum of the quantity being mea-

sured. In this case, the noise amplitude may be reduced by signal processing. Such signal processing

takes the form of a filter. As will be shown in the next section of this appendix, a filter can be designed

that leaves the signal component of sensor output essentially unchanged yet reduces the rms noise volt-

age. Such filtering improves the signal-to-noise ratio, which is always desirable in any measurement.

To be useful for measurement purposes, an electronic instrumentation system must somehow make

the results of measurement available to the user. This is done through the display, which yields numer-

ical values to the user. As in other aspects of electronic systems, the display can be analog or digital.

Both types of displays are described in detail in Chapter 8. As stated earlier, in automotive applications,

a “display” is often just a warning (e.g., lamp) to the driver of an out-of-tolerance value for a given

variable or parameter.

Automotive display devices, which are either analog or digital, provide a visual indication of the

measurements made by the sensors. Actuators convert electrical inputs to an action such as a mechan-

ical movement. Displays, like sensors, are energy-conversion devices. They have bandwidth, dynamic

range, and calibration characteristics and, therefore, have the same types of errors as do sensors. As

with sensors, many of the shortcomings of display devices can be reduced or eliminated through

the imaginative use of signal processing.

SIGNAL PROCESSING
Instrumentation signal processing, as defined earlier, is any operation that is performed on signals trav-

eling between the sensor and the display. Signal processing converts the sensor signal to an electrical

signal that is suitable to drive the display. In addition, it can increase the accuracy, reliability, or read-

ability of the measurement. Signal processing can make a nonlinear sensor appear linear, or it can

smooth a sensor’s frequency response. Signal processing can be used to perform unit conversions such

as converting from miles per hour to kilometers per hour. It can perform display formatting (such as

scaling and shifting a temperature sensor’s output so that it can be displayed on the engine temperature

gauge either in centigrade or in Fahrenheit) or process signals in a way that reduces the effects of ran-

dom system errors.

Signal processing can be accomplished with either a digital or an analog subsystem. Contemporary

vehicles employ digital instrumentation that means that the electronic signal processing is accom-

plished with a digital computer.

FILTERING
One of the most important signal-processing operations in instrumentation is filtering. As explained

above, filtering can improve the signal/noise, which enhances measurement accuracy. In the next

section, we discuss filter types and design methods applicable in instrumentation.

In linear continuous-time instruments, electronic signal processing of the electrical output of a

sensor can perform many types of operations including (1) arithmetic, (2) integration, and (3) differ-

entiation and filtering. Although not implemented in modern automotive electronic systems, a

continuous-time model can be used during the design process to determine the optimum signal-

processing operation. Then, the continuous-time operation is converted to a discrete-time model for

implementation in a digital system as explained in Appendix B.
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In order to understand this process, it is, perhaps, helpful to consider the design process for a

continuous-time filter (e.g., one that is developed for working with an analog sensor). This design

process can be illustrated with the design of an analog filter. Filters are generally classified in terms

of their so-called passbands and stopbands. A passband is a range of frequencies over which the filter

has relatively low-attenuation (e.g., approximately<3 dB) characteristics, and a stopband is a range of

frequencies over which the attenuation is relatively large (e.g., many tens of dB).

The filter itself is characterized by its complex frequency transfer function (H(s)) or its SSS

frequency response (H(jω)). For example, a low-pass filter has a passband from 0 through some cutoff

frequency (ωp) at which point

H jωp

� ��� ��2 ¼ 1

2
H j0ð Þj j2 (A.82)

It has a stopband with relatively high attenuation for ω>ωswhere ωs is the lower edge of the stopband

andωs>ωp. A high-pass filter is similar to the low-pass filter with the two bands interchanged. A band-

pass filter has a passband between a pair of corner frequencies (ωp1 ωp2) and a pair of stopbands

defined:

passband ωp1 �ω�ωp2

stopbands ω<ωs1 and ω>ωs2

A bandstop filter has a single stopband between frequencies ω1 and ω2 and two passbands outside

this range:

passband ω<ωp1 ω>ωp2

stopbands ωs2 <ω<ωs2

Any practical, physically realizable filter has a region of transition between any passband and an

adjacent stopband, the slope of which, with respect to frequency, is determined by the order of the filter

transfer function.

FILTER-DESIGN TECHNIQUES
Filter design begins with a low-pass prototype function normalized frequency (Ω¼ω/ωc) where ωc

is the passband corner frequency. The other three filter types are derived by a linear transformation

involving complex frequency s as explained below.

Filters are designed and classified by the function F(Ω) from which they are derived. For example,

the so-called Butterworth filter is derived from the function

F Ωð Þ¼ 1

1 +Ω2n
(A.83)

where n is the order of the filter. Butterworth filters are characterized bymaximally flat passbands. This

function is taken to be the squared magnitude of the sinusoidal frequency response of the desired filter:

F Ωð Þ¼ H jΩð Þj j2 (A.84)
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¼H Sð ÞH �Sð Þ
S¼j

ω

ωc

������ (A.85)

where S is a normalized complex frequency given by S¼ s/ωc. To find the transfer function (H(s)), the
substitutionΩ2!�S2 is made and the resulting function factored to find the roots of the numerator and

denominator. For the example of Butterworth filter, these roots lie along the unit circle in the normal-

ized complex s-plane. These roots are equally spaced, and except for odd nwhere a single root exists at
S¼�1, they occur in complex conjugate pairs. The roots of the denominator (i.e., poles at S¼Pm) in

the left-half s-plane are determined and the transfer function is given by

H Sð Þ¼ 1Yn
m¼1

S�Pmð Þ
(A.86)

For example, the third-order (i.e., n¼3) Butterworth low-pass filter prototype is

¼H Sð Þ¼ 1

S+ 1ð Þ S2 + S + 1ð Þ (A.87)

The transfer function is then unnormalized by replacing S with s/ωc.

The magnitude and phase of a third-order Butterworth filter are given in Fig. A.23 plot for H(s).
Note that 20 log jH(j1)j2 that is equivalent to

H jΩð Þj jΩ¼1 ¼
1ffiffiffi
2

p

The normalized frequency Ω¼1 is the corner frequency of this filter in normalized frequency. The

steepness of the drop from passband to stopband increases with increasing filter order n. The slope

in the transition from the passband is �20 n dB/decade.

The other major filter types are based upon polynomials in normalized frequency. The two

commonest of these are Chebyshev or Cauer. The Chebyshev filter prototypes are derived from the

following polynomials:

F Ω2 ¼22C2
n Ωð Þ�

(A.88)

where Cn Ωð Þ¼ cos ncos�1 Ωð Þ� �
Ωj j � 1

¼ cosh n cosh�1 Ωð Þ� �
Ωj j> 1

and 2 is a parameter determined by the passband “ripple.” Cauer filter prototypes are derived from

Jacobi elliptical function of Ω and are beyond the scope of the present text. However, any standard

filter-design reference will supply design parameter tables. Also, filter design is readily accomplished

using MATLAB or other design software.

The design of a high-pass filter normalized prototype by replacing S with 1/S. Similar linear trans-

formations of S are available for bandpass or bandstop filters, but the transformation is dependent upon

the relative values for ω1 and ω2. Fortunately, modern software such as MATLAB has the capability of

calculating the transfer functions of any of the filters discussed.

634 APPENDIX A SYSTEMS APPROACH TO CONTROL AND INSTRUMENTATION



It is clear from the above discussion of filter-design techniques that, in principle, it is possible to

design a filter for the measurement of a given quantity that optimizes the signal/noise. Such an optimum

design is based on a priori information about the spectrum of the measured quantity. It is normally not

possible (nor is it necessary) to know the exact spectrum of this quantity. However, it is often possible

to be able to determine upper and lower bounds of this “signal spectrum.” The signal-processing filter

passband can be selected to enclose these spectral band limits. Noise suppression occurs in the asso-

ciated stopbands for the optimal filter.

In automotive electronic instrumentation, the sensor often measures a mechanical variable. The

dynamic model for the associated mechanical system is often known with great accuracy, thereby

allowing the “signal” spectral bounds to be closely estimated. In such cases, the signal-processing filter

optimization can readily proceed.

It would be possible to present circuit implementation of continuous-time filter circuits using

cascade connections of operational amplifiers. However, in contemporary vehicles, such filters are

implemented in digital systems. Appendix B derives algorithms for filter implementation that are

applicable in contemporary vehicular electronic system.
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FIG. A.23 Magnitude and phase frequency response of third-order Butterworth filter.
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VEHICLE STORAGE BATTERY EQUIVALENT CIRCUIT
An equivalent circuit for any electrical or electronic circuit located within a system/subsystem or com-

ponent is a model for the circuit based on ideal circuit components in the form of a circuit. The voltages

and currents throughout the actual circuit can be computed using the models for the idealized compo-

nents as introduced in Chapter 1 including resistors, capacitors, inductors, and ideal constant voltage

and current sources. Examples of equivalent circuits have been presented in various chapters in this

book. Normally, the topology of an equivalent circuit closely resembles that of the actual circuit of

the system.

At this point, it is significant to illustrate the equivalent circuit concept with the example of the

equivalent circuit for a vehicular storage battery. The equivalent circuit topology for a battery with

the associated electrical load depends on the battery configuration including its chemistry (e.g., lead

acid, Li ion, etc.), the mode of operation (e.g., charging, discharging, or static), the magnitude of the

flowing current, and very significantly on its thermal environment. A complete equivalent circuit is

nonlinear in both the electrical and thermal models. However, a battery equivalent circuit is highly

significant for engineering vehicle electrical systems particularly for relatively large currents (e.g.,

powering a motor in a hybrid or electric vehicle).

It is, perhaps, instructive to illustrate a battery equivalent circuit in its simplest form. We consider

the example of a battery at a constant temperature that is delivering power to a resistive load as depicted

in Fig. A.24. In this figure, a switch, denoted S(t), can, for example, be periodically closed for an in-

terval and then opened for an interval such as would be involved in the DC voltage changing circuit of

Fig. 6.36.

The equivalent circuit of Fig. A.24 includes an ideal voltage source Vbo connected as shown to ideal

circuit components Ro, R1, C1, and RL. The current that flows from the battery is denoted I and the

voltages at either side of the parallel R1 C1 combination are denoted V1 and VL. The battery terminals

are the points labeled+and� .

Numerically, the capacitance C1 is extremely large compared to values for typical electronic or

electrical circuit applications. Furthermore, the resistances are in the milliohm range. The dynamic

response of the battery to a time-varying load is illustrative of the use of the equivalent circuit for

performance analysis as well as for the design of vehicular electrical systems that are powered by

the battery.

The dynamic model analysis for the equivalent circuit of Fig. A.24 begins with the model for

the switch closed and with the current I, which is the sum of the currents through R1 and C1 and is

given by:

I¼V1�VL

R1

+C1

d V1�VLð Þ
dt

where

V1 ¼Vbo� IRo

VL ¼ IRL

The battery open circuit voltage is an ideal voltage source that varies with a parameter called the state of

change (SOC), which is defined in terms of the integral of the current flowing from the battery.
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SOC¼ 1� 1

C Tð Þ
ðt
o

I τð Þdt

where C(T) is the so-called battery capacity that is a function of temperature T as well as other

parameters that are not being considered in the present, simplified model. An approximate model

for the voltage Vbo is given by:

Vbo ¼VbF�Kb Tð Þ 1�SOCð Þ
where

VbF ¼Vbo for SOC¼ 1

and where Kb(T) is another battery-dependent parameter. Substituting the equations for V1 and VL into

the current equation yields the following

I¼Vbo� I Ro +RLð Þ
R1

+C1

dVbo

dt
� Ro +RLð ÞdI

dt


 �

The above equation can be rewritten to yield

_I� Vbo

Ro +RLð Þ¼
Vbo

Ro +RLð Þτ1�
I

rτ1
(A.89)

where

τ1 ¼R1C1

r¼ Ro +RL

Ro +RL +R1

Eq. (A.89) can be written in the form of a transfer function model by taking the Laplace transform

of Eq. (A.89)

I sð Þ¼ Vbo sð Þ
RL +Ro

H sð Þ

where

H sð Þ¼
s+

1

τ1

s+
1

rτ1

The battery terminal voltage VL= IRL is given by

VL sð Þ¼Vbo sð ÞRL

RL +Ro
H sð Þ

Assuming that the switch is closed at t=0 and, for illustrative purposes only, that the current remains

sufficiently small that SOC remains at approximately 1, the battery voltage Vbo(t) is a step input that is
given by

637APPENDIX A SYSTEMS APPROACH TO CONTROL AND INSTRUMENTATION



Vbo tð Þ¼ 0 t< 0

¼V 0� t

The terminal voltage as a function of time can be found by taking the inverse Laplace transform of

VL(s):

VL sð Þ¼ VoRL

Ro +RL

H sð Þ
s

VL tð Þ¼L�1VL sð Þ

¼ VoRL

Ro +RL
1 + r�1ð Þ 1� e

�t
rτ1

� 	
 � (A.90)

For the purpose of designing systems that are powered by the vehicle storage battery, it is often useful to

model the system in a state variable form due to the coupling between the battery current and other

variables in the system being powered by it (e.g., for a traditional DC engine starter motor).

Eq. (A.89) can be written in a single dimensional state variable model with a simple substitution

for the state variable x

x¼ I�u

where

u¼ Vbo

Ro +R1

The standard state variable equation is

x¼Ax+Bu

y¼Cx +Du

where

A¼ 1

rτ1

B¼ r�1ð Þ
rτ1

C¼ 1

D¼ 1

D=1. The solution to this state variable equation for I(t) with a step input u gives the same solution for

VL as the inverse Laplace solution of Eq. (A.90) by multiplying y by VboRL/(RL+Ro)

VL ¼ RLVbo

RL +Ro
y

The present illustrative example of vehicle battery equivalent circuit is not representative of a practical

battery equivalent circuit. The literature contains multiple equivalent circuit models for practical bat-

tery modeling. A practical equivalent circuit model for any given vehicle battery has separate models

for charge and for discharge modes as well as detailed thermal models. The influence of SOC on open
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circuit voltage is well discussed in the literature. A typical practical battery equivalent circuit will have

a series connection of multiple parallel R and C combinations of the form depicted by R1 and C1 in Fig.

A.24. The design and performance analyses of vehicle electrical systems requiring accurate battery

models can be implemented with the practical equivalent circuit using methods of calculating transfer

functions and/or state variable models as illustrated above with the simplified exemplary equivalent

circuit.

This appendix has reviewed some basic principles of continuous-time system theory that are appli-

cable through the various chapters of the book. Specific applications of this theory are found in nearly

all automotive electronic systems. However, as explained earlier, modern automotive electronics are

digital and are modeled and analyzed using discrete-time methods. Appendix B reviews basic princi-

ples of such discrete-time system modeling/analysis/design.

R1

RL

S

C1

V1

Ro

Vbo

I

+ Positive terminal

– Negative terminal

VL

+
O

O–

+
–

FIG. A.24 Vehicle battery equivalent circuit.
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APPENDIX

DISCRETE TIME SYSTEMS THEORY B
As explained in Appendix A, automotive electronic control and instrumentation systems (as well as

virtually all other electrical systems) are implemented with digital electronics as at least some com-

ponent or subsystem. Digital controllers and/or signal processing subsystems incorporate one or more

microprocessors or microcontrollers, each having a stored program to run the system. Such systems are

fundamentally discrete time systems.

However, automotive electronic systems also incorporate analog or continuous time components

(e.g., sensors and actuators). In order for the digital subsystem to perform its intended operation, it

has, for its input/output variables, numerical values of the continuous input/output at discrete times

(tkwhere k¼1, 2,…). The time between successive input/output values must be sufficient for the digital

system to perform all operations on the input to generate an output.

Although it is not necessary, most discrete time systems use periodic times to represent input/out-

put; that is, the kth discrete time is given by

tk ¼ kTs k¼ 1,2,3,⋯

where Ts is the sample period. The configuration for a discrete time system with an embedded digital

system and an analog destination component is depicted in Fig. B.1.

In this figure, the source has a continuous time electrical signal v(t) that could, for example, be a

sensor output. The interface electronics-labeled A/D converter (which is modeled later in this appendix)

generates a sequence of numerical values called samples at each discrete time or “sample period” tk:

vk ¼ v tkð Þ
These samples must be in a format that can be input to the digital system. The input to the digital system

at tk is denoted xk, which is a digital (N bit) numerical value equal to vk; that is, the sampled variable vk
becomes a binary number xk. The digital system generates an output yn associated with input sample xn
(as well as previous samples depending on the operations performed). Although the destination

component might be a display device that can display the desired output numerical value, it may also

be an actuator requiring a continuous time electrical signal y(t). We assume here that the destination

component (e.g., a display or actuator) requires a continuous time electrical input. This continuous time

electrical signal is generated from the output yn via an output interface D/A converter. A system that is

partly continuous time along with one or more sampling operations is called a sampled data system or a

discrete time system.

It is important when explaining such systems for either design or performance analysis to develop

appropriate models for mixed continuous and discrete time systems. For the purpose of developing

such models, it is helpful to discuss initially only linear, time-invariant systems. In chapters that are
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concerned with specific automotive systems, we deal with nonlinearities as required to explain the

particular system.

As shown in the Appendix A, a linear time-invariant continuous time system is characterized by an

nth order differential equation with constant coefficients. The linear time-invariant discrete time sys-

tem is characterized by a model in the format of difference equations. One commonly used model for

calculating the output yn of a discrete time system is in the form of a recursive model:

yn ¼
XK
k¼0

akxn�k�
XL
‘¼1

b‘yn�‘ (B.1)

The dynamic response of such a system is determined by the coefficients ak and b‘.
It is shown in Appendix A that a continuous time system is usefully characterized by its transfer

system (H(s)), which is obtained from the Laplace transforms of its input and output. A similar pro-

cedure is very useful for conducting performance analysis or design of a discrete time digital system.

For a discrete time system, the transform of a sequence xn that is analogous to the Laplace transform
for a continuous time system is the Z-transform X(z) defined by

X zð Þ¼Z xnð Þ
X zð Þ¼

X∞
n¼�∞

xnz
�n (B.2)

We illustrate with an example in which xn is defined as

xn ¼ cn n� 0

¼ 0 n� 0
(B.3)

The Z-transform is given by

X zð Þ¼
X∞
n¼0

cnz�n

¼
X∞
n¼0

cz�1
� �n (B.4)

where z¼complex variable analogous to s for the Laplace transform. This latter sum is a geometric

series that converges if cz�1
�� �� � 1 or zj j � cj j to the closed form result

X zð Þ¼ 1

1� cz�1
zj j � cj j (B.5)

There are several important elementary properties of the Z-transform that are important in the analysis

of discrete time digital systems that are summarized without proof below:

v(t)

y(t)

A/D

D/A

Output interface

Digital systems
xk ykv(tk)

Sampler

Source variable

Destination
component

T

FIG. B.1 Discrete time system configuration.
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1. Linearity:

Z axn + byn½ � ¼ aX zð Þ+ bY zð Þ (B.6)

2. Time shift by an integer k

Z xn+ k½ � ¼ zkX zð Þ (B.7)

3. Convolution: let

Wn ¼
X∞
k¼�∞

xkyn�k ¼
X∞
n¼�∞

xn�kyk (B.8)

then

W(z)¼X(z)Y(z)

As in the case of a continuous time system for which the inverse Laplace transform can be found,

there is an inverse Z-transform of X(z) yielding the sequence {xn}denoted as Z�1 X zð Þ½ � ¼ xnf g, which
is given by the following contour integral in the complex z-plane:

xn ¼ 1

2π j

þ
C

X zð Þzn dz
z

(B.9)

where the contour C is chosen in a region of the complex z-plane for which the series converges.

It is assumed that Y(z) is the Z-transform of a sequence yn that is bounded as n!�∞. In this case

(which is the case of practical significance in any automotive electronic system), the unit circle in the

complex z-plane (i.e., jzj¼1) forms the boundary of the region of convergence of Y(z). All poles of Y(z)
lie inside the unit circle, and Y(z) is analytic for jzj>1. The inverseZ-transform of Y(z) is a single-sided
sequence {yn} where

yn ¼ 0 n< 0

In this case (of practical interest), the contour C is the unit circle (i.e., C!jzj¼1).

In practice, the inverse Z-transform of a function of z (e.g., Y(z)) is normally computed from a par-

tial fraction expansion of Y(z) about its poles zk:

Y zð Þ¼
Xn
j¼1

aj
z� zj

¼
Xn
j¼1

aj z
�1

1� zj z�1

(B.10)

where aj ¼ residue at pole zj.
The residue theorem was explained in Appendix A and applies equally to the partial fraction ex-

pansion of functions of complex variable z.
Each of these terms can be rewritten in the form of a Taylor series for each pole provided jzj> jzjj:

ajz
�1

1� zjz�1
¼ aj

X∞
m¼0

zj
mz� m+ 1ð Þ j¼ 1,2,⋯,n (B.11)

Replacing the summation index m with k�1 and beginning the series sum with k¼1 yield an expres-

sion for each partial fraction of the same form as Y(z). Combining terms of like power yields the

following expression for Y(z):
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Y zð Þ¼
X∞
k¼1

Xn
j¼1

ajzj
k�1

� �" #
z�k (B.12)

Comparing like powers of z of Eq. (B.12) with the definition of Y(z) yields the inverse Z-transform of

Y(z), which is the sequence {yk} where

yk ¼
Xn
j¼1

ajzj
k�1 (B.13)

DIGITAL SUBSYSTEM
Before proceeding with the discussion of complete sampled data systems, it is, perhaps, worthwhile to

discuss certain basic characteristics of the digital subsystem shown in Fig. B.1. Once again, assuming

linear time invariance for this component, it has already been explained that its model is generally of

the recursive form

yn ¼
XK
k¼0

akxn�k�
XL
k¼1

bkyn�k (B.14)

Such a subsystem is typically called a digital filter, regardless of its specific function in the larger sys-

tem. We proceed with the approach to the design/analysis of the digital filter by first determining its

digital transfer function. This can be computed directly from the Z-transform of the above model:

Y zð Þ¼Z ynð Þ¼
X∞
n¼�∞

ynz
�n (B.15)

¼
X∞
n¼�∞

XK
k¼0

akxn�k�
XL
k¼1

bkyn�k

" #
z�n (B.16)

Using the shift property, it can be shown that

Y zð Þ¼
XK
k¼0

akz
�k

" #
X zð Þ�

XL
k¼1

bkz
�k

" #
Y zð Þ (B.17)

which can be rewritten in the form

Y zð Þ¼H zð ÞX zð Þ (B.18)

The function H(z) is the digital transfer function of the digital filter and is given by

H zð Þ¼ Y zð Þ
X zð Þ (B.19)

¼

XK
k¼0

akz
�k

1 +
XL
k¼1

bkz
�k

(B.20)
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The design procedures presented later in this appendix permit the calculation of the digital transfer

function to be computed. From this transfer function, the filter coefficients can be obtained from

the corresponding power of z�1.

As in the case of a continuous time filter, the response to a unit impulse for the filter is the digital

filter impulse response. For such an input, its Z-transform X(z)¼1 and the output Y(z)¼H(z). The
inverse Z-transform of H(z) is the sequence {hn}, where components are given by

hn ¼ 1

2π j

þ
C

H zð Þzn dz
z

(B.21)

where the contour C is the unit circle jzj¼1. Any physically realizable filter requires no future inputs

(i.e., any input prior to xn) to generate yn, and the filter is said to be causal; that is to say, hn¼0 for

n�0. For a filter having the property

Limhn
n!∞

¼ 0

the filter is assured to be stable.

A filter that has all bk¼0 is called nonrecursive since it uses no previously calculated outputs to

yield the most recent output yn. Such a filter is also said to have a finite impulse response since

hn ¼ an 0� n� K

¼ 0 elsewhere

A recursive filter has at least one nonzero bk coefficient. Such a filter has an infinite impulse response.

SINUSOIDAL FREQUENCY RESPONSE
One of the most important inputs for assessing system performance is the sinusoid. For an understanding

of the sinusoidal frequency response of a digital filter, it is necessary to have the Z-transform of a sam-

pled sinusoidal signal having frequency ω sampled at period tn¼nT. The input sequence xn is given by

xn ¼Asin Ωnð Þ t� 0 n¼ 0,1,2,…

¼ 0 t< 0

where Ω¼ωT. The sinusoid can be rewritten as

sin Ωnð Þ ¼ ejΩn� e�jΩn
� �

=2j

The Z-transform of {xn}, which is denoted X(z), is given by

X zð Þ¼ A

2j

X∞
n¼0

ejΩz�1
� �n�X∞

n¼0

e�jΩz�1
� �n" #

(B.22)

Both series converge yielding the following expression for X(z):

X zð Þ¼ A

2j

1

1� ejΩz�1ð Þ�
1

1� e�jΩz�1ð Þ
� �

¼ Asin Ωð Þz�1

1� ejΩz�1ð Þ 1� e�jΩz�1ð Þ
(B.23)
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The filter output Y(z) is given by

Y zð Þ¼H zð ÞX zð Þ

¼ Asin Ωð Þz�1H zð Þ
1� ejΩz�1ð Þ 1� e�jΩz�1ð Þ

(B.24)

where H(z)¼ transfer function for the digital filter. By partial fraction expansion, the filter output is

given by

Y zð Þ¼ AH ejΩð Þ
2j 1� ejΩz�1ð Þ�

AH e�jΩð Þ
2j 1� e�jΩz�1ð Þ +

XK
k¼1

αkz�1

1�βkz�1ð Þ (B.25)

where the latter sum terms (involving poles βk) are due to poles of H(z). The steady-state sinusoidal

frequency response corresponds to the limiting value of Y(z) for n!∞. The operation performed by

this digital filter is determined by the filter coefficients ak and bk. Powerful methods have been

developed permitting a designer to determine these filter coefficients such that the filter performs the

operation required of it tomeet the objectives of the sampled data systems.Many examples are presented

in various chapters of this book dealingwith specific automotive subsystems. The designer chooses filter

coefficients to obtain the required system performance. The terms, due to the poles of H(z), all asymp-

totically approach zero for n!∞. The remaining first two terms in the above expression represent the

digital filter steady-state sinusoidal frequency response Yss(z), which can be written in the form

Yss zð Þ¼A
z�1 sin Ωð Þ H ejΩð Þ+H e�jΩð Þ½ �� j 1� z�1 cos Ωð Þ H ejΩð Þ�H e�jΩð Þ½ �½ �

2 1�2cos Ωð Þz�1 + z�2½ �
	 


(B.26)

The inverse Z-transform of Yss(z) can be shown to be (using the table of transforms, Table B.1)

yn ¼A
H ejΩð Þ+H e�jΩð Þ½ �

2
sin nΩð Þ + H ejΩð Þ�H e�jΩð Þ½ �

2j
cos nΩð Þ

	 


¼A H ejΩ
� ��� ��sin nΩ +ϕ jΩð Þ½ �

(B.27)

where ϕ¼∠H ejΩ
� � ¼ (phase angle of H(jΩ)).

The steady-state sinusoidal frequency response of a digital filter having a transfer functionH(z) is a
sinusoid of the same frequency scaled in amplitude by H(ejΩ) and having a phase ϕ(jΩ) given by

∠H ejΩ
� �

. Thus, the behavior of H(z) on the unit circle z¼e jΩ gives the frequency response character-

istics for �π�Ω�π, where Ω is the digital frequency.

We consider now digital filtering of analog signals for any system employing analog, continuous

time components along with the digital filter (e.g., sensor and actuator or display). The configuration

for this process is shown in Fig. B.2, which depicts a subset of the components of Fig. B.1 focusing

here on the components associated with digital filtering of an analog input x(t) to yield an analog

output y(t).
The first component is called an analog-to-digital converter (A/D). The A/D converter samples

the input periodically (with period T) and prepares the sampled signal xk in a form that can be input

to the computer; that is, the A/D quantizes the sample xk and codes it in a binary or similar computer

usable form. The computer, under program control, calculates the numerical value of the filter output

yk. The final component called a digital-to-analog (D/A) converter receives the output from the digital
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filter computer and reconstructs a continuous time signal y(t) such that samples of y(t) at tk are as close
as possible, within the capabilities of the computer and the A/D converter, to being samples of y(t):

yk ffi y tkð Þ
The limitations placed on these approximations are discussed in various chapters in this book.

It is worthwhile here to present some important aspects of the sampled analog signal. It is clear that

there is a loss of information during the sampling process since the sampled signal only represents the

analog signal at discrete times tk. This loss of information is mitigated somewhat by the conceptual

installation of a reconstruction device, which most commonly is a zero-order hold (ZOH) (explained

in detail later in this appendix with exemplary circuit implementation in Chapter 2). This device es-

sentially clamps the output signal to the value of the latest sample. Although the actual sampled data

Table B.1 Table of Transforms

LaPlace transform Time function z-Transform

1 Unit impulse δ 1

1

s

Unit step us(t) z

z�1

1

1�e�Ts δr tð Þ¼
X∞
n¼0

δ t�nTð Þ
z

z�1

1

s2
t Tz

z�1ð Þ2
1

s3
t2

2

T2z z+ 1ð Þ
2 z�1ð Þ3

1

sn + 1
tn

n!
lim
α!0

�1ð Þn
n!

@n

@αn
z

z�e�αT

h i
1

s+ α
e�at z

z�eαT

1

s +αð Þ2
te�at Tze�αT

z�e�αTð Þ2
α

s s+ αð Þ
1� e�at 1�e�αTð Þz

z�1ð Þ z�e�αTð Þ
ω

s2 +ω2
sin ωt zsinωT

z2�2zcosωT + 1
ω

s +αð Þ2 +ω2

e�at sinωt zeαT sinωT

z2�2ze�αT cosωT + e�2αT

s

s2 +ω2
cos ωt z z� cosωTð Þ

z2�2zcosωT + 1
s+ α

s + að Þ2 +ω2

e�at cosωt z2� ze�αT cosωTÞ
z2�2ze�αT cosωT + e�2αT

x(t) y(t)

xk yk
Sample
and A/D

Digital
filter
H(z)

D/A

FIG. B.2 Digital filtering of analog signal.
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system incorporates an A/D converter, for analysis purposes, it is convenient to represent this system as

depicted in Fig. B.3

The output of the sample and hold can be represented by the following model:

�x tð Þ¼ x 0ð Þ u tð Þ�u t�Tð Þ½ �+ x Tð Þ u t�Tð Þ�u t�2Tð Þ½ �
+ x 2Tð Þ u t�2Tð Þ�u t�3Tð Þ½ �⋯

(B.28)

where u(t) is a unit step. Taking the Laplace transform of �x tð Þ yields �X sð Þ, which can be shown to be

�X sð Þ¼ 1� e�Tsð Þ
s

X∞
n¼0

x nTð Þe�nTs

" #

¼ 1� e�Tsð Þ
s

X� sð Þ
(B.29)

The first factor is effectively the transfer function of the ZOH and the second X*(s), which is called the
starred transform, is defined as

X� sð Þ¼
X∞
n¼0

x nTð Þe�nTs (B.30)

The starred transform of any variable is the Z-transform with z replaced by esT as expressed below:

X� sð Þ¼X zð Þj
z¼ esT

It should be emphasized at this point that X*(s) is a fictitious signal introduced solely for analysis

purposes. The fundamental problem in modeling sampled data systems using starred transforms is that

the ideal sampler does not have a transfer function relating its input to its output. The inverse Laplace

transform of X*(s) is denoted x*(t) and is given by

x� tð Þ¼ x 0ð Þδt+ x Tð Þδ t�Tð Þ +⋯x nTð Þδ t�nTð Þ⋯ (B.31)

where δ(t) is the ideal impulse function. This expression for x*(t) is equivalent to the output of an ideal
sampler as depicted in Fig. B.3.

The starred transform can also be rewritten in the form

X� sð Þ¼ 1

T
X sð Þ+X s+ jωsð Þ+⋯X s+ jnωsð Þ½ ⋯

+X s� jωsð Þ+X s�2jωsð Þ+⋯X s� jnωsð Þ+⋯

+
x 0ð Þ
2

� (B.32)

x(t)

X(s)
Ideal

sampler
Ideal zero
order hold

X *(s)

x *(t) X(s)

x (t)

FIG. B.3 Ideal sampler configuration.
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where ωs ¼ 2π=T. This result indicates that the Laplace transform is periodic in sample radian

frequency.

For s¼ jω, the starred transform X*(jω) is the spectrum of the ideal sampled signal. This spectrum is

a periodic repetition of the spectrum of the input signal. In theory, the original signal could be recon-

structed with an ideal low-pass filter having frequency response H(jω) given by

H jωð Þ¼ 1 �ωs

2
<ω<

ωs

2

¼ 0 elsewhere

provided that the input spectrum is confined to the ideal filter pass band. Any signal exceeding this band

cannot be even theoretically reconstructed without errors due to the overlap of adjacent repetitions of

the original signal spectrum. This input spectrum restriction is known as the sampling theorem, and

errors that occur when the limit is violated are known as aliasing errors. The sampling theorem requires

that the sampling frequency (Fs¼1/T) be at least twice the highest frequency component in the signal

being sampled to avoid aliasing errors.

We consider first the design of a digital filter to achieve the desired operation based upon a

continuous time (analog) prototype. In this case, the desired continuous time linear transfer function

H(s) is known. Conversion to the corresponding digital filter transfer function H(z) yields the filter

coefficients ak and bk necessary to perform the filtering numerically. There are numerous techniques

for converting from H(s) to H(z) that yield very close approximations to the desired H(s). Fortunately,
there is software available to accomplish this task. For example, MATLAB has a range of functions that

give the filter coefficients directly from parameters entered (e.g., sampling frequency, filter type, and

pass- and stop-band edge frequencies). The MATLAB function butter creates an output of ak and bk for
the digital transfer function H(z) of the form given in Eq. (B.20) based on a Butterworth analog pro-

totype. The design of digital filters from analog prototypes requires that the analog frequencies be nor-

malized to the cutoff frequency ωc of a low-pass prototype. Normalized analog frequency is denoted

ωn and is given by ωn¼ω/ωc, where ωc is the 3 db corner frequency. It requires inputs m¼ filter order

and normalized cutoff frequency ωnc where 0�ωnc�1 and where ωn¼1 corresponds to Fs/2. The

digital corner frequency is related to the analog corner frequency ωc by the following relationship:

Ωc ¼ωcT (B.33)

The sampling frequency must be selected such that the highest input frequency ωmax satisfies

ωmax � π

T
(B.34)

to avoid aliasing errors as described above. There are numerous design procedures for finding the

transfer function for a digital filter from a continuous time equivalent analog filter. In any such pro-

cedure, the sampling frequency Fs ¼ 1=T choice is influenced by the spectrum of the input analog

signal X(ω). To avoid aliasing errors, the digital frequency for any analog frequency must fall within

the band �π�Ω�π. One such procedure utilizes a linear one-to-one mapping of normalized analog

frequency band 0�ωn�∞ into the digital frequency band 0�Ω�π. This transformation is given by

ωn tan
Ωc

2

� �
¼ tan

Ω

2

� �
(B.35)

where the digital corner frequency is given by
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Ωc ¼ 2π fc
Fs

(B.36)

and where fc is the actual desired corner frequency (in Hz) and Fs is the sampling frequency. The nor-

malized analog corner frequency is ωn¼1. Note that aliasing errors are avoided since all analog fre-

quencies map to the required digital frequency board.

The transformation from analog-to-digital transfer functions is found by replacing s¼ jωn and

z¼e jΩ in the linear mapping transformation, which yields

s¼ jcot
Ωc

2

� � sin
Ω

2

� �

cos
Ω

2

� �
��������
ejΩ¼z (B.37)

¼ cot
Ωc

2

� �
ejΩ=2� e�jΩ=2

ejΩ=2 + ejΩ=2

� �����ejΩ¼z (B.38)

¼ c
z�1

z+ 1

� �
(B.39)

where c¼ cot
Ωc

2

� �
.

The digital transfer function H(z) is given in terms of analog transfer function that is denoted

as Ha(S):

H zð Þ¼Ha Sð Þ
�����
S¼

c z�1ð Þ
z+ 1

H zð Þ¼Ha c z�1ð Þ
z+ 1

� �
(B.40)

where S¼ s

ωc
¼ normalized complex frequency.

As an example of this linear transformation method for finding H(z), we consider a third-order

Butterworth normalized frequency prototype. This prototype Butterworth filter has analog transfer

function given by (see Appendix A)

Ha Sð Þ¼ 1

S + 1ð Þ S2 + S+ 1ð Þ (B.41)

It can be shown that the digital transfer function H(z) is given by

H zð Þ¼ z+ 1ð Þ3
K1 z+ z1ð Þ z2 + αz+ βð Þ (B.42)

where

K1 ¼ c+ 1ð Þ c2 + c+ 1
� �

(B.43)

z1 ¼ 1� cð Þ
1 + c

(B.44)
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α¼ 2 1� c2ð Þ
c2 + c+ 1ð (B.45)

β¼ c2� c+ 1ð Þ
c2 + c+ 1

(B.46)

The coefficients of the recursive algorithm for this digital filter are found by rewriting the expression

for H(z) as a ratio of polynomials in powers of z�1 as given below:

H zð Þ¼ 1 + 3z�1 + 3z�2 + z�3

K1 1 + z1 + αð Þz�1 + αz1 + βð Þz�2 + z1βz�3½ � (B.47)

The recursive filter equation for this example is found by selecting the coefficients (ak and bk) using the
previously given digital transfer function model

H zð Þ¼

XK
k¼0

akz
�k

1 +
XL
k¼1

bkz
�k

(B.48)

where, for this example, K¼L¼3. Thus, we can write the recursive filter model:

yn ¼fxn + 3xn�1 + 3xn�2 + xn�3

� z1 + αð Þyn�1 + αz1 + βð Þyn�2 + z1βyn�3½ �g=K1

(B.49)

As an example of this type of digital filter design, we present a digital version of the third-order Butter-

worth filter presented in Appendix A. In this example, let the sample frequency be Fs¼10 kHz and the

corner frequency fc¼2 kHz. The digital corner frequency Ωc is given by

Ωc ¼ 2πfc
Fs

¼ 1:2566 (B.50)

The parameters of H(z) are given by

c¼ cot
Ωc

2

� �
¼ 1:3764

K1 ¼ c+ 1ð Þ c2 + c+ 1
� �¼ 10:149

z1 ¼ 1� cð Þ= 1 + cð Þ¼�0:1584

α¼ 2 1� c2
� �

= c2 + c + 1
� �¼�0:4189

β¼ c2�c + 1
� �

= c2 + c + 1
� �¼ 0:3554

(B.51)

The digital sinusoidal frequency response (H(ejΩ)) for this example is given in Fig. B.4.

The magnitude squared of the response at the digital corner frequency is

H ejΩc
� ��� ��2 ¼ 1

2
(B.52)

which corresponds to the response of the analog filter presented in Fig. A.23 for the normalized analog

corner frequency of ωnc¼1.
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DISCRETE TIME CONTROL SYSTEM
The previous section of this appendix, which involves digital filtering of analog signals (in which the

output signal is sent to a display device), would be applied in the design of an instrument system. For

control applications, the digital “filter” output would be sent to an actuator that is associated with the

plant being controlled. For design/analysis procedures, the plant model should include the actuator

dynamic model.

Normally, the actuator is an analog device requiring a continuous time electrical input signal. In this

case, the output of the digital controller (filter) must be converted to analog form via the D/A converter.

For analytic purposes, this digital/analog conversion is taken to include a ZOH.

The operation of and model for the input sample and A/D process have already been explained. The

D/A process at the output of the discrete time digital control system using a ZOH is best described from

its idealized model. Variations from the ideal to the practical system can be minimized by design.

A circuit configuration for the ZOH is given in Chapter 2. The ZOH is actually an analog circuit that

receives input pulses of amplitude ūn. These pulses can be modeled as ideal impulses and, in practice,

are created by a D/A converter from the output sequences {un} of the digital controller. These pulses are
generated at times tn¼nT where T is the period of the input sampler. Apart from a small time delay

during which the digital filter performs its operation, these output pulses are synchronous with the input

samples to the A/D converter.

A simple approximate model for the ZOH output ū(t) is given by

�u tð Þ¼ �un tn � t< tn + T (B.53)

1.5

0.5

1

0
0 0.5 1.5 2.51 2 3 3.5

Digital frequency

-300

-200

-100

0 0.5 1.5 2.51 2 3 3.5
Digital frequency

Magnitude of  H

Phase of  H
0

FIG. B.4 Digital sinusoidal frequency response of third-order Butterworth filter.
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that is, an ideal ZOH receives pulses at times tn and holds the output at the value �un for one sample

period. Fig. B.5 illustrates this process in which the bar over the variable signifies an analog signal.

In actual practice, the voltage pulses �un are of finite duration and of an amplitude given by �un ¼ un
where un is the numerical value of the digital system output.

The ZOH output yields a piecewise continuous function ū(t) of the corresponding continuous con-

trol signal u(t) that would be generated by the analog (continuous time) prototype system from which

the discrete time system was developed. The closeness of the approximation �u tð Þffi u tð Þð Þ is influenced
by the sample period relative to the system dynamics and the precision of computation of the digital

discrete time system (e.g., number of bits in the digital data) as explained in Chapter 3.

In a control system application, the ZOH output drives the plant actuator, which, in turn, drives the

plant dynamics. The configuration for an open-loop system utilizing a digital controller is depicted in

Fig. B.6.

The model for the digital controller is

u zð Þ¼Hc zð ÞX zð Þ (B.54)

In terms of the starred transfer function, this model, with the substitution z¼est, can be written as

u� sð Þ¼H� sð ÞX� sð Þ (B.55)

X(s)

x(t)

X(s) X(z)
x(t)

x(kT ) u(kT )

x(kT )
u(z)

u(kT )

u(t)
Y(s)

D/A
Digital

controller
Sample
and A/D

(A)

(B)

y(t)

Y(s)

y(t)

Plant
Hp(s)

Hh0(z)Hc(z)
z = esT

Plant
Hp(s)

u(s)
u(t)

FIG. B.6 Open-loop discrete time control system. (A) Open-loop system with digital control and (B) model for open-

loop system.

0
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(B)
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u (t)

T 2T 3T 4T 5T 6T 7T 8T 9T

10T 11T 12T 13T

t

t

FIG. B.5 Illustration of sample and hold signals. (A) Samples of output pulses and (B) zero-order hold (ZOH) output.
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The A/D and D/A converters, controller, and plant can be combined to yield the output Y(s)

Y sð Þ¼Hp sð Þ�u sð Þ (B.56)

¼Hp sð Þ 1� e�sT

s

� �
u� sð Þ (B.57)

The Z-transform of the output Y(z) is given by

Y zð Þ¼Z 1� e�sTð Þ
s

Hp sð Þ
� �

u zð Þ (B.58)

¼Z 1� e�sTð Þ
s

Hp sð Þ
� �

Hc zð ÞX zð Þ (B.59)

¼ 1� z�1
� �Z Hp sð Þ� �

s

� �
Hc zð ÞX zð Þ (B.60)

Eq. (B.60) is obtained from Eq. (B.59) from the time shift property of the Z-transform. The Z-
transform for the combination ZOH and plant is known as the pulse transfer function and is normally

found from tables. A sample of Z-transforms is given in Table B.1. The time domain system output at

times tk is found by computing the inverse Z-transform of Y(z):

y kTð Þ¼Z�1 Y zð Þ½ � (B.61)

As an example of the analysis of an open-loop system having a digital controller, we consider a simple

first-order plant having an analog transfer function given by

Hp sð Þ¼ 1

s+ 1

We further assume a simple PD controller having the following difference equation:

u ktð Þ¼Kp kTð Þ+KD
x kTð Þ� x k�1ð ÞT½ �

T

	 

(B.62)

For the purposes of illustrating this procedure, we make the numerical simplification Kp¼1 and

(KD/T)¼1 yielding the following control algorithm:

u kTð Þ¼ 2x kTð Þ� x k�1ð ÞT½ � (B.63)

The controller digital transfer function Hc(z) can be found by taking the Z-transform of the time

domain model

Hc zð Þ¼ 2� z�1

¼ 2z�1

z

(B.64)

The Z-transform of the combined ZOH/plant is given by

Z 1� e�Ts

s s+ 1ð Þ
� �

¼ 1� e�T

z� e�T
(B.65)

as found from the transform tables (Table B.1) given later in this appendix.

654 APPENDIX B DISCRETE TIME SYSTEMS THEORY



The dynamic response for this example system is characterized by its response to a unit step

x tð Þ¼ 1 t� 0

¼ 0 t< 0

The Z-transform for this input x(z) is given by

X zð Þ¼ z

z�1
(B.66)

The controller output u(z) is given by

u zð Þ¼ 2z�1

z

� �
z

z�1


 �

¼ 2z�1

z�1

(B.67)

The output of this example Y(z) is given by

Y zð Þ¼ 2z�1

z

� �
1� e�T

z� e�T

� �
z

z�1

¼ 2z�1ð Þ 1� e�Tð Þ
z� e�Tð Þ z�1ð Þ

(B.68)

It can be shown using partial fraction expansion and the table of transforms with time shift property that

the time domain system output (which is Z�1 Y zð Þ½ �) is given by

yk ¼ 1 + 1�2e�T
� �

e� k�1ð ÞT
h i

u k�1ð Þ (B.69)

The continuous time output is given by a smooth curve connecting all of the sampled points at times tk.
Similar procedures can be followed for analyzing the dynamic response of other open-loop systems

involving other plants and controllers.

The reader will have noticed that special techniques are required to find transfer functions for sam-

pled data systems, because no transfer function exists for an ideal sampler. This transfer function issue

is also found in closed-loop systems, which we consider next.

CLOSED LOOP CONTROL
We consider first the model for a closed-loop system shown in Fig. B.7 in which, for notational sim-

plicity, the ZOH, controller, and plant are represented by a single transfer function H(s).
In this figure, a reference input R(s) is the desired value for the system output Y(s). An error signal

E(s) is obtained, which is given by

E sð Þ¼R sð Þ�Y sð Þ (B.70)

It is assumed that the output is measured via a sensor having transfer function Hs(s) such that the error
signal is given by

E sð Þ¼R sð Þ�Hs sð ÞY sð Þ (B.71)

Since the input to the combined plant is starred (i.e., sampled), the system output is given by
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Y sð Þ¼H sð ÞE� sð Þ (B.72)

The error is, then, given by

E� sð Þ¼R sð Þ�H sð ÞHs sð ÞE� sð Þ (B.73)

The starred error E*(s) is given by

E� sð Þ¼
X∞
n¼0

e nTð Þe�nTs (B.74)

Taking the starred transform of both sides of the equation yields

E� sð Þ¼R� sð Þ�HHs
�
sð ÞE� sð Þ (B.75)

where the bar over the product indicates that the product is taken before the transform. Solving the

above equation for E*(s) yields

E� sð Þ¼ R� sð Þ
1 +HHs

�
sð Þ (B.76)

The Z-transform for this expression is found by replacing eTs with z:

E zð Þ¼ R zð Þ
1 +HHs zð Þ (B.77)

The system output is given by

Y zð Þ¼H zð ÞE zð Þ

¼ H zð ÞR zð Þ
1 +HHs zð Þ

(B.78)

The closed-loop transfer function Hc‘(z) is given by

Hc‘ ¼ Y zð Þ
R zð Þ

¼ H zð Þ
1 +HHs zð Þ

(B.79)

The time domain output at the sampling instants is given by the inverse Z-transform of Y(z)

y nTð Þ¼Z�1 Y zð Þ½ � (B.80)

Unfortunately, this result gives no direct information of Y(t) at time other than tn¼nT.
In principle, the output at all times (i.e., y(t)) could be found from the analog transfer function model

R(s) E(s)

Hs(s)

H(s)
Y(s)E*(s)

+
-

FIG. B.7 Simplified block diagram of a closed-loop system.
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Y sð Þ¼ H sð ÞR� sð Þ
1 +HHs

�
sð Þ (B.81)

However, in practice, the difficulties in analysis using this analog model generally lead to the digital

transfer function approach.

We consider next the block diagram of a closed-loop system in which all of the major components

are explicitly depicted and given in Fig. B.8.

In this figure, the independent variable for each component as it is modeled is depicted. Starred

transforms are also depicted. The error E(s) is given by

E sð Þ¼R sð Þ�H sð ÞHs sð ÞHc
� sð ÞE� sð Þ

Y sð Þ¼H sð ÞHc
� sð ÞE� sð Þ (B.82)

where H sð Þ¼ 1� e�sT

s

� �
Hp sð Þ

and where Hp(s)¼plant transfer function.

Finding the starred transform of both sides of the first equation yields

E� sð Þ¼R� sð Þ�HHs
�
sð ÞHc

� sð ÞE� sð Þ (B.83)

Solving for E*(s) yields

E� sð Þ¼ R� sð Þ
1 +Hc

� sð ÞHHs
�
sð Þ (B.84)

From this expression, the z-transfer function can be found:

E zð Þ¼ R zð Þ
1 +Hc zð ÞHHs zð Þ (B.85)

and the output is found by taking the Z-transform of Y(s) which is given by

Y zð Þ¼ Hc zð ÞH zð ÞR zð Þ
1 +Hc zð ÞHHs zð Þ (B.86)

r(t)

R(s) E(s) E(z) Hc(z)
E*(s) u*(s)

u(z) Y(s)

y(t)
Hp(s)

Hs(s)
(B)

(A)

1-e-sT

s

H (s)

H*(s)r(t)

Y(t)D/A
(ZOH)

Sample
and A/D

Digital
controller

Sensor

Plant+
-

+
-

FIG. B.8 Discrete time closed-loop system. (A) Closed-loop system configuration and (B) model for closed-loop

system.

657APPENDIX B DISCRETE TIME SYSTEMS THEORY



The closed-loop transfer function Hc‘(z) is given by

Hc‘ zð Þ¼ Y zð Þ
R zð Þ

¼ Hc zð ÞH zð Þ
1 +Hc zð ÞHHs zð Þ

(B.87)

For a stable control system, the poles of Hc‘(z) must have magnitudes <1. The procedures for devel-

oping Hc‘(z) from the various components in the continuous model (which are functions of s) are il-
lustrated in the next section of this appendix.

It is a common practice in developing a closed-loop control system to work with continuous time

models. These models can yield an analog controller transfer function using methods discussed in the

previous chapter (e.g., P-, PI-, and PID-type control) with gain optimization to satisfy requirements as

closely as possible. Many methods have been discussed in Appendix A (e.g., the use of root locus tech-

niques to select gains that place closed-loop poles where desired). Stability analysis can also be done

along with phase compensation through lead/lag networks. Once the optimized analog transfer function

for the controller is found, the corresponding digital transfer function H(z) can be obtained by the

methods given above. For example, a digital controller system might be of the form of a PID control

law. For this case, the control output at time tn (i.e., un) could, for example, be given by the following

function of the error (2n) (see Eq. B.92)

un ¼Kp2n +
KD

T
2n�2n�1½ � +KIT

XK
k¼1

2n�k +2n� k + 1ð Þ
2

(B.88)

where the third term above represents a discrete time approximation to the integral of the error. The

control transfer function can be found by taking the Z-transform of the control law, making use of the

time shift property. For the above control law, the control variable u(z) is given by

u zð Þ¼ Kp +
KD

T
1� z�1
� �

+KIT
XK
k¼1

z�k + z� k + 1ð Þ

2

" #
E zð Þ (B.89)

The control transfer function Hc(z) is then given by

Hc zð Þ¼ u zð Þ
E zð Þ (B.90)

where Ez ¼Z 2kf g and where

Hc zð Þ¼Kp +
KD

T
1� z�1
� �

+KIT
XK
k¼1

z�k + z� k + 1ð Þ

2
(B.91)
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EXAMPLE DISCRETE TIME CONTROL SYSTEM
We illustrate the above discrete time control methodology with a specific example. In this example, we

avoid using the fictional starred transforms that were introduced simply to explain the theory of discrete

time systems. Fig. B.9 is a block diagram of a plant having transfer function Hp(s) and a discrete time

digital control system.

This system controls the plant output variable y(t) in response to the command input x(t). The error
signal 2 tð Þ is given by

E tð Þ¼ x tð Þ� y tð Þ (B.92)

where an ideal sensor (i.e.,Hs(s)¼1) is assumed that provides the feedback signal. The sample and A/D

converter provide discrete time samples 2k of 2 at times tk¼kT:

Ek ¼ E tkð Þ k¼ 1,2,⋯ (B.93)

where T is the sample period. The digital control generates control signal uk in accordance with the

desired control algorithm. It is assumed that the digital controller has a D/A converter such that uk
are voltage pulses that are sent to the ZOH. A ZOH and filter convert the samples uk to a piecewise

continuous time control signal �u tð Þ, which operates the actuator that drives the plant. For the present

example, the plant is represented by a continuous time model that has transfer function (that was used

for an example plant in Appendix A) Hp(s):

Hp ¼ Ka

s s+ p1ð Þ (B.94)

where p1 is the first-order pole and Ka is the actuator constant.

In order to reduce computational complexity, a proportional-only controller having proportional

gain Kp and relatively simple plant model are assumed. However, the following procedure is followed

regardless of controller and plant complexity.

The forward path transfer function HF(s) of the continuous time system is given by

HF ¼Kp
1� e�Ts

s

� �
Hp sð Þ (B.95)

The Z-transform HF(z) is given by

HF zð Þ¼Z Kp
1� e�Ts

s

� �
Hp sð Þ

	 

(B.96)

¼Kp 1� z�1
� �Z Hp sð Þ

s

� �
(B.97)

x(t) A/D
Digital
control

ZOH
e(t )

+
-

ek u
Hp(S)

uk y

FIG. B.9 Block diagram of example discrete time closed-loop control system.
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From the time shift property of the Z-transform, e�Ts! z�1.

In order to evaluate the Z-transform of Hp(s)/s (using transform tables), specific values are chosen

for the following parameters:

Ka ¼ 4500

p1 ¼ 351:2

T¼ 0:001s

Kp ¼ 14:5

The procedure for obtaining theZ-transform of the functionHp(s)/s is to represent it in a partial fraction
expansion of the form

Hp sð Þ
s

¼ α1
s+ p1

+
α2

s+ p2
+⋯

αn
s+ pn

(B.98)

However, in the present example, the functionHp(s)/s has a double pole at s¼0. In general, for a pole of

multiplicity r at s¼�sr, the partial fraction expansion of Hp(s)/s becomes

Hp sð Þ
s

¼ Ar

s+ srð Þr +
Ar�1

s+ srð Þr�1
+⋯

A1

s+ sr
+
XJ
j¼1

αj
s + sj

(B.99)

where

Ar ¼ s+ srð Þr Hp sð Þ
s

� �����
s¼�sr

(B.100)

Ar�k ¼ 1

r� kð Þ!
dk

dsk
s+ srð Þk HP sð Þ

s

� �� �����
s¼�sr

(B.101)

and where the poles sj (j¼1,2,⋯,J) are simple poles.

The Z-transform of each term can be found from the tables once the sample period T has been de-

termined. For example, the Z-transform of each simple pole is given by

Z¼ αj
s+ sj

� �
¼ αjz

z� e�sjT
(B.102)

Table B.1 also gives the Z-transform for terms associated with multiple poles.

The present example discrete time control system involves the Z-transform of the following:

Hp sð Þ
s

¼ Ka

s2 s+ p1ð Þ (B.103)

The partial fraction expansion of this function yields three terms given by

Ka

s2 s+ p1ð Þ¼
Ka

p1s2
� Ka

p21s
+

Ka

p21 s+ p1ð Þ (B.104)

The Z-transform for each of the terms above can be determined using the Table of Transforms in this

appendix. Then the individual terms can be combined to yield the desired HF(z).
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The Z-transform of HF(z) (Eq. B.97) is evaluated to be

HF sð Þ¼ 0:029z + 0:0257

z2�1:7038z + 0:7038
(B.105)

The closed-loop transfer function Hc‘(z) is given by

Hc‘ zð Þ¼ Y zð Þ
X zð Þ (B.106)

Hc‘ zð Þ¼ HF zð Þ
1 +HF zð Þ (B.107)

It is left as an exercise for the reader to show that Hc‘ is given by

Hc‘ zð Þ¼ 0:029z+ 0:0257

z2�1:675z+ 0:7297
(B.108)

This closed-loop control system is stable since its poles (z2 and z3 below) satisfy zj j< 1, thereby

assuring stability of Hc‘(z)
The dynamic response of the closed-loop discrete time system is illustrated by its response to a unit

step. The Z-transform of the unit step X(z) is given by

X zð Þ¼ z

z�1
(B.109)

The system output Y(z) is given by

Y zð Þ¼Hc‘ zð ÞX zð Þ (B.110)

¼ z 0:029z+ 0:0257ð Þ
z�1ð Þ z2�1:675z+ 0:7297ð Þ (B.111)

The three poles of Y(z) are given by

z1 ¼ 1 pole of input step X zð Þð Þ
z2 ¼ 0:8374�0:1681i

z3 ¼ 0:8374 + 0:1681i

)
poles of Hc‘ zð Þ

The output sequence {yk} can be found using the procedures described earlier beginning with a partial
fraction expansion of Y(z):

Y zð Þ¼ α1
z� z1

+
α2

z� z2
+

α3
z� z3

(B.112)

¼ α1z�1

1� z1z�1
+

α2z�1

z� z2z�1
+

α3z�1

z� z3z�1
(B.113)

where α1¼1.0000, α2¼�0.4855+0.2486i, and α3¼�0.4855�0.2486i.
The second and third partial fractions are analytic outside the unit circle in the complex z-plane

since the poles have magnitudes satisfying

zj
�� ��< 1 j¼ 2,3
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Thus, the sequence {yk}¼0 for k<0 as expected. The partial fractions can be rewritten in a Taylor

series in powers of z�1:

αjz�1

1� zjz�1
¼ αj

X∞
m¼0

zmj z
� m+ 1ð Þ (B.114)

By replacing m+1¼k and summing over k beginning with k¼1, the partial fraction can be written

in the form of a Z-transform, and the coefficients of z�k become yk. The output sequence terms are

given by

yk ¼
X3
j¼1

αjz
k�1
j k¼ 1,2,3,⋯ (B.115)

The output y(t) is given only at the sample periods tk:

y tð Þj
t¼tk

¼ yk (B.116)

Thus, the system continuous time output is only correctly given at these sample times. However, if the

sample period (T) is sufficiently short, these samples represent y(t) with enough accuracy for most prac-

tical circumstances. However, if the sample period is increased, the accuracy of the sampled output is

degraded. This point is demonstrated in Fig. B.10, which plots the output y(tk) for T¼0.002 sec (i.e.,

2 msec) and for the continuous time step response of Hp(s) using the same parameters as given above.

The solid curve in Fig. B.10 is a superposition of the continuous time y(t) and yk for T¼ 0.001sec. Note

FIG. B.10 Unit step response of example discrete time closed-loop control system.
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from Fig. B.10 that the proportional gain Kp is sufficient to ensure that the asymptotic error is

negligible.

The output for the 2 msec sample period agrees very closely with the output of the corresponding

continuous time output. However, for the longer sample period, the errors can become quite large.

The same procedure is used for finding the closed-loop transfer function and dynamic response

sequence {yk} regardless of the complexity of the plant and controller transfer function complexity

and the input waveform x(t). Finding the Z-transform of the discrete time forward path is normally

best accomplished with respect to published tables of Z-transforms (also available online). The

closed-loop transfer function is found, and the output Y(z) for any given input X(z) is given by

Y zð Þ¼Hc‘ zð ÞX zð Þ (B.117)

The time sequence {yk} is, then, found by expanding Y(z) in a partial fraction model. Each term in the

partial fraction model can be written as a Taylor series in powers of z�k. The coefficients of all mul-

tiples of z�k, when combined, yield the time sequence {yk}, which yields a sampled version of the con-

tinuous time system output y(t).

SUMMARY
This appendix has presented the general systems theory for discrete time digital systems. Specific ap-

plications in automotive electronic systems are presented throughout this book. The same basic pro-

cedures presented in this appendix apply to each of these exemplary systems.
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APPENDIX

DYNAMICS IN MOVING
COORDINATE SYSTEMS C
This appendix derives the equations of motion of a point in a coordinate system that translates and

rotates relative to a reference coordinate system. This set of equations is applied to the vehicular an-

gular rate sensor (ARS) presented in Chapter 5. We begin with a generic system and demonstrate the

origin in the motion of the so-called Coriolis acceleration. The general dynamic model then is applied

to the specific configuration of the ARS.

The coordinate systems and the dynamic motion of a point in the moving coordinate system are

depicted in Fig. C.1.

The reference or “fixed” coordinate system’s denoted X,Y,Z. The moving coordinate system is

denoted x,y,z, and the origin of this system is located at vector position �R in the X,Y,Z coordinates.

The moving coordinate system is translating at velocity _�R and rotating about an axis at angular velocity

vector denoted ω. The direction of ω is the axis about which the x,y,z coordinate system is rotating, and

the rate of rotation is given by

ωk k
The point whose motion is being modeled, which is denoted P in Fig. C.1, is located at vector position �p
in the x,y,z coordinate system. This same point is located at vector position �r in the X,Y,Z coordinate

system. By vector addition, �r is given by

�r¼ �R + �p

Fig. C.1 also depicted unit vectors x̂, ŷ, ẑ in the moving coordinate system and unit vectors X̂, Ŷ, Ẑ in the

fixed coordinate system such that �r is given by

�r¼XX̂ +YŶ + ZẐ + xx̂+ yŷ+ zẑ

The calculation of the motion is done via time derivatives of the variables that are denoted by an over

dot. The vector velocity of the point P is the time derivative of �r, which is given by

_�r¼ _�R + _xx̂+ _yŷ+ _zẑ+ x _̂x+ y _̂y+ z _̂z

The time derivatives of the unit vectors are nonzero because the moving coordinate system has a ro-

tation expressed by ω. These time derivatives are related to the angular velocity vector ω as given by

_̂x¼ω� x̂
_̂y¼ω� ŷ
_̂z¼ω� ẑ
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The general proof of these relationships is left as an exercise for the interested reader. However, the first

two equations can be illustrated by assuming rotation is about the z-axis such that ω¼ωẑ. Fig. C.2
illustrates the motion of x̂ and ŷ for a constant angular velocity ω.

In Fig. C.2, the angles are given by

θx ¼ωt and θy ¼ωt+
π

2

For the assumed constant motionω¼constant, the unit vector x̂ tð Þ and ŷ(t) relative to an arbitrary start-
ing orientation x̂ 0ð Þ, ŷ(0) are given by

x̂ tð Þ¼ cos ωtð Þx̂ 0ð Þ+ sin ωtð Þŷ 0ð Þ

ŷ tð Þ¼ cos ωt+
π

2

� �
x̂ 0ð Þ+ sin ωt+

π

2

� �
ŷ 0ð Þ

y(t)

y(0)

x(t)qy

qx

y

x
x(0)

FIG. C.2 Illustration of _̂x , _̂y .
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FIG. C.1 Coordinate systems for derivation of Coriolis acceleration.
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The derivatives are given by

_̂x¼�ω sin ωtð Þ x̂ 0ð Þ+ωcos ωtð Þŷ 0ð Þ
_̂y¼�ωsin ωt+

π

2

� �
x̂ 0ð Þ+ωcos ωt+

π

2

� �
ŷ 0ð Þ

The vector products are given by

ω� x̂ ¼ωcos ωtð Þ ŷ 0ð Þ�ωsin ωtð Þx̂ 0ð Þ
¼ _̂x

ω� ŷ ¼ωcos ωt+
π

2

� �
ŷ 0ð Þ�ωsin ωt+

π

2

� �
x̂ 0ð Þ

¼ _̂y

A similar derivation can be made for any arbitrary ω vector. Substituting the general relationships for

the time derivatives of the unit vectors yields the following equation for _�r:

_�r¼ _�R + _�pr +ω� �p

where _�pr ¼ _xx̂+ _yŷ+ _zẑ¼ relative translational velocity of P in x,y,z.
The acceleration of the point P is computed by taking the second time derivative of �r and is

denoted €�r

€�r ¼ €�R + €�p

¼ €�R + €�pr +
d

dt
ω� �pð Þ

¼ €�R + €xx̂+ €yŷ+ €zẑ + _x _̂x+ _y _̂y+ _z _̂z
+ _ω� �p+ω� _xx̂ + _yŷ+ _zẑð Þ
+ ω� x _̂x+ y _̂y+ z _̂z

� �

Simplifying the expression for €�r including the substitution of the vector products for the unit vector

time derivatives yields

€�r¼ €�R+ω� ω� �pð Þ+ _ω� �p+ €�pr + 2ω� _�pr

The first three terms of this expression are the absolute acceleration of a point moving with the x,y,z
coordinates. The fourth term is the acceleration of a point relative to the x,y,z coordinate system. The

final term is the Coriolis acceleration.

If there is a mass m located at P, the equation of motion for this mass gives the force �F on m and is

given by

�F¼m€�r

¼m€�R+m ω� ω� �pð Þ½ �+m _ω� �p+m€�pr + 2mω� _�pr

It should be noted that the Coriolis force (i.e., the last term) is in a direction orthogonal to ω and _�pr.
This equation of motion can be applied to the ARS described in Chapter 5 and depicted in Fig. 5.29.

With reference to Fig. C.1, the variable �r is the vector position of the differential portion of the tine TTR
of width dz. The point P in the derivation of the equation of motion is the geometric center of the dif-

ferential length (dz). The vector �R in the equation of motion above is the constant vector �z in this figure.
The vector �p in the equation of motion becomes �xT in the ARS such that
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�p¼ xtx̂

where xt¼position of the differential

The acceleration of the point P in the ARS is a special case version of the general case equation of

motion such that the acceleration of the point P in the ARS is given by

€�r¼ €�xT + �Ω� �Ω� �xTð Þ+ _�Ω� �xT + 2�Ω� _�xT

The equation of motion is given by the inertial acceleration force

�F¼ dm€�r

where dm¼ ρQwtsdz¼mass of differential element (see Eq. 5.69) in Chapter 5).

This equation of motion is presented in Chapter 5 and is the basis for explaining the ARS theory of

operation in measuring the angular rate �Ω of the structure about its z-axis. One of the important aspects

of this theory is the out-of-plane direction of the Coriolis component of the force vector �F.
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APPENDIX

FDI FEEDBACK MATRIX DESIGN D
This appendix presents the algorithm for the design of the feedback matrix in the failure detection and

identification (FDI) method of model-based diagnostics in Chapter 11. The feedback matrix determines

the output error residual vector and, in particular, its direction in the output vector space due to failure

or degradation in the performance of the component for which the FDI is designed. In Chapter 11, a

model for the system in which the failed/failing component is incorporated is repeated below¼6p

_x¼Ax +Bu + fi

where fi¼ failure event vector

The FDI is based on the state estimator x̂, which is given by the solution to the following equation:

_̂x¼Ax̂+Bu +D y� ŷð Þ
where y¼Cx

ŷ¼Cx̂

An algorithm for designing the D matrix is outlined below in which the inputs are the failure event

vector fi and λd, which is the eigenvalue for the detection space. For an N-dimensional state vector,

the design requires N eigenvalues to be chosen, one of which is λd. The remaining eigenvalues are

incorporated in a matrix that is denoted P and is part of the design algorithm.

P¼ λdλ2λ3⋯λN½ �T

These eigenvalues determine the dynamic response of the state estimator and must be negative or, if

complex, must be in complex conjugate pairs with negative real parts. Normally, the choice for λn is for
all to be negative real numbers. With these parameters and inputs, the algorithm consists of the follow-

ing steps:

a) Cf ¼Cfi

b) Cp ¼ CT
f Cf

� ��1

CT
f

c) Cs ¼ I Nð Þ�CfCp where I(N)¼N-dimensional identity matrix

d) Ci ¼CsC
e) Dd ¼ �λdfi +Afið ÞCP

f) Gp ¼A�DdC

g) K¼ place GT
p ,C

T
i , P

� �
h) DP ¼KTCs

i) D¼Dd +DP
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In this algorithm, the function “place” is a MATLAB function for assigning eigenvalues to a

vector space.

As an illustration of the FDI method of detecting actuator component failures using FDI method,

an example is presented next of a vehicle equipped with an automatic steering system. The application

of automatic steering is explained in Chapter 12 with respect to various levels of autonomous vehicles.

It is applied in contemporary vehicles for automatic lane following. In this system, the front wheel

steering is implemented with an electromechanical actuator. The details of the electromechanical ac-

tuators of various types are explained in Chapter 5 and are not significant for the purposes of explaining

the FDI operation. It is shown in Chapter 11 that the failure event vector for an electromechanical ac-

tuator is given by

fi ¼BδKavs

The magnitude of the degradation in actuator performance can be represented by a degradation index d
given by

d¼ δKa=Ka

The direction of fi for this actuator failure is in the direction of B. Any scalar multiple of B can be

used as the event vector for designing the D matrix.

For the illustrative example of the FDI, the model for the plant is obtained from Eqs. (7.117) through

(7.120) of Chapter 7 except that E has only the first column for the present example. Using the vehicle

parameters given in association with these models for a vehicle traveling at 30 m/s, the A and B ma-

trices are given by

A¼
�4:0449 �30:2981 2:0702 30:6074
�0:1821 �6:5380 0:0809 1:1956
3:2428 0:4836 �8:6259 �127:5307

0 0 1:0000 0

2
664

3
775

B¼

50:2223

64:3993
�42:5928

0

2
6664

3
7775

The system input u¼ δF, where δF ¼ front wheel steering angle.

It is assumed for the present example that all state variables are measured with separate sensors such

that the C matrix is a rank 4 identity matrix. The detection space eigenvalue λd ¼�2. The remaining

three eigenvalues are given in the P matrix below.

P¼ λd , �3, �4, �5½ �T

Following the algorithm given above, the D matrix for this steering actuator FDI example is given by

D¼
0:6341 �32:4952 1:9072 30:5519

�0:2407 �4:1956 0:5294 1:1646
2:3618 1:8252 �5:6362 �127:6151

�0:0485 �0:0219 0:9097 3:9889

2
664

3
775
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In addition to the simulation results presented in Chapter 11, it is illustrative to plot the error vector

components versus time for a vehicle involved in a maneuver following an S curve on a road.

Fig. D.1 presents the four components of e(fi) for a 20% calibration reduction along this maneuver.

The error residual vector has four components as given below

e¼ e1, e2, e3, e4½ �T

In Fig. D.1, the e1 component is the solid line that deviates from 0. The component e2 is the�curve.

The e3 component is the�� curve. The e4 component is 0. The angle δϕ relative to the theoretical angle

for the steering actuator failure is<10�6 radians along the entire contour. The degradation index at time

sample tk is denoted dk and is given by

d¼ GE kð Þk k= Bk k � δF kð Þj jð Þ δFj j> 0

where G¼Ak�DC.
For the example above with a 20% calibration reduction, dk¼0.2.

The actual steering input follows a curve identical to each component but with a peak amplitude

of �3 degrees.

Fig. D.2 is a plot of the contour of the maneuver followed by the vehicle in this simulation.

These two plots demonstrate the ability to detect steering actuator degradation in calibration along

a maneuver involving significant changes in the input to the system.
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FIG. D.1 Error residual components for steering actuator failure.
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APPENDIX

COORDINATE TRANSFORMATION E
The transformation of coordinates occurs frequently in vehicular electronic systems for such applica-

tions as navigation, position location, and modeling of vehicle motion. Although a transformation of

coordinates is applicable to any type of coordinate system (e.g., Cartesian, cylindrical, and spherical),

the process is, perhaps, most readily understandable with Cartesian coordinates. For the purpose of

explaining such a transformation of coordinates, a representative configuration is depicted in Fig. E.1.

In Fig. E.1, the two coordinate systems are x,y,z and x0,y0,z0, respectively. Also depicted in this

figure is a set of coordinates xT,yT,zT that are parallel, respectively, to x,y,z and have the same origin

as x0,y0,z0. The origins of this latter pair of coordinates are translated relative to the origin of x,y,z
coordinates by a translation vector �T, which is given by the coordinates of the origins of x0,y0,z0 that
are denoted as xo,yo,zo from which is given by

�T¼ xoyozo½ �T (E.1)

Also depicted in Fig. E.1 is a point that is specified in x0,y0,z0 by vector �X
0
P. The components of �X

0
P in

primed coordinates are denoted x0P,y
0
P,z

0
P with which �X

0
P is given by

�X
0
P ¼ x0P, y

0
P, z

0
P

� �T
(E.2)

The vector position of P in x,y,z is given by �XP where

�XP ¼ xP, yP, zP½ �T

and where xP,yP, zP are the coordinate components of P in x,y,z coordinates.
The transformation of coordinate from �X

0
P to �XP is given by

�XP ¼ �T +R �X
0
P

where R is a matrix that transforms to a vector in the intermediate coordinates �XTPwhere

�XTP ¼R �X
0
P

¼ xTPyTPzTP½ �T

This latter transformation can be achieved by representing the orientation of �XTP as a set of three ro-

tations about coordinate axes through a set of angles that are called “Euler Angles,” which are denoted

as ϕ,θ,ψ . The matrix R can be represented by the product of three matrices:

R¼R1 ψð ÞR2 θð ÞR3 ϕð Þ
The matrix R and its three components can be achieved by a sequence of rotations in the following

order:
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1) rotation about the z0 axis of angle ψ
2) rotation about the transformed y axis from step 1 of angle θ
3) rotation about the transformed x axis from step 2 of angle ϕ

The components of R are given below:

R1 ψð Þ¼
cos ψð Þ �sin ψð Þ 0

sin ψð Þ cos ψð Þ 0

0 0 1

2
664

3
775

R2 θð Þ¼
cos θð Þ 0 sin θð Þ

0 1 0

�sin θð Þ 0 cos θð Þ

2
664

3
775

R3 ϕð Þ¼
1 0 0

0 cos ϕð Þ �sin ϕð Þ
0 sin ϕð Þ cos ϕð Þ

2
664

3
775

(E.3)

The final vector �XP is obtained with the following transformation:

�XP ¼
x0
y0
z0

2
4

3
5+R1 ψð ÞR2 θð ÞR3 ϕð Þ

x0p
y0p
z0p

2
4

3
5 (E.4)

As an illustration of coordinate transformation, the coordinates of the rear wheels during an APPS ma-

neuver are computed relative to the vehicle CG position (xp,yp) in a Cartesian coordinate system x,y in
which the x axis is parallel to the curb and the y coordinate is orthogonal to the curb. Fig. E.2 depicts the
associated coordinates. This illustration of coordinate transformation involves rotation about the z axis
to an intermediate coordinate’s system. This rotation has a two-dimensional rotation matrix with a sin-

gle angle variable denoted as ϕ in Fig. E.2. The origin of this set of intermediate coordinates is at the

xT

XP

zT

X�P

z
P

T
–

–

–

x

z�

x�

yT

y

y�

FIG. E.1 Illustration of coordinate transformation.
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vehicle CG. The transformation of the coordinates of the inner and outer rear wheels to the x,y coor-
dinate system involves the translation of the vehicle CG to the (x,y) coordinates as presented later.

In Fig. E.2, the vehicle body coordinates are denoted (xv,yv) in which the origin is at the vehicle CG
and xv is the longitudinal axis. The vehicle is depicted partway through an APPS maneuver with the

vehicle axis at an angle ϕ relative to the x axis (see Chapter 12 for the explanation of the angle ϕ). The
intermediate coordinate system (x0,y0) is depicted for which the origin is at the vehicle CG and in which

x0,y0 are parallel, respectively, to x and y.
In Fig. E.2, the inner and outer wheel coordinates (in x,y) are denoted xi,yi and xoyo, respectively. In

the vehicle coordinate system, these inner and outer wheel coordinates are denoted xiv,yiv and xov,yov
are given by

xiv ¼�b yi2 ¼�C

2

xov ¼�b yov ¼C

2

where c¼ lateral distance between rear wheels

In vector notation, the two wheel positions in vehicle coordinates are given by �Xiv and �Xov:

�Xiv ¼ xivyiv½ �T
�Xov ¼ xovyov½ �T

(E.5)

Similarly, the vector position in x0,y0 are denoted �X
0
i and

�Xo:

�X
0
i ¼ x0i, y

0
i

� �T
�Xo ¼ x0o, x

0
o

� �T (E.6)

The transformations from vehicle to intermediate coordinates are given by

�X
0
i ¼R ϕð Þ �Xiv (E.7)

�X
0
o ¼R ϕð Þ �Xov (E.8)

where

R ϕð Þ¼ cosϕ �sinϕ
�sinϕ cosϕ

� �

y

x

xo yo

xi yi

xp yp

xv
yv

x�

y�

f

FIG. E.2 Coordinates of APPS vehicle rear wheels.
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The transformation from the intermediate coordinates to x,y coordinates is by means of a translational

vector �XT . In vector notation, the position of the inner and outer wheels in x,y is denoted �Xi on �Xo and

is given by

�Xi ¼R ϕð Þ �Xiv +T

�Xo ¼R ϕð Þ �Xov +T
(E.9)

where T is the vector position of the origin of xvyv in x,y coordinates and is given by

T¼ xp
yp

� �

The transformation of Eq. (E.9) was used to calculate the coordinates of the inner and outer wheels in

the section of Chapter 12 devoted to the example APPS maneuver.

One of the important coordinate transformations, particularly for navigation and for displaying

electronic maps as explained in Chapter 8, is to transform from Cartesian coordinates to geodetic.

In the latter, a point in geodetic coordinates, which are spherical coordinates, is given by radial dis-

tances ρE from the origin (which in geodetic coordinates is the center of the earth) and the angular

position θE along a great circle through the axis of rotation measured from the equatorial plane.

The third coordinate is the angular position ϕE on a circle formed by the intersection with an earth-

centered sphere that passes through the point and a plane that is orthogonal to the axis of rotation

and that also contains the point being represented. The origin of angle ϕE is a point on the circle that

is on a plane through the earth axis of rotation and Greenwich. The angle θE is called the latitude, and

the angle ϕE is called the longitude of the point, and with these angular coordinates, the point can be

displayed at a set of map coordinates. The radial position ρE is normally given by the elevation of the

point above or below an earth-centered sphere that represents “mean sea level” (MSL). However, for

land-vehicle navigation in which the map is displayed on the flat panel display (see Chapter 8), the

elevation need not be given since it is a unique function of θE and ϕE determined by the earth terrain.

On the other hand, there are some experimental cars that have the capability of converting to small

aircraft. Such vehicles are commonly called “flying cars.” For such vehicles, the elevation is important.

The representation of vehicular position in the map or geodetic coordinates is computed from the

position in an ECEF Cartesian coordinate system that has z axis along the earth axis of rotation. In the
ECEF coordinate system, the vehicle position is given by xE,yE,zE. The same point in geodetic spherical

coordinates is given by (ρE,θE,ϕE). The relationship between these two coordinate representations of a

point (e.g., vehicle position) is given by

zE ¼ ρE sinθE

xE ¼ ρE cosθE cosϕE

yE ¼�ρE cosθE sinϕE

where the minus sign in yE results from the ECEF being a right-handed Cartesian coordinate system.

The point being represented can be put in the ECEF coordinate from any arbitrarily oriented co-

ordinate system using the transformation given in Eq. (E.4). An example of the combined transforma-

tion of a point (or vector) from an arbitrary Cartesian coordinate system to geodetic is presented in

Appendix F with respect to converting a calculated vehicle position (using GPS) to geodetic (map)

coordinates.
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APPENDIX

GPS THEORY F
Inthis appendix, the determination of the vehicle position from satellite pseudorange measurements is

explained first by trilateration then by the far superior method of a Kalman filter. Trilateration as a

method of calculating the position of a point in a three-dimensional Cartesian coordinate system

has existed long before GPS and is not practical for the precision required for GPS navigational ap-

plications. Nevertheless, it is presented here in a highly simplified illustration of position determination

from distance measurements to three or more points of known location.

To illustrate the contrast between trilateration and the Kalman filter approach to vehicle position

estimation, a very simplified geometry is assumed (solely for illustrative purposes). An earth-fixed

(EF) Cartesian coordinate system is chosen in which the z axis passes through the center of the earth

and the origin of the x,y coordinate. The x,y plane is tangent to the earth of an arbitrary point near the

start of the vehicle motion. A simplified solution to vehicle position calculation by the trilateration

method involves calculations in these coordinate systems. For convenience, the origin of the z axis
is taken as the point of tangency of the lateral coordinate to the earth. The notation for the coordinates

of any point in an ECEF coordinate system is xE,yE,zE. The vehicle position in this EF coordinate sys-

tem is denoted (x,y,z). The transformation from any point x,y,z in the EF coordinates to ECEF coordi-

nates xE,yE,zE is explained in Appendix E and in general involves a rotation matrix R and a translation

vector. It is also assumed that there are four satellites moving in the same direction at an angle θs to the x
axis at orbital speed in a plane parallel to the x,y plane of the EF coordinate system. This assumption

involves errors in the z coordinate of the satellite that are sufficiently small if the four satellites are

roughly overhead of the vehicle and if the duration of the simplified illustration is sufficiently small.

One of the simplest solutions to the trilateration calculation of vehicle position involves another

coordinate system that is denoted xs,ys,zs in which the xs axis passes through the position of satellites

1 and 2 with the origin at satellite 1 position. For computational simplicity, the ECEF coordinate system

x is taken as parallel to xs axis. Conversion of vehicle position to any other coordinate system involves a

simple transformation using matrices for rotation and translation as explained in Appendix E.

The position of satellite n in the EF coordinate system is denoted xn,yn,zn (n¼1,2,3,4). Each satellite

transmits its position and the time of transmission tk. The discrete time positions of satellite n and the

vehicle at tk are denoted:

Satellite n position:

xn kð Þ¼ xn tkð Þ
yn kð Þ¼ yn tkð Þ n¼ 1,2,3,4

zn kð Þ¼ zn tkð Þ k¼ 0,1,2⋯

(F.1)
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Vehicle position:

x kð Þ¼ x tkð Þ
y kð Þ¼ y tkð Þ
z kð Þ¼ z tkð Þ

For computational simplicity, it is assumed that the vehicle moves in the x,y plane such that z(k)¼0∀ k
and that the satellites move in a plane of constant z coordinates. The assumed motion of the satellites is

such that the x distance between satellite 1 and satellite 2 is constant and is denoted as δx12 ¼ x2� x1ð Þ.
With the assumed coordinate system and geometry, the distances between the vehicle and satellites

1 and 2 at time tk are given by
R1 kð Þ¼ x2s kð Þ+ y2s kð Þ + z21 kð Þ� �1

2

R2 kð Þ¼ xs kð Þ�δx12ð Þ2 + y2s kð Þ + z22 kð Þ
h i1

2

(F.2)

where xs, ys are the x,y coordinates of the vehicle in the satellite-1-based coordinate system.

xs kð Þ¼ x kð Þ�x1 kð Þ and ys kð Þ¼ y kð Þ�y1 kð Þ
In the simplified assumed geometry, the y and z coordinates are given by y1 kð Þ¼ y2 kð Þ and

z1 kð Þ¼ z2 kð Þ. By squaring each equation and subtracting, it can be shown that

xs kð Þ¼R2
1 kð Þ�R2

2 kð Þ + δx212
2δx12

(F.3)

The x position of the vehicle in the EF coordinate system is obtained by a translation of coordinates:

x kð Þ¼ xs kð Þ + x1 kð Þ (F.4)

The position of the third satellite in the xs,ys,zs coordinate system is given by (δx13,δy13,0) where δx13 is
the x coordinate and δy13 is the y coordinate of satellite 3 in the xs,ys,zs coordinate system. The distance

between satellite 3 and the vehicle is given by

R3 kð Þ¼ xs�δx13ð Þ2 + ys�δy13ð Þ2 + z23
h i1

2
(F.5)

where, by assumption of the simplified geometry, z3(k)¼ z1(k).
By combining equations for R1

2 and R3
2, it can be shown that ys is given by

ys kð Þ¼R2
1 kð Þ�R2

3 kð Þ+ δx213 + δy213
2δy13

�δx13xs kð Þ
δy13

(F.6)

The y(k) position of the vehicle in EF coordinates is given by

y kð Þ¼ ys kð Þ + y1 kð Þ (F.7)

The vehicle vector position �P kð Þ in the EF coordinate system is given by

�P kð Þ¼ x kð Þ,y kð Þ,z kð Þ½ �T (F.8)

This vector position can be transformed tomap coordinates using themethods explained in Appendix E.

However, we defer a discussion of this transformation until after the Kalman filter method of estimat-

ing vehicle position computation is finished.
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In Chapter 9, it was explained that the GPS estimate of position is computed using a Kalman filter.

The Kalman filter is based on the signal model for X(k) and the measurement model z(k) that are
presented in Chapter 9 and repeated below:

�X k + 1ð Þ¼F �X kð Þ + �w kð Þ signalð Þ
�z kð Þ¼H kð Þ �X kð Þ + �n kð Þ measurementð Þ

All variables in these two models are defined in Chapter 9. In Chapter 9, the estimate of the state vector

X̂ kð Þ is computed recursively as given below:

X̂ k + 1ð Þ¼ F�K kð ÞH kð Þð Þ X̂ kð Þ+K kð ÞδR kð Þ (F.9)

We consider next the procedure for computing the Kalman filter gain K(k). For the purpose of simpli-

fying the development of Kalman filter theory, the same EF Cartesian coordinate system assumed for

the discussion of trilateration is assumed for the Kalman signal and measurement model. The Kalman

gain matrix is computed from the following equation:

K kð Þ¼FΠ kð ÞHT kð Þ H kð ÞΠ kð ÞHT kð Þ+Σ� ��1
(F.10)

where

Σ¼E �n kð ÞnT kð Þ� �
(F.11)

In this appendix, the notation E[�] denotes the expected value of the quantity in the parentheses. Very

often, in practice, the measurement random errors nn are independent, stationary white Gaussian

random processes. In this case, the matrix Σ is given by

X
¼

σ12 0 0 ⋯ 0

0 σ22 ⋯ ⋯ ⋯
0 0 σ32 ⋯ ⋯
⋯ ⋯ ⋯ ⋯ ⋯
0 0 ⋯ 0 σN2

2
6666664

3
7777775
8k (F.12)

where σn¼ standard deviation of nn.
The matrix Π is termed the error covariance matrix and is defined in terms of the expected value of

the error between X(k) and X̂ kð Þ:
Π¼E X̂ kð Þ� �X kð Þ� �

X̂ kð Þ� �X kð Þ� �Th i
(F.13)

The Π matrix which for stationary random errors is independent of k is the solution to the following

Riccati equation:

Π¼F Π�ΠHT kð Þ H kð ÞΠHT kð Þ+Σ� ��1
H kð ÞΠ

h i
FT +GQGT (F.14)

where

Q¼E w kð ÞwT kð Þ� �
(F.15)

and wherew(k) is the process noise as explained in Chapter 9. Algorithms for solving the Riccati equation

above are available in numerous references. The F, H, G, and Q matrices are presented in Chapter 9.
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The reader will note that the Kalman filter structure and gain (K(k)) calculations are based on sta-

tistical parameters of measurement and process noise or random processes. Measurements of the ran-

dom error/noise made up to time tR can be used to estimate the required parameters. In addition, it

should be noted that the direction cosine coefficients cni(k) in the H(k) matrix are defined in terms

of the vehicle time position (x(k), y(k), z(k)) that is not known. However, in practice, these coefficients
are estimated with little error by using the previous estimate of the relevant component. For example,

cni is given approximately by

cni ffi X̂i k�1ð Þ� X̂ni k�1ð Þ
Rn k�1ð Þ

In this estimate of direction cosines, the subscript i refers to the component number of the X vector (i.e.,

i¼1!x) and the subscript n is the satellite number. Similar calculations for all other components of

H(k) based upon X̂ kð Þ values will yield very close estimates of cni(k) (i¼1,2,3) and yield sufficiently

accurate numerical values for H(k) components for useful GPS navigation.

There are many practical factors affecting the accuracy of GPS navigation as described in Chapter 9

including satellite vector position at the time of transmission. In the above model, the vector position

Xn(k) is taken as the true satellite position in the x,y,z coordinate system. Errors in the satellite position

(i.e., ephemeris errors) are included as part of the measurement error (nn(k)) for Rn(k). In Chapter 9, the
method of correcting ephemeris errors is explained.

The superior performance of the Kalman filter estimate of vehicle position relative to trilateration

can be illustrated via simulation. In this simulation, the initial vector positions of the four satellites in

EF coordinates are given by vectors Xn n¼1,2,3,4 with units of miles:

X1 ¼ 200, 600, 810½ �T
X2 ¼ 500, 300, 810½ �T
X3 ¼ 100, 200, 810½ �T
X4 ¼ 640, 300, 810½ �T

It should be noted that these vector positions are not representative of actual GPS satellites. Rather, they

are chosen for computational convenience to illustrate the principles involved in both GPS/Kalman and

trilateration estimates of vehicle position. In this simplified simulation based on the geometry pre-

sented above for trilateration, all four satellites have velocity components in units of miles/s given by

vsx ¼ 3:91mi=s
vsy ¼ 2:25mi=s
vsz ¼ 0

The speed associated with these components is essentially mean orbital speed (16,180 mph) at the

4800 mi, average orbital distance from earth center for the illustrative simulation parameters. The

vehicle is traveling along a curved road initially at 70 mph gradually slowing to about 62 mph.

The random error associated with pseudorange measurements using a filtered white noise source in

MATLAB/Simulink software. The pseudorange measurements Rn(k) were simulated by adding a

sample of the random error n(k) to the actual calculated true range as given below:

Rn kð Þ¼ xn kð Þ�x kð Þð Þ2 + yn kð Þ�y kð Þð Þ2 + z2n kð Þ
h i1

2 + n k + knð Þ n¼ 1,2,3,4 (F.16)
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where the parameters kn are a shift in the sample point of the random error such that all simulated pseu-

dorange measurements have independent, uncorrelated random errors. However, since the simulated

random error is a stationary random process, the standard deviation of the sampled errors all have the

same value (i.e., that of the simulation noise source) σn. The matrix Σ in the algebraic Riccati equation

is a diagonal matrix with all nonzero elements σn
2.

The process noise w(k) in the signal model presented in Chapter 9 is constructed using another sim-

ulated random error such that the vehicle speed has random fluctuations. The Q matrix is computed

from this random error and is a diagonal matrix with the fourth and fifth element as the standard de-

viation of the simulated x and y speed component random fluctuations, respectively. All other elements

in Q are O in this somewhat simplified simulation model.

In the GPS simulation, the Riccati equation is solved for matrix Π(k) using the dare function in

MATLAB. Once this matrix is computed, the Kalman gain is found using Eq. (F.10). The recursive cal-

culation of the estimate of the state vector X̂ kð Þ is found using Eq. (F.9). With each new estimate (i.e., for

each k), the direction cosines cni are found using the vehicle position components and the computed sat-

ellite positions Xn(k) as well as the pseudorange measurements Rn(k). The above sequence of steps is

repeated for each recursive estimate of X̂ kð Þ. The vehicle position estimate P̂ kð Þ was obtained from

the state vector estimate using output matrixC presented in Chapter 9 where P̂ kð Þ is the estimate of �P kð Þ.
A computer program was written in MATLAB (i.e., an m-file) to perform the sequence of steps

discussed above and calculate X̂ kð Þ and the vehicle position estimate P̂ kð Þ in EF coordinates. With

P̂ kð Þ denoting the true vehicle position (in EF) coordinates, the error in estimating vehicle position

e(k) is given by the distance between these two vectors:

e kð Þ¼ �P kð Þ� P̂ kð Þ�� ��
The m-file also creates a plot of the vector positions of x kð Þ,y kð Þ, x̂ kð Þ, ŷ kð Þ from the Kalman filter and

the calculated positions from trilateration. This plot is presented in Fig. 9.19 in Chapter 9 in which the

true vehicle positions are represented by a solid line and the Kalman estimates by a dashed line with the

trilateration solutions depicted by+symbols for each k. A computation of vehicle position using trila-

teration with zero measurement error can be shown to yield true vehicle position with zero error. In

addition, the m-file creates a plot of the error in the Kalman estimates e(k). This latter plot that is also
presented in Chapter 9 shows the very small but nonzero remaining random error component of e(k).

In presenting the plot of x̂ kð Þ, ŷ kð Þ in a vehicle navigation display, these positions can be readily

converted to map coordinates by a coordinate transformation matrix as explained in Appendix E. This

coordinate transformation applies equally well to the GPS/Kalman filter estimate as to the trilateration

estimate of vehicle position.

The Kalman filter model for vehicle position navigation is based on a Cartesian coordinate system.

However, for navigational purposes, the vehicle position must be represented in map coordinates that

are most conveniently expressed as latitude and longitude. Furthermore, satellite position is also based

on latitude, longitude, and elevation or radial distance from the earth center. As an illustration of co-

ordinate transformation between Kalman filters, GPS coordinates, and map coordinates, the Cartesian

coordinate system from which the map coordinates are computed is chosen as an ECEF coordinate

system with the origin at earth center; the z axis is the axis of earth’s rotation with positive through

the North Pole as explained in Appendix E.
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The corresponding Cartesian coordinates for a vehicle in ECEF coordinates are denoted xE,yE,zE
and are related to its geodetic coordinates ρv,θv,ϕv as given below:

zE ¼ ρv sin θvð Þ
xE ¼ ρv cos θvð Þcos ϕvð Þ
yE ¼ ρv cos θvð Þsin ϕvð Þ

For GPS navigation with the Kalman filter method explained above, the initial estimated vehicle po-

sition is used to begin the recursive estimated state vector X̂ kð Þ.
The details of the procedure for converting from EF Cartesian to map coordinates ρ(k),θ(k),ϕ(k)

from vehicle estimated position vector P̂ kð Þ is explained in Appendix E. For the purpose of illustration
of converting from P̂ kð Þ in the x,y,z EF coordinate system to map coordinates, the vector position of the

vehicle in ECEF coordinates in which zE is along the earth axis of rotation and xE,yE are in the equa-

torial plane is computed first. The estimated vector position P̂ kð Þ in ECEF coordinates is denoted

P̂E kð Þ. Using the methods of Appendix E, P̂E kð Þ can be obtained with the following transformation:

P̂E kð Þ¼RP̂ kð Þ+T
where R is a matrix of rotations via Euler angles that transforms P̂E kð Þ to an intermediate set of co-

ordinates in which each coordinate component is parallel to the corresponding ECEF component

and �T is the location of the origin of the EF coordinate system in ECEF coordinates. The map

coordinates that are assumed for this example to be geodetic are computed from P̂E as follows:

ρ̂E kð Þ¼ P̂E kð Þ�� ��
ϕ̂ kð Þ¼ tan�1 �ŷE kð Þ=x̂E kð Þ½ �
θ̂ kð Þ¼ sin�1 ẑE kð Þ=ρ̂E kð Þ½ �

The vehicle position θ̂ kð Þ, ϕ̂ kð Þ is then presented on a flat panel display (see Chapter on vehicle instru-
mentation). A digital map is available in any vehicle instrumentation capable of displaying the vehicle

position on an electronic flat panel display. The map displays roads and streets in the vicinity of the

vehicle estimated position with a user selectable scale. A more detailed discussion of digital maps and

display than given here is presented in Chapter 8 on vehicle instrumentation.
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Crash detection algorithm, 511–512
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Cruise control
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flowchart, 553f
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performance, 345
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Data bus (DB), 94

Data link connector (DLC), 465

DC motors, brushless, 266–268
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binary fuel injection, 277

components, 275f

features, 274–277
suboptimal fuel injection, 275–276

Digital filter, 126–128
of analog signal, 647f

Digital integrated circuits, 86–87
Digital maps, 442–443
Digital signal processing (DSP), 411, 414–415, 449
Digital signal processor (DSP), 228–229
Digital subsystem, 644–645

Digital transfer function model, 651

Digital video camera, 229–235
CCD, 230–231
configuration, 229, 230f

interline, 231

photosensitive capacitor configuration, 231f

Diode, 27–29
communications applications of, 37

laser, 34–35, 35f
light generating, 34

PIN, 34

p-n diode, 28f

solid-state, 27

transfer characteristics, 29f

zener, 29, 30f

Direct fuel injection (DFI), 306–307
Discrete Fourier transform (DFT), 491

Discrete time control system, 652–655
closed-loop, 657f, 662f

example, 659–663, 659f
open-loop, 653f

Discrete time idle speed control, 291–294, 291f
Discrete time system, 642f

Display devices, 419–420
alpha-numeric display, 431–433, 432–434f
electro optic displays, 423–424
FPD (see Flat panel display (FDP))

galvanometer-type display, 420–423, 420–422f
light-emitting diode, 424–425, 424f
liquid-crystal display, 426–428, 426f, 428f
transmissive LCD, 428–429
vacuum-fluorescent display, 429–431, 430–431f

Display RAM, 439–440
Distributed computing, 462

Doping, 27

silicon, 24–27
Doppler shift, 35

Doublet steering. See Steering doublet

Driver electronics, 360

for cruise control, 362

stepper motor, 360

Drive wheels (DWs), 332

Duty cycle, 358–359, 362
Duty-cycle-controlled throttle actuator, 359

Dynamic analytic models, 13

E
Earth-centered, Earth-fixed (ECEF) Cartesian coordinates, 496,

499

Earth fixed (EF) Cartesian coordinate system, 677

ECEF Cartesian coordinates. See Earth-centered, Earth-fixed

(ECEF) Cartesian coordinates
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ECU. See Engine control unit (ECU)

EGO. See Exhaust gas oxygen (EGO)

Electric motor (EM), 332

actuator, 258–268
brushless DC motors, 266–268
two-phase induction motor, 263–266

Electric vehicle (EV), in HEV, 341

Electromagnetic theory, 25, 198, 201

Electronic control system diagnostics, 534–536, 535f
Electronic engine control system, 142–149, 142–143f
engine functions and control diagram, 144f

federal government test procedures, 137–142, 139f
additional cost incentive, 141–142
fuel economy requirements, 140–141
meeting the requirements, 141

role of electronics, 141–142
inputs to controller, 144–145, 145f
intake manifold pressure analysis, 172–176, 172–173f
motivation for, 136

output from controller, 145–146, 145f
Electronic fuel control system, 164–172, 164f
CL control, 167–169
CL operation, 169–172
closed-loop, 168f

engine control sequence, 166

frequency and deviation of fuel controller, 170–172
OL control, 167

waveforms in closed-loop, 170f

Electronic ignition, 181–182, 182f
control, 309–318

closed-loop ignition timing, 312–317
spark advance correction scheme, 317–318

Electronic instrumentation system, 624–627
measurement, 625, 627–632

issues, 625–626
random errors, 630–632
sensor, 628–630, 629–630f
signal processing, 632

systematic errors, 626–627, 626–627f
Electronic safety-related systems

airbag safety device, 505–512, 506f, 507t, 508–509f
blind spot detection, 512–515
CAS, 515–521, 516f, 518f
EVS, 524–531, 527f, 530f
LDM, 521

TPWS, 522–523, 524f
Electronic steering control, 398–401, 399–401f
Electronic suspension system, 377–397, 378f, 380f
active, 379

classes of, 378–379
configuration, 397, 397f

electronic steering control, 398–401, 399–401f

normal force variation vs. frequency, 383f, 384

parameters, 392t

purpose of, 377–378
QCM, 387, 387f, 389

second-order differential equation, 382

semiactive, 378–379
strut damping, 391, 394–395, 394f
variable damping via variable strut fluid viscosity, 395–396
variable spring rate, 396–397

Electronic system

analog (continuous time) systems, 598

block diagram, 596–598, 597f
concept of system, 595–598

Electro optic displays, 423–424
LCD, 426–429, 426f, 428f
LED, 424–425, 424f
VFD, 429–431, 430–431f

Electro optics, 30–35
Emissions, exhaust, 136–137
Engine angular speed sensor, 203–204
Engine control configuration, 279–280
Engine control unit (ECU), 546, 548

Engine crank, 281, 321

Engine crankshaft angular position sensor, 194–195
Engine mapping, engine performance, 157

Engine overall efficiency, 156

Engine performance terms

calibration, 156

effect

of air/fuel ratio on performance, 157–158, 158f
of EGR on performance, 159–160, 160f
of spark timing on performance, 158–159, 159f

engine mapping, 157

engine overall efficiency, 156

fuel consumption, 154–156
power, 153–154
torque, 150–152, 151–152f

Engine position sensor (EPS), 165

Engine started mode, 278

Engine warm-up, 281–283, 321–322
Enhanced stability system (ESS), 377

Enhanced vehicle stability (EVS), 524–531
algebraic equation, 526

block diagram, 530, 530f

rotational motion equation, 525

steering coefficient, 526

tire slip angle, 528–529
translational motion equation, 525

vertical forces on vehicle, 527f

yaw rate, 524–527, 530
Environmental Protection Agency (EPA), 534

Ephemeris errors, GPS, 500–501
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Estimated time of arrival (ETA), 459

Evasive steering, 520

EVS. See Enhanced vehicle stability (EVS)

Exemplary circuits, for logic gates, 71–75
Exhaust catalytic converters, 161–164
Exhaust emissions, 136–137
Exhaust equivalence ratio, 285–286
Exhaust gas oxygen (EGO)

concentration, 168–169
sensor, 166, 168–169, 215–220
characteristics, 217

closed-loop, 168f, 219–220, 284
commercial sensor, 218f

engine warm-up, 281

fuel control using, 219–220
improvements, 220

open-loop control mode, 219–220, 278
switching time, 217–220, 217f
switching transients, 218f

temperature dependence of, 219

TiO2, 215

voltage, 284–286
ZrO2, 215–216

Exhaust gas recirculation (EGR), 176, 185, 253–254
control, 294–296, 296f
on performance, 159–160, 160f

Expert system, 536

in automotive diagnosis, 567–572, 571f
benefits, 567

database of known facts, 571, 571–572f
developing tools for mainframes, 570t

environment, 569f

IF-THEN rules, 568–570
procedure, 569f

F
Failure detection and identification (FDI) system, 539–543,

669–670
Fast inverse Fourier transform, 491–492
Fault indication lamp (FIL), 537, 543, 546

FDI system. See Failure detection and identification (FDI)

system

FDP. See Flat panel display (FDP)

Feedback control, sensor for

exhaust gas oxygen sensor, 215–220
oxygen sensor improvements, 220

Ferromagnetism, 197, 197f

Field-effect transistor (FET), 45–47
amplifier, 50–52, 50f, 52f
circuit symbol, 46f

configuration, 46f

depletion mode, 49–50
inverter circuit, 72f

NAND gate FET circuit, 73f

N-channel enhancement, 48–49f
in switch mode, 63f

theory, 47–52, 47f
transconductance for, 52

FIL. See Fault indication lamp (FIL)

Filtering, 632–639
Flat panel display (FDP), 15, 410, 462, 513

block diagram, 438f, 440f

digital maps, 442–443
instrument clusters, 434–441
pictorial display capability of, 441

raster-type scan, 436–438
representative pixel drive circuits, 437f

solid-state array-type display, 435f

touch screen, 443–447, 444–445f
Flex fuel, 308–309
Flex-fuel sensor (FFS), 235–247, 309

acceleration sensor, 244–247
capacitance, 237–239
oscillator methods of measuring, 239–244

charged conductor, 237f

circuit for measuring, 239f

configuration, 237, 237f

electric field intensity vector, 238

equivalent circuit, 243, 243f

microprocessor-based control system, 242

555 timer circuit, 239–240, 240f
FlexRay IVN, 474–478

bus voltage states, 476f

normal mode, 474–475
standby mode, 474–475
topology, 475f

transceiver circuit, 477–478, 477–478f
Floating-point operations (FLOPS), 92

Flux density, 201

Flywheel, 194, 195f

4-Bit adder circuit, 77f

Fourier transform

fast inverse, 491–492
IDFT, 491

Four-stroke engine operation principle, 146–149, 147f, 149f
Four-wheel steering (FWS), 401–408, 402f, 407f
FPD. See Flat panel display (FPD)

Free electrons, 26

Frequency hopping (FH), 17

spread spectrum, 489–490
Frequency-mixing circuit, 37, 37f

Frequency-to-voltage converter, 566

Fuel control, control modes for
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acceleration, 278–279, 288–289
automatic transmission control, 323–329
closed-loop control, 284–288, 322
correction factor, 283

deceleration, 278–279, 289, 323
differential and traction control, 329–331
engine control configuration, 279–280
engine crank, 281, 321

engine start, 278

engine warm-up, 281–283, 321–322
hard acceleration, 322–323
hybrid electric vehicle powertrain control, 331–341
idle mode, 279

idle speed control, 289–291
integral-like term, 285–286
open-loop control, 283, 322

open-loop mode, 278

torque converter lock-up control, 329

Fuel controller, frequency and deviation of, 170–172
Fuel economy, 137

requirements, 140–141
Fuel gauge

electromechanical system, 419

sloshing effect, 449

Fuel injection

configuration, 251–252, 252f
fuel injector signal, 251–253

Fuel injector (FI), 156, 165, 185

Fuel quantity

filtered vs. unfiltered, 452f

filtering fuel sensor signal, 449f

measurement, 447–452, 448–449f, 451–452f
sensor configuration, 448f

short-term time average, 449

Simulink model, 451f

FWS. See Four-wheel steering (FWS)

G
Gallium arsenide phosphide (GaAsP), 424–425
Galvanometer-type display, 420–423
circuit diagram, 422f

configuration, 420f

magnetic field configuration, 421f

Gasoline, 136

Gateway, 464

Geometric dilution of position (GDOP), 501–502
Glass cockpits, 15

Global positioning system (GPS), 17, 493–503
clock errors, 500–501
control configuration, 501f

ephemeris errors, 500–501
error feet vs. time, 500f

Kalman filter, 495–500
pseudorange model, 493–497, 500–501
structure, 500–503
vehicle position, 499f

Global position satellite (GPS), 15, 441

Grounded-emitter configuration, 40, 40f

Grounded source amplifier, 50

H
Hall-effect position sensor, 205–208, 206f
shielded-field sensor, 208, 209f

Heated exhaust gas oxygen (HEGO) sensor, 220, 220f, 537

diagnosing fault in, 547f

ECU, 546

measurement, 548–551
operation, 548

proper switching test, 550f

voltage, 546, 548, 549f

HEV. See Hybrid electric vehicle (HEV)

High-voltage bus (HVB), 333

Hybrid electric vehicle (HEV), 11, 332f

with mechanical coupler, 333f

powertrain control, 331–341
Hydraulic locking, 256–257
Hydrocarbons, 136

I
Ideal sampler configuration, 648f

Idle mode, 279

Idle speed control (ISC), 176–181, 179–181f, 289–291, 290f
continuous-time model, 292

discrete time, 291–294, 291f
Ignition control module (IGN), 165

Ignition system, 268–270
coil operations, 269–270
dwell period, 269

engine control unit, 269

secondary voltage, 270

subsystem, 268, 269f

Ignition timing, 11

closed-loop, 312–317
Index of refraction, 501–502
Inductor, 4–5
configuration and circuit symbol, 4f

Inference engine, 568

Instrumentation control system (ICS), 456

Instrument panel (IP), 410, 412, 441

Intake manifold pressure analysis, 172–176, 172–173f
air mass measurement, 173–175
speed-density method, 173–175, 174f

influence of valve system on volumetric efficiency,

175–176
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Integrated circuit (IC), 52–53, 86
Integrated engine control system

automatic system adjustment, 319–320
evaporative emissions canister purge, 319

secondary air management, 319

system diagnosis, 320–321
Internal combustion engine (ICE), HEV and, 331–341
Interpolation, 282

In-vehicle network (IVN), 14–16, 274, 412, 462–464, 463f
CAN, 464–472
arbitration on, 472

block diagram, 467, 468f

bus transceiver, 467–468
electronic circuits, 469–471
local interconnect network, 472–474, 473f
transceiver circuitry, 470f

voltage levels, 465, 466f

voltage waveforms, 468, 469f

FlexRay, 474–478, 475–478f
MOST, 478–481, 479–480f
physical link, 463

Inverse discrete Fourier transform (IDFT), 491

Inverse fast Fourier transform (IFFT), 491–492
Inverter circuit, FET, 72f

ISC. See Idle speed control (ISC)

Isotropic homogeneous material (IHM), 236

IVN. See In-vehicle network (IVN)

J
JK flip-flop, 78–79, 78f

K
Kalman filter, 495–500, 677, 679–681
Knocking, 312–317, 314–315f
Knock sensors, 221–223

L
Lambda sensor, 215–220
Lane departure monitoring (LDM), 521

Laplace transform, 598, 642, 647t, 648

Laser

diode, 34–35, 35f
light, 35

solid-state, 34

LCD. See Liquid-crystal display (LCD)

LDM. See Lane departure monitoring (LDM)

LED. See Light-emitting diode (LED)

Light detection and ranging (LIDAR) system, 227–229
Light-emitting diode (LED), 34, 208–210, 424–425, 424f
MOST, 479, 479f

Light generating diode, 34

Light, laser, 35

Limit-cycle controller, 284–286, 288f
LIN. See Local interconnect network (LIN)

Linear amplifier, 51

Linear system theory

continuous time, 598–606, 599f
first-order system, 601–603, 602f
second-order system, 603–606, 603f, 606–607f

Liquid-crystal display (LCD), 426–428, 428f
construction, 426f

disadvantage, 428

thin-film-transistor, 423–424, 429, 434–435
transflexive, 429

transmissive, 428–429
Local interconnect network (LIN), 472–474, 473f
Logic circuits, 69–77

combination, 75–77, 76f
with memory, 77

D flip-flop, 79–80, 79f
JK flip-flop, 78–79, 78f
R-S flip-flop, 77–78, 78f

Logic functions, 109–110
Logic gates, 69f

exemplary circuits for, 71–75
Lorentz force, 207

Low-frequency transmitter (LFT), 523

Low-pass filter (LPF), 36, 187, 373, 414, 449, 566

output voltage, 226

sinusoidal frequency response, 226

Low-voltage bus (LVB) voltage, 337

LPF. See Low-pass filter (LPF)

M
MAF sensor. See Mass airflow rate (MAF) sensor

Magnetic field intensity vector, 196–197
Magnetic flux density

electric motor, 260

vector, 196–197, 200, 208
Magnetic reluctance position sensor, 195–205
Magnetorheological (MR) fluid, 395–396
Magnetostriction, 221–223
Mainframe computers vs. microcomputers, 92

Manifold absolute pressure (MAP), 172–173, 191
sensing resistors, 191, 192f

strain gauge MAP sensor, 191–194
Wheatstone bridge, 191–192, 193f

Masking technique, 112

Mass airflow (MAF) rate sensor, 186

bridge circuit, 187–188, 188f
configuration, 188

dynamic response, 189
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hot-wire anemometer, 187

Laplace methods of analysis, 190

output voltage, 190, 190f

Mass airflow (MAF) sensor, digital engine control, 275–276
Matched filter (MF), 511, 517, 519

MATLAB function, 649

MATLAB/SIMULINK

simulation, 286–287
system, 605, 606f

Mean best torque (MBT), 313

Media-oriented system transport (MOST), 478–481
functional block diagram, 480–481, 480f
LED, 479, 479f

receive circuit, 479–480, 480f
Metal-oxide semiconductor (MOS), 46–47
Microcomputer, 90, 123f, 125f

applications in automotive systems, 122–124, 130–132, 130f
buffer configuration, 107–108, 108f
closed-loop control system, 128

digital computer, 91

feedback control system, 128–130, 129f
hardware, 114

analog-to-digital converter, 118–120, 118–119f
CPU, 114–115
digital-to-analog converter, 116–118, 117f
interrupts, 121–122
I/O parallel interface, 115–116
polling, 121

RAM, 115

ROM, 115

sampling, 120–121, 120f
vectored interrupts, 122

instrumentation applications of, 124–128
limit-cycle controller, 128

vs. mainframe computers, 92

multivariable and multiple task system, 132–133
operations, 94

addressing peripherals, 96–97
buses, 94, 95f

memory-read/write, 94–96, 95f
timing, 96

parts of computer, 91, 92f

programs, 93

reading instructions, 100–106
branch instruction, 104, 104f

decode bytes, 103f

decode subsystem, 103f

initialization, 102

jump instruction, 105

jump-to-subroutine instruction, 105–106, 106f
operation codes, 102, 103f

program counter, 102–103

return-from-subroutine instruction, 106, 107f

table lookup, 130–132, 130–131f
tasks, 93–94

Microcontroller, 360, 398, 406

Microprocessor (MPU), 87–88, 88f, 133
architecture, 100, 101f

based cruise control, 359–360, 362
Mild hybrids, 331

Misfire detection system, 536–537, 555
model-based, 555–567

Model-based diagnostics, 539–543, 542f
Model-based sensor failure detection, 538–539
MOS. See Metal-oxide semiconductor (MOS)

MOST. See Media-oriented system transport (MOST)

Motor-driven pump, 377, 396–397
MPU. See Microprocessor (MPU)

Multidrop topology, 474, 475f

Multiplexer (MUX), 65, 66f

Multiplexing, 415–416, 415f, 464
CDMA, 483–486, 488–490
TDMA, 476, 483

Multirate sampling, 416–419, 418f
Mutual capacitance method, 444–446, 444f

N
NAND gate FET circuit, 73f

National Highway Traffic Safety Administration (NHTSA),

511, 573–574
Network interface controller (NIC), 478–481
Network master, 480–481
Noninverting amplifier, 56

Nonuniformity index, 562f, 563, 566

NOR logic, 74f

NOT gate, 70–71
NPN

phototransistor, 210

transistor, 37

amplifier circuit, 38f

bipolar junction, 39

current and voltages for, 41f

digital circuit, 67f

grounded-emitter configuration and voltages, 39f

grounded emitter NPN transistor amplifier, 43f

Nyquist sampling rate, 482–483

O
OBD. See On-board diagnostics (OBD)

OC. See Oxidizing catalyst (OC)

OEM, 4–5
OFDM. See Orthogonal frequency-division multiplexing

(OFDM)
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Off-board diagnosis, 534–536, 545, 564, 572
Oil pressure, measurement, 454–455, 455f, 543
On-board diagnostics (OBD), 19, 534, 536–538, 543, 548–551,

555

Open-loop (OL)

control, 322

electronic fuel control system, 167

fuel, 172

mode, 278

Operational amplifiers (OP-AMPS), 53

circuits, 53f, 55–56f
use of feedback in, 54–56

Optical sensor

photoconductive, 32

photodiode, 33f

Optics, electro, 30–35
Optoelectronics, 423

OR gate, 69f, 70

Orthogonal frequency-division multiplexing (OFDM), 18, 490,

493

Oxidizing catalyst (OC), 161, 162f

conversion efficiency vs. temperature, 161, 162f

Oxidizing catalytic converter, 161

Oxygen sensor improvements, 220

P
Parallel hybrid, 332–333, 332f
Phased array method, 519

Phase-locked loop (PLL), 58–60, 58f, 566
Phase-shift keying (PSK), 486–488, 487f
Phosphor emits light, 429

Photoconductor, 31–32, 31f
optical sensors, 32

Photodiode, 32–34
characteristic curves, 33f

optical sensor circuit, 33f

Photons, 30

Phototransistor, 210

PID

control law, 298

controller, 129–130
Piezoresistivity, 191

PIN diode, 34

Pitch, 343

Planetary gears, 326–327
PLL. See Phase-locked loop (PLL)

p-n diode, 28f

Pneumatic springs, 396–397
p-n junction, 27–29
optical sensor, 32

PNP transistor, 37

Portable scan diagnostic tool (PSDT), 535–536, 546, 548, 551

Potentiometer, 211, 447

movable contact, 213

rotary potentiometer, 212, 213f

schematic circuit, 211f

Power, engine performance, 153–154
Power master, 480–481
Power steering, 13–14, 400–401, 400–401f
Powertrain, 272

Pressure measurement, 191–194
Programming languages, 108–109

assembly language, 109, 110t

programming and function, 111

logic functions, 109–110
masking, 112

SHIFT, 110–111, 112f
SHIFT and AND, 113

use of subroutines, 113–114
PSDT. See Portable scan diagnostic tool (PSDT)

PSK. See Phase-shift keying (PSK)

Q
Quadrature-phase-shift keying (QPSK), 486–488, 487f
Quarter car model (QCM), 387, 387f, 389

R
Radar system, 519, 581–582

detecting an overtaking vehicle, 514

measurement, 514

transmitted and received signals, 517–518, 518f
RAM, 438

Random access display, 438, 439f

Raster-type FDP, 436–438
Read-only memory (ROM), 360, 419

Rectifier circuit, 35–47, 36f
Rectifier waveform, 36f

Recursive algorithm, 411, 449

Redundancy, concept of, 588–589
Refractive index, 501–502
Reluctance sensor, 201, 203

Remanent magnetization, 198

Reset-set (R-S) flip-flop, 77–78, 78f
Resistor, 2

circuit symbol and model, 3f

Reverse magnetostriction, 221

Riccati equation, 679, 681

Ride, driver/passenger standpoint, 378

Ring gear, 326–327
Root-locus techniques, 618–620, 620f
Root-mean-squared (RMS) value, 391, 394–395
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S
SAE. See Society of Automotive Engineers (SAE)

SAE J-2284-3, 465, 467

Sample and zero-order hold circuits, 60–62, 61f
Satellite vehicle communication, 490–493
SBDT. See Service bay diagnostic tool (SBDT)

Secondary air management, 319

Self-driving vehicles. See Autonomous vehicles

Semiactive suspension system, 378–379
Semiconductor

current conduction in, 25f

devices, 24–29
n-type, p-type, 26–27

Sensor, 8–9, 629f, 630f, 595–596, 628–630. See also specific

types of sensor

angular rate sensor, 223–226
automotive control system applications

airflow rate sensor, 186–190
electronic engine control system, 184–185, 185f
engine crankshaft angular position sensor, 194–195
Hall-effect position sensor, 205–208
magnetic reluctance position sensor, 195–205
optical crankshaft position sensor, 208–210
pressure measurements, 191–194
variables in engine control, 185–186

for feedback control

exhaust gas oxygen sensor, 215–220
oxygen sensor improvements, 220

knock sensors, 221–223
noise model, 631f

photoconductive optical, 32

p-n junction optical, 32

temperature sensors, 213

terminal voltage, 201

throttle angle sensor, 211–213
typical coolant sensor, 214

Sequential sampling, 418f

Series hybrid vehicle (SHV), 332, 332f

Service bay diagnostic tool (SBDT), 535–536, 553–555
Seven-segment display, 432, 432f, 434f

Shielded-field sensor, 208, 209f

Shift register, 84–86, 85f
Shift schedule, 329

Shock absorber damping, 378–379, 393
Short-range wireless communications, 488–490
Signal processing, 410–411, 508–509, 515
algorithm, 419

complexity, 508

computer-based, 449

for crash sensing, 510

to D/A converter, 414

digital, 411, 414–415, 449
linear operation, 411

Signal-to-noise ratio (SNR), 519

Silicon, doping, 24–27
Simulink simulation model, fuel quantity, 451f

Sinusoidal frequency response, 645–651
Sliding mode observer (SMO), 373–374, 564–566
Sloshing effect, fuel gauge, 449

Small-signal linear incremental transistor model, 44

SMO. See Sliding mode observer (SMO)

Society of Automotive Engineers (SAE), 464, 543–544,
573–574

Solenoid, 248, 248f, 250, 329

Solid-state devices. See Semiconductor, devices

Solid-state diode, 27

Solid-state laser, 34

Spark advance (SA), 310–311
correction scheme, 317–318

Speech recognition, 503

Speed-density method, air mass measurement, 173–175
Speed sensor, 353–356, 355f
Spread spectrum

CDMA, 483, 485, 489–490
frequency-hopping, 489–490
technique, 483, 489–490

Sprung mass, 377–379, 384
dynamic models, 388

forces acting on, 380, 382

in frequency region, 384

RMS value, 391

Star topology, 474, 475f

State variable formulation of models, 608–610
Status register, CPU, 98–99, 98f
Steady-state operating motor speed, 336

Steady-state sinusoidal (SSS) frequency response of system,

606–608
Steering coefficient, 526

Steering control system, 586–588
Steering doublet, 576

Stepper motor, 9, 268, 289–290, 583
Stepper motor-based actuator, 356–357, 360–362, 361f
Stimulated emission, 34

Strain gauge MAP sensor, 191–194
Strut damping, 391, 394–395, 394f
Summing mode amplifier, 56–66, 56f
Sun gear, 326–327
Suspension system, 377–397, 378f, 380f
active, 379

classes of, 378–379
configuration, 397, 397f

electronic steering control, 398–401, 399–401f
normal force variation vs. frequency, 383f, 384

parameters, 392t

purpose of, 377–378
QCM, 387, 387f, 389
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Suspension system (Continued)

second-order differential equation, 382

semiactive, 378–379
strut damping, 391, 394–395, 394f
variable damping via variable strut fluid viscosity, 395–396
variable spring rate, 396–397

Synchronous counter, 83f

register circuits, 83–84, 84f

T
TC. See Turbocharger (TC)

TDM. See Time-domain multiplexing (TDM)

TDMA. See Time-division multiplexing access (TDMA)

Temperature-compensating resistance, 189

Temperature sensors, 213

Thermistor, 452

Thin-film-transistor liquid-crystal display (TFT-LCD),

423–424, 429, 434–435
Three-way catalyst (TWC), 162–164, 163f
Throttle actuator, 356–359, 358f
Throttle angle sensor, 211–213
Throttle body fuel injectors (TBFIs), 277–278
Throttle position sensor (TPS), 185

Time-division multiplexing access (TDMA), 17, 476, 483

Time-domain multiplexing (TDM), 65, 415

Timed sequential port fuel injection (TSPFI), 278

Timer circuit, 80–82, 80f
Timing master, 480–481
Timing sensor, for ignition and fuel delivery, 204–205
Tire pressure monitoring system (TPWS), 522–523, 524f
Tire slip

angle, 528–529
controller, 377

Top dead center (TDC), 194, 255

Torque

engine performance, 150–152, 151–152f
restoring, 398–399, 582–583

Torque converter (TC), 327

lock-up control, 329

Torque-converter-locking clutch (TCC), 329

Touch screen, 443–447, 444–445f
TPWS. See Tire pressure monitoring system (TPWS)

Traction control, 329–331
Transceiver circuit

CAN, 470f

FlexRay IVN, 477–478, 477–478f
Transfer function

APPS, 578

closed-loop, 353

control block, 578, 586

definition, 389

discrete-time control system, 352

forward-path, 578

frequency response, 389, 390f

galvanometer, 422–423
plant for zero disturbance, 347

relating braking force to pitch angle, 382

for roll dynamics, 385

z-operational, 352

Transflexive LCD, 429

Transistor, 37–45. See also Field-effect transistor (FET)

base-emitter junction of, 39

bipolar, 38

field-effect, 45–47, 46f
NPN, 37

amplifier circuit, 38f

PNP, 37

schematic symbols, 37, 38f

Transmit/receive (TR) switch, 516–517
Trigger pulse, 445–446
Trilateration process, 494–495, 498–500
Trip information system, 457–460, 458f
Turbine shaft, 303

Turbocharger (TC), 302–306
closed-loop control system, 305–306
configuration, 303–304, 304f
first-order model, 305

subsystem, 306f

waste gate, 305

TWC. See Three-way catalyst (TWC)

Twisted nematic liquid crystal, 426

Two-phase induction motor, 263–266
Typical coolant sensor, 214

U
Understeer coefficient. See Steering coefficient

Unsprung mass, 377–379
dynamic models, 388

for low damping, 384

V
Vacuum-fluorescent display (VFD), 429–431

brightness control range for, 431f

configuration, 430f

Vacuum-operated actuator, 357, 362–364, 363f
throttle actuator, 358f, 364

Valence band, 26

Valve system, on volumetric efficiency, 175–176
Variable reluctance sensor, 201, 202f

equivalent circuit for, 202–203, 203f
Variable spring rate, 396–397
Variable valve phasing (VVP), 10, 148, 296

Bode plot, 299, 299f

configuration, 298
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discrete-time model, 299

dynamic response, 298

mechanism, 255, 257–258
physical configuration, 297, 297f

PID control law, 298

Variable valve timing (VVT), 10, 175, 254–258
control, 296–301

Vehicle communication, 461–462
GPS, 493–503

control configuration, 501f

error feet vs. time, 500f

pseudorange model, 493–497, 500–501
structure, 500–503
vehicle position, 499f

IVN, 462–464, 463f
CAN, 464–472, 466f, 468–470f, 473f
FlexRay, 474–478, 475–478f
local interconnect network, 472–474, 473f
MOST, 478–481, 479–480f

QPSR, 487–488, 487f
satellite, 490–493
vehicle-to-cellular infrastructure, 482–486, 484f, 486f
vehicle to infrastructure communication, 481–482, 503–504
wireless communications, short-range, 488–490

Vehicle dynamic motion, 343–344, 349, 378, 387
Vehicle motion control, 343–344
antilock braking system, 368–377, 368f, 370–372f, 374f, 376f
cruise control

advanced, 364–368, 365f, 367f
analog configuration, 363f

block diagram, 348f

configuration, 347f

digital, 351–353, 351f, 354f, 359f
hardware implementation issues, 354–356, 355–356f
speed performance, 350f

stepper motor-based actuator electronics, 360–362, 361f
throttle actuator, 356–359, 358f
vacuum-operated actuator, 362–364, 363f

electronic suspension system, 377–397, 378f, 380f
active, 379

classes of, 378–379
configuration, 397, 397f

electronic steering control, 398–401, 399–401f
normal force variation vs. frequency, 383f, 384

parameters, 392t

purpose of, 377–378
QCM, 387, 387f, 389

second-order differential equation, 382

semiactive, 378–379
strut damping, 391, 394–395, 394f
variable damping via variable strut fluid viscosity, 395–396
variable spring rate, 396–397

four-wheel steering, 401–408, 402f, 407f
Vehicle speed, measurement, 456–457, 456f
Vehicle status sensors, 412–413
Vehicle-to-cellular infrastructure, 482–486, 484f, 486f
Vehicle to infrastructure communication, 481–482
safety aspects of, 503–504

Vehicle to infrastructure (V2I/V2X) communication, 592–593
Vehicle-to-satellite infrastructure, 482

Vehicle-to-vehicle (V2V) communication system, 592–593
VFD. See Vacuum-fluorescent display (VFD)

Video communication, 482

Vision sensors, 581

VVT. See Variable valve timing (VVT)

W
Walsh code, 483, 485

Waste gate, 305

Wheatstone bridge, 191–192, 193f
Wide open throttle (WOT), 328–329
Wireless communication, short-range, 488–490

X
XOR, 484

circuit equivalent of, 484, 484f

Y
Yaw, 343

rate, 524–527, 530

Z
ZCD. See Zero-crossing detector (ZCD)

Zener diode, 29, 30f

Zero-crossing detector (ZCD), 58, 81f, 567

Zero-order hold (ZOH), 298

circuit, 60–64, 63f
Zirconium dioxide (ZrO2), 215–216
ZOH. See Zero-order hold (ZOH)

Z-transform, 642

elementary properties of, 642–643
inverse, 643, 645
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