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This first chapter is intended to present an overview of the topics covered in the eighth edition of
Understanding Automotive Electronics. The primary goal here is to explain the organization of the
topics covered and to identify the chapter in which each of the subjects, including electronic systems,
subsystems, and individual components, and their associated technically detailed theory are presented.
For certain readers, there are some subjects that are redundant to their backgrounds. Therefore, it is one
of the goals of this chapter to provide the book content in such a way as to permit each reader to select
those chapters of individual interest and to be aware that much of the basic theory is presented in the
appendices.

The first six editions of this book were written at a qualitative level in which automotive electronics
was explained with minimal mathematics. However, beginning with the seventh edition, this book es-
sentially was written from an engineering perspective that requires analytic models for automotive
components and/or subsystems. This edition is an extension of the seventh edition. Topics have been
updated with respect to automotive electronic technology, a field that has been evolving rapidly over
the past few years. Although this is a major shift in perspective, qualitative discussions of the various
topics are included for readers without the requisite mathematical background.

Understanding Automotive Electronics. http://dx.doi.org/10.1016/B978-0-12-810434-7.00001-6 1
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2 CHAPTER 1 OVERVIEW

The seventh edition begins with two chapters that provide a review of the basics of system theory,
with the first chapter devoted to continuous time and the second to discrete-time system theory. The
discrete-time system theory is applicable to digital electronics that is widely used in present-day au-
tomotive electronics. Reader feedback indicated that only a subset of readers find the review of system
theory necessary to follow the detailed analysis of modern automotive electronic subsystems/compo-
nents. Therefore, the review of system theory found in Chapter 1 and Chapter 2 in the seventh edition
have been moved to Appendices A and B in this edition, where they are available to any reader for
whom this material is helpful. Whenever a topic involves modeling or analysis based on system theory,
reference is made to the appropriate section of the relevant appendix. In addition to some reorganiza-
tion of the material from the seventh edition, new material has been added to technically update the
eighth edition.

CHAPTER 2

Chapter 2 deals with semiconductor-based electronic components. It begins with a discussion of the
fundamentals of current flow in these materials and is followed by an explanation of the fundamental
active components (e.g., diodes, bipolar transistors, and field-effect transistors (FETs)). The chapter
includes a qualitative description of the operation of all active devices and the presentation of an
analytic model for each device. Specific examples of circuit applications also are presented, including
an exemplary circuit diagram and an analysis of circuit operation. A qualitative discussion of active
element operation in each circuit example also is presented. This is followed by a discussion of circuits
formed from numerous active electronic components (e.g., transistors) that function together to achieve
a specific circuit operation. These groupings of components not only are commercially available as
integrated circuits, but also form subsections of larger integrated circuits that include microprocessors
and other important building blocks in modern automotive electronics.

It is assumed that engineering readers are familiar with the three ordinary circuit components that
frequently are part of a larger circuit employing electronic (primarily solid-state) devices. These com-
ponents include resistors, capacitors, and inductors. Readers who are familiar with these components
can skip the next section, which develops simple models for these components.

RESISTOR

A resistor is a two-terminal circuit component having a linearly proportional relationship between
the voltage v between the terminals and the current i passing through the resistor. Fig. 1.1 gives the
circuit symbol for an idealized resistor.

For an ordinary resistor, the voltage/current model is given by

v=Ri

where R =resistance of the resistor
The two parameters that are key in selecting a resistor for a circuit application are its resistance R
and its maximum power rating.
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Circuit symbol

FIG. 1.1 Resister circuit symbol and model.

CAPACITOR

A capacitor is a two-terminal circuit component that consists of a pair of conducting electrodes (each
one connected to one of the two terminal wire leads) that are separated by an electrically insulating
material. Fig. 1.2 depicts a simple representative configuration of a capacitor and its circuit symbol.

Whenever a capacitor is incorporated in a circuit, any current i(z) flowing through it accumulates an
electric charge Q on the electrodes positive on one and negative on the other as depicted in

The voltage between the two terminals v is related to the charge Q for a linear capacitor by the
following

0=Cv

where C = capacitance of the capacitor.
A related circuit model for the voltage and current can be found by differentiating the voltage
charge equation with respect to time:

oY
T
This model will be used throughout the book for any linear capacitor that is part of an electronic circuit.

Conducting
electrodes

e i
AT PR Ry

(0]

Simplified Circuit symbol
configuration
illustration

FIG. 1.2 Simplified capacitor configuration and circuit symbol.
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INDUCTOR

An inductor is a two-terminal circuit component that is normally formed by a coil of wire wrapped
around a magnetic material the nature of which is explained in Chapter 5 in association with the par-
ticular inductor being discussed. An example physical configuration of one type of inductor and its
circuit symbol are depicted in Fig. 1.3.

In this example, the magnetic material is in the form of a closed-loop type structure that provides a
path for a magnetic field H that is proportional to the current i. The motivation for having a closed-loop
path is explained in Chapter 5 with respect to magnetic field theory in the discussion of certain vehic-
ular electric components. The influence of magnetic field on the circuit properties is explained for
many of the inductors described in the book. The circuit model for a linear inductor is given by

di
v=L—
dt
where L =inductance of the inductor. This model is used in this book multiple times in modeling elec-
tronic circuits that incorporate an inductor.

It is important to point out that the example circuits presented in the book are not those found in any
production vehicle. The specific circuits employed in automotive electronic systems are very often
proprietary to the OEM. To avoid any violation of OEM intellectual property, the exemplary circuits
are taken from the public domain or are created to explain the operation of an automotive electronic
system from design experience and other knowledge sources. Moreover, the detailed circuits employed
in automotive electronic systems vary among the multiple automotive OEMs. Typically, the example
circuits are a highly simplified version of a circuit that could potentially be found in an existing
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Circuit symbol

Example configuration
FIG. 1.3 Inductor configuration and circuit symbol.
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vehicular system. The level of complexity of the example circuits is consistent with the level of com-
plexity of systems being discussed in this book.

On the other hand, the exemplary circuits presented in association with the implementation of an
automotive electronic system would perform the electronic task required by the circuit for the partic-
ular system to perform the intended task. The same issue of avoiding intellectual property rights for
circuits applies to the systems or subsystems themselves. The examples of various automotive
electronic systems are synthesized from design/analysis experience and provide support for explaining
how a given system operates without taking the examples from an actual system used by any OEM.

The integrated circuits discussed in Chapter 2 include both analog and digital devices. Although the
majority of automotive electronics are digital in nature, there are still a few analog circuits applied in
relatively limited cases. The digital circuits discussed in Chapter 2 represent some fundamental
building-block-type components that form the majority of the very large scale of integrated circuits
such as discussed in Chapter 3.

CHAPTER 3

The electronic devices discussed in Chapter 3 are called by the traditional term “microprocessors.” This
chapter explains the configuration of the fundamental architecture of the early microprocessors. How-
ever, this architecture also applies broadly to devices that are more properly termed microcontrollers.
The complexity of microprocessor/microcontroller integrated circuits has increased by many orders of
magnitude over the earliest such devices that were available at the time of writing the first edition of
this book. In addition to the discussion of the hardware aspects of these digital devices, there is an
explanation given of the instructions/program or software that controls their operation.

The earliest microprocessors used in automotive electronics were programmed in the languages that
were available at the time. Although various high-level computer languages were available, many of
the early automotive microprocessor/microcontroller (MPC)-based systems were programmed in a
language that was specific to each microprocessor and that was called an “assembly language.” At
the time of the writing of this eighth edition of the book, assembly language programming is no longer
used. When microprocessors were introduced into automotive electronic systems, the high-level
compiler-type languages typically resulted in far less computationally efficient programs for automo-
tive control systems than assembly language programs.

Programming today is done with very efficient and powerful high-level languages and development
systems (e.g., Autosar). However, for the purposes of explaining the operation of individual micropro-
cessor components/subsystems in relationship to software, exemplary assembly language program-
ming is presented in Chapter 3. This is done since each assembly language command controls the
operation of the most basic microprocessor components. In addition, many assembly language com-
mands can be represented in Boolean algebra statements. However, the high-level programming lan-
guages used to program contemporary automotive electronic systems also are discussed in Chapter 3
(primarily Autosar).

The development of a new vehicular electronics system involves several steps including system
hardware architecture. The MPC incorporated must have the necessary computational capacity and
speed for the maximum system performance requirements. All system input and output components
must be either selected from existing devices or designed to function at the required performance
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for the system. In addition, the interface electronics from the system controller to input/output also must
be chosen from existing circuits or designed to meet system performance requirements.

Once the system architecture or hardware configuration is developed, the software to control it must
be developed. Chapter 3 illustrates some of the basic MPC operations and presents assembly level com-
mands for a simplified understanding of the advanced contemporary software development. However,
before the actual software is written, the algorithms for controlling the system operation must be de-
veloped. Examples of such algorithm development are presented in Chapter 3 and other chapters that
explain the design theory and performance evaluation for the associated electronic system. The fun-
damental analytic procedures for algorithm development are presented in Appendices A and B.
One such approach to algorithm development involves analytic modeling of the vehicular system being
controlled by the MPC-based electronics. The performance of the system then can be evaluated via
computer simulation using advanced computational programs (e.g., MATLAB/SIMULINK).

The programs that are written to perform the algorithms are normally evaluated in a prototype sys-
tem. One of the traditional procedures for testing the performance of the system is to build a prototype
system using a portable computer that can emulate the intended MPC in a prototype. Software revisions
are readily evaluated during the system development via experimental testing, typically on an automo-
tive test track. Once the necessary software has been developed, it can be placed in a “read-only mem-
ory” (ROM) that is part of the MPC-based electronics.

The packaging of the electronic system to be used in production vehicles can take one of several
forms. One such packaging form involves mounting individual integrated circuits and associated elec-
tronic components (e.g., resistors) on a printed circuit board. In an extreme case of packaging, the entire
system can be fabricated in a single integrated circuit owing to the capability of modern-day integrated
circuit fabrication with very high density of circuit elements.

The chapters from four to the end of the book discuss the application of electronics to the major
physical/mechanical vehicular components. Essentially, all vehicles consist of basic components in-
cluding body, suspension, steering, powertrain, braking, and lighting. In contemporary vehicles,
electronics are incorporated in all of these major components. Typically, the first of the components
to incorporate electronic controls was the engine portion of the powertrain. The powertrain itself
consists of the engine, transmission, and wheel drive mechanism (e.g., differential).

In addition to explanation of the MPC devices, Chapter 3 explains a complete vehicular computer
for performing the various control and measurement applications. In essence, a digital system used for
control applications is a form of a special-purpose computer as distinguished from a general-purpose
computer (e.g., a laptop) with primarily human inputs and providing human user-type outputs. The
special-purpose computer discussed in Chapter 3 has inputs from electronic measuring devices
(sensors) and/or switches that are activated by the vehicle itself. It also has output signals that operate
electromechanical devices (actuators) or control applications or display devices for measurements that
are to be read by the vehicle driver.

An MPC-based vehicular electronic control or instrumentation system is itself controlled by a
stored program. The complete assembly of programs for control of the system is stored in a ROM.
(Chapter 2 presents some exemplary traditional circuits and explained their operation for implemen-
tation of digital memory, e.g., ROM.) Chapter 3 presents exemplary block diagrams for MPC-based
electronic systems. These block diagrams are simplified versions that are actually representative of
earlier configurations such that the basic steps involved in applications of vehicular computers can
more readily be explained than with reference to present-day systems.
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Algorithms are presented for some of the operations to be performed by a vehicular computer.
These include digital filters and representative digital control algorithms for closed-loop feedback
control with proportional (P), proportional-integral (PI), and proportional-integral-differential
(PID) control laws. Reference is made in Chapter 3 to the theory of operation of such control systems
in either Appendix A or B. Another important control law discussed in Chapter 3 that has a vehicular
application is a so-called limit-cycle control. As explained in Chapter 3, this control is a switched
(on-off) control in which the actuator is switched on or off depending on the relationship between
an input variable and switching level values. Other functions that are used in vehicular systems such
as table-lookup interpolation of stored data from measurements of vehicular variables also are
explained in this chapter.

The actual programming of the complete set of algorithms and all logic operations required to op-
erate the electronic system is done in present-day development with advanced software development
such as Autosar. Chapter 3 describes Autosar at the level appropriate for vehicular applications. A full
description of such a computer language is a broad topic that is covered in other publications at the
detailed level required by a programmer who is learning to use this programming capability.

CHAPTER 4

Chapter 4 presents the first vehicular system controlled by electronics—that of engine control.
Although the engine is only a part of the vehicle powertrain, it is the prime mover. It is consistent with
previous editions of this book to discuss this subject separately. This application of electronic control
was the beginning of the adoption of electronic systems for controlling various vehicular systems. The
motivation for the introduction of electronics for engine control was the governmental regulations of
exhaust emissions of three exhaust gas constituents and the long-term requirement to meet the emission
standards as explained in this chapter.

Qualitative explanations are given of the fundamentals of electronic engine control and analytic
models and performance evaluation. However, this chapter is not intended to present the practical
aspects of modern powertrain control; that is presented in Chapter 6.

This chapter also explains the influence of engine control variables and environmental and
vehicular parameters on emissions of the regulated gases. The combination of catalytic converter in
conjunction with electronic controls in meeting the regulation standards is explained in this chapter.

Chapter 4 is devoted solely to explaining the basic concepts involved in controlling emissions for
various operating conditions. It presents a simplified version of an electronic engine control system
with specific examples. It presents models of the engine performance and exhaust emissions and uses
them to construct exemplary control laws. The engine analytic models presented in this chapter are
dynamic models that can lead to an understanding of the exemplary control laws. For example, a
hypothetical idle speed control (ISC) system is developed using the system theory concepts reviewed
in Appendices A and B. In addition, however, a qualitative description of all topics covered is presented
for readers who do not have the mathematical background.

The explanation of analytic modeling and analysis of an entire practical powertrain control system is
given in Chapter 6 following the necessary discussion of the sensors and actuators that are involved in the
electronic control of all vehicular systems. Reference is made to the electronic-engine-control-related
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sensors and actuators. This organization of subject matter, in which the basics of electronic engine
control are separate from the modeling and analysis of contemporary powertrain control, simplifies
the explanation of the latter.

CHAPTER 5

Chapter 5 discusses sensors and actuators and provides a single location in the book for presenting
the explanation modeling and performance analysis of these critically important components. Every
electronic control system employed in vehicles fundamentally requires one or more sensor(s) and
actuator(s). The subsequent chapters in this book that discuss electronic control systems for such
systems (powertrain, braking, steering, and suspension) all make reference to the appropriate set of
sensor(s) and actuator(s) presented here. This chapter is divided arbitrarily into two major sections:
(1) sensors and (2) actuators.

SENSORS

The section on sensors begins with a discussion of engine-control-related sensors. A subset of these
sensors has application only in engine control (e.g., exhaust gas oxygen and knock sensors). Other
sensors that are presented with respect to the engine control application have applications in controlling
other vehicular systems. These include, for example, sensors for measuring angular position and
sensors for measuring pressure. It is simple to explain and model such sensors with respect to a single
application. In Chapter 5, this application is engine-control-related.

The application in measuring the relevant variable in a system other than the exemplary system
associated with sensor models and analysis given in Chapter 5 typically involves changing the
materials used, the component parameters, the physical shape/geometry and the fabrication methods
from the Chapter 5 examples. However, when such sensors are used in nonengine systems, the model-
ing and explanation of operation are sufficiently covered by the Chapter 5 descriptions. The detailed
theory of the operation of the sensor in these nonengine-control-related applications is described in the
associated chapter. The analytic model of the sensor also is presented in the relevant chapter based on
its discussion in Chapter 5.

In developing an analytic model for a given sensor, the basic physics involved in its operation is
discussed. In certain cases, the physics can only be modeled by reviewing the theory involved. For
example, the modeling of a sensor that uses a magnetic field is explained by reviewing a few basic
concepts and models from electromagnetic field theory. Many of the sensor applications are used
in measuring time-varying variables at rates that require dynamic models. In some sensor models,
the important output model involves an equivalent circuit including, for example, inductance or capac-
itance models. It is assumed that such devices are familiar for readers with an engineering background,
and an equivalent circuit analysis is readily understandable. For nonengineering readers, the qualitative
explanation should (hopefully) be sufficient for an understanding of the sensor operation.

Also included are a number of sensors that do not have engine-control-related applications. For
example, there is discussion of a solid-state angular-rate sensor and an acceleration sensor, both of
which have applications in vehicle motion control (e.g., enhanced vehicle stability, EVS). Another
example is a vehicle-heading sensor (relative to true or magnetic north).
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In addition, Chapter 5 presents sensors that actually are electronic subsystems. These include radar
and lidar systems and optical image sensors (e.g., electronic camera). These subsystems have applica-
tion in vehicle safety (e.g., blind spot detection and automatic braking systems that are part of advanced
vehicle safety systems). The radar sensor has the capability of measuring range from an antenna to an
object and the relative speed between the antenna and the object. An electronic camera consists of a
lens system and an array of light sensors that can provide the data from which an image of an object
within the field of view can be sensed and identified via image processing software. A detailed
explanation and model for electronic cameras is given in this chapter.

ACTUATORS

The actuator section of Chapter 5 also begins with devices based on engine control applications. For
example, the solenoid is an electromagnetic device having many engine control applications (e.g., sup-
plying precise amounts of fuel to the engine in the form of a fuel injector). However, a solenoid can
provide the basis for operating a valve that regulates fluid flow and/or pressure. Such a solenoid-
operated valve has many applications in vehicle motion control (e.g., brakes). The models and
explanations of solenoids presented in Chapter 5 pertain to all applications discussed in this book.

Another electromagnetic actuator with engine control applications is the ignition coil. The ignition
coil generates the relatively high voltage required to create a spark at the electrodes of a spark plug for
gasoline-fueled engines. As explained in Chapter 4, the spark ignites the fuel/air mixture in the engine
combustion chamber at the optimum time in the engine cycle.

Another important electromagnetic actuator is an electric motor. Electric motors have a wide range
of applications from side view mirror adjustment or seat position adjustment to providing the drive
torque and power necessary to propel a hybrid/electric vehicle. This important application of motors
is discussed in the chapter on powertrain control. Chapter 5 explains electric motor operation qualita-
tively, but the major discussion is on the theory of operation. Analytic models are developed for
different motor types and are used for performance analysis of these motors. In order to develop these
analytic models, there is a brief review of appropriate portions of electromagnetic field theory.

The analytic models for the motors include calculation of the motor torque and power for a given
electric source. In addition, circuit models are presented that relate performance to the excitation that is
created in the drive circuit, which in turn is operated by the motor controller. The latter subjects are
explained in the chapter on powertrain control.

The motors discussed in Chapter 5 include single and polyphase induction motors, with models of
the torque produced vs. speed for specific excitation currents. The means of controlling these motors
are explained, and the model for the relationship between the motor rotational speed vs. applied current
and torque load is developed.

The “brushless DC motor” also is examined. The rotor in this type of motor rotates synchronously
with the frequency of excitation. Control of such a motor via generation of an excitation at a frequency
corresponding to the desired motor rotation speed is accomplished by the digital motor control system
in combination with power electronic circuit components. Both the qualitative explanation of brushless
DC motors and analytic models and performance analysis are presented.

The type of motor known as a stepper motor also is presented. These motors advance angularly
in single steps for pulses of excitation current, one angular step per excitation pulse. Their theory
of operation and applications are examined.
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CHAPTER 6

Chapter 6 is devoted to the entire vehicular powertrain including the traditional engine transmission
drive axle coupling for a conventional vehicle. This chapter also presents a discussion of hybrid/electric
vehicles. The chapter begins with a description of digital control electronics both qualitatively and
quantitatively. This portion of the chapter is an extension of the basic concepts of electronic engine
control introduced in Chapter 4. The discussion here concerns practical digital engine control electron-
ics. In addition to the qualitative explanation, analytic models are developed for the control system with
references to the basic discrete-time system theory of Appendix B.

Various control laws are presented for control of exhaust emissions and fuel economy. The goals of
the engine control are to meet or exceed government regulations for emissions of the gases explained in
Chapter 4 while optimizing important performance of the engine including fuel economy.

One of the benefits of digital control is its ability to compensate for various engine-operating modes
including start-up, warm-up, acceleration, deceleration, and cruise as well as environmental parameters
(e.g., ambient air pressure and temperature). The practical digital electronic engine control is capable of
being adaptive to changes in vehicle parameters that can occur, for example, with vehicle age. As
explained in Chapter 4, the vehicle must meet or exceed emission requirements for a specified number
of miles driven. The digital engine control can assure engine emission performance for the specific
period by being an adaptive control system and is explained here.

One of the design features of contemporary engines is variable valve timing (VVT) which also is
called variable value phasing (VVP) and which can optimize a parameter called volumetric efficiency
(see Chapter 4). The improvement in engine performance (while meeting emission requirements)
through use of VVT/VVP is explained here, though the mechanism for implementing VVP is explained
in Chapter 5 along with the associated actuator. The control subsystem for VVP is explained, and
relevant analytic models are developed. The dynamic response characteristics of a VVP system are
important for relatively rapid changes in RPM. The VVP models in this chapter are dynamic and
are used in an analysis of the system dynamic performance.

Another subsystem of electronic engine control is idle speed control (ISC). There are vehicle-
operating conditions under which ISC can maintain engine operation with minimum fuel consumption
atidle (i.e., lowest operating) RPM. For example, if the vehicle is stopped by operator choice or traffic
control, to avoid having to restart the engine, it is operated under control of the digital engine control
system at a predetermined idle speed. In addition, a vehicle traveling downhill might require no engine
power to maintain desired speed. In this case, the digital engine control maintains idle speed. The
theory of operation of the ISC subsystem of the digital engine control is explained, and analytic models
are developed for the described configuration. In addition, performance analysis of the ISC subsystem
shows that the ISC is an adaptive control.

It is important to note that as of the time of this writing, there are vehicles for which the ISC is not
alone in reducing fuel consumption for a stopped vehicle. Improvements in engine starting systems
have permitted the engine to be shut off if the vehicle is stopped for a sufficiently long time. Reappli-
cation of the throttle by the driver causes essentially an instantaneous engine start such that acceleration
can occur relatively quickly. However, the ISC can maintain idle RPM for the short interval until the
engine is shut off automatically. Vehicles with this feature can have significant reductions in overall
fuel consumption, particularly those operated in heavy traffic urban environments. This automatic
engine start/stop feature is commonly used in hybrid vehicles.
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This chapter also explains electronic control of ignition that involves controlling the so-called ig-
nition timing. Ignition timing refers to the angular position of the crankshaft relative to top dead center
(TDC) that is the crankshaft angular position at which the piston is at the exact top of the compression
stroke (also discussed in Chapter 4). Chapter 6 also gives a qualitative explanation and a partial analytic
model for a closed-loop automatic ignition control system.

Explanation of the electronic control of the transmission (automatic) portion of the powertrain and
the mechanical coupling from the transmission to the drive wheel axles (e.g., differential) are included
in this chapter. There is a brief review of the mechanical components with illustrations. A qualitative
explanation and analytic models of these components (including the torque converter) are presented.
The gear ratio selection method, including the actuators involved for electronic control, is explained,
as are the torque converter lockup methods mechanisms and actuators in the context of electronically
controlled automatic transmissions.

A major portion of Chapter 6 is devoted to hybrid electric vehicles (HEVs). This section begins with
a description of the physical configurations of two major categories of HEV that are known, respec-
tively, as series or parallel HEVs. This explanation includes block diagrams of the two types of HEV
and an explanation of their operation. Analytic models are developed for the electric portion of the
HEV powertrain based on the discussion of electric motors in Chapter 5.

Performance analysis is derived from these analytic models. The performance analysis leads to an
explanation of the control of an HEV. This control has many functions including the selection of the
mechanical power source of the IC engine or the electric motor. The process by which energy is con-
served during deceleration or braking involves converting the electric motor to a generator and storing
the output electric power produced by the generator in a vehicle battery. In this section of Chapter 6,
there is an explanation of the mechanisms by which the HEV achieves superior fuel economy compared
to an IC engine only powered vehicle of comparable size and weight.

The performance analytic models relate the electric motor torque and power to this excitation.
A representative HEV powered by an induction motor is explained via the analytic models and the elec-
tric excitation voltage. During electric motor propulsion operation of an HEV (with the engine off), the
electric power comes from the vehicular storage batteries. The voltage level of these batteries is
approximately constant and not compatible with the a-c voltages required to operate the drive electric
motor. Chapter 6 explains the mechanism for generating the motor excitation voltages required for
operating the motor at the power and speed required for any given vehicle-operating condition. Exem-
plary circuit diagrams and/or block diagrams for the voltage conversion in an HEV are presented here.

Chapter 6 concludes with a discussion of a purely electric vehicle (EV). Such a vehicle has some
components found in an HEV, but it has no IC engine. Reference is made to the similar components
found in an HEV.

CHAPTER 7

Chapter 7 discusses vehicle dynamic motion and the electronic control of this motion in terms of
various subsystems. The chapter begins with a description of vehicle dynamic motion relative to a
coordinate system that is fixed with respect to the earth. The subsystems involved in motion control
include advanced cruise control, antilock braking systems, electronic suspension, electronic steering
control, and traction control.
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Some of the components of the subsystems discussed in Chapter 7 are used in subsystems described
and explained in other chapters. For example, automatic braking control of individual wheels that is
part of the antilock brake system is used in an enhanced stability system that is explained in Chapter 10
concerning vehicle/occupant safety. Although antilock braking is also vehicle safety-related and could
potentially have been explained in Chapter 10, it is placed in Chapter 7 because it is primarily used for
optimal braking.

The initial cruise control system discussed here is a traditional system that is designed to maintain a
constant speed set for the vehicle by the driver. In cruise control, the engine throttle setting (for
gasoline-fueled vehicles) is regulated by the cruise control system rather than by driver-controlled
accelerator pedal.

Discussion of this subject begins with an analytic model of the vehicle forces that must be matched
by the drive wheel torque/road force to maintain vehicle speed. These forces include tire rolling resis-
tance, aerodynamic drag, and gravitational forces applied to the vehicle when it is traveling over a road
that is not purely horizontal. The forces applied at the drive wheel are modeled in a simplified linear
model for the purpose of presenting exemplary performance of a cruise control system. The basic con-
cept of such a system is presented first in an analog (continuous-time) set of models. The performance
of this simplified cruise control in terms of vehicle speed response to road slope discontinuities is de-
termined from the models with various control laws.

Next, Chapter 7 explains the operation of a contemporary (essentially practical) representative dig-
ital control system. Discrete-time analytic models for the vehicle are developed from the continuous-
time models using methods explained in Appendix B. Similarly, discrete-time models are developed
for the closed-loop control system that, in practice, is implemented in a vehicle digital control system.
References are made to discrete-time control theory in Appendix B. The performance analysis of the
exemplary digital cruise control in response to a change in set point speed is given in this section.

One of the drawbacks of cruise control in which vehicle speed is regulated by throttle position
occurs when the vehicle is traveling along a downward sloping road (e.g., on mountain roads). The
minimum power from the engine is produced when the throttle is closed. In some instances of travel
along a downward sloping road, the various vehicle friction forces are inadequate to maintain vehicle
speed in the presence of an accelerating gravitational force.

This limitation is overcome in an advanced cruise control system that is explained in this chapter.
An advanced cruise control system incorporates automatic braking for those operating conditions in
which the vehicle would accelerate with the throttle closed. The configuration for such an advanced
cruise control, an explanation of its operation, and analytic models all are presented in this chapter.

Chapter 7 also discusses components in the form of sensors and actuators used in cruise control.
Analytic models are developed for these components that are included in the system models. Potential
performance limitations of the system imposed by sensors and actuators are reviewed with methods of
overcoming them. In addition, block diagrams are presented for representative cruise control systems
that support the relevant system models.

Significant advances have been made in modern vehicle speed control systems that include auto-
matic braking for collision avoidance. These advances are presented in Chapter 10, which is devoted
to vehicle safety issues. It is possible to incorporate safety-motivated automatic braking as part of a
vehicle motion control system that performs the cruise control function as one of its capabilities.
The choice to discuss this level of speed control (or advanced cruise control) in Chapter 10 was based
on the overall safety motivation for incorporating such systems in contemporary vehicles.
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Another major vehicle subsystem discussed in this chapter is antilock braking (ABS). Significant
improvement in vehicle braking in low tire/road friction (e.g., on ice) is achieved through the use of
ABS. The discussion of ABS begins with a brief review of brake systems and their operation. The issues
involved in reduced braking effectiveness (due to low road/tire friction) and how ABS can greatly im-
prove braking with normal driver input while maintaining steering control are explained. The operation
of ABS is explained in terms of automatic control of brake pressure for hydraulic brakes.

Analytic models are developed for the relationship between tire/road friction and variables related
to vehicle motion. These models show the influence of road surface condition (i.e., dry vs. wet or ice
covered) and the friction force component associated with vehicle deceleration. In addition, the friction
model for lateral forces involved in steering and lateral stability of the vehicle also is explained in this
chapter. This chapter explains the function of ABS in optimized braking and directional control for
relatively low-friction conditions.

Various portions of the ABS are used in other vehicle applications. These include traction control
and EVS. Traction control is discussed qualitatively in this chapter, but the EVS application fits better
into Chapter 10 because the analytic models involved are more related to those of Chapter 10, which is
concerned with safety-related vehicular electronics.

Chapter 7 also describes and explains the operation of an electronically controlled suspension
system in technical detail with respect to the motion of the vehicle along a road (or off-road) surface.
The suspension system has two major components: the sprung (car body) and the unsprung portion.

The two major performance issues for any suspension system are the so-called ride and vehicle
handling characteristics. Dynamic analytic models are developed for the vehicle motion with respect
to an earth-based inertial coordinate system as the vehicle moves over the earth surface. The models are
continuous-time second-order differential equations that are linearized to simplify the quantitative
suspension performance analyses. These equations are converted to transfer functions as explained
in Appendix A.

The road surface induces motions of the relevant variables that are random processes. The suspen-
sion system response to these random processes is readily obtained from the statistical representation of
the variables as inputs to the vehicle dynamic motion transfer functions. Using these models, the
performance analyses of the suspension system yields a relationship between important properties
and quantitative representation of both ride and handling and the parameters of the suspension system.
The suspension system analysis leads to a table of optimum values for suspension parameters.
However, improved ride performance often reduces vehicle handling characteristics and vice versa.

Included in this section is the presentation of an electronically controlled suspension in which the
control system can vary suspension parameters. Actuators for varying these parameters and the con-
figuration of a representative suspension control system are explained as are control strategies that can
optimize the ride/handling qualities in driving circumstances in which handling is the dominant issue
(e.g., cornering on rough roads). For such driving conditions, the representative control system changes
suspension parameters in the sense of safe handling. In general, safety dominates over smooth ride. The
control laws for such a suspension control system optimization choice are given. For example, when
handling is not an issue (e.g., traveling over a straight smooth road), the ride can be optimized. This type
of adaptive control law occurs in other electronically controlled vehicular subsystems.

Power steering also is presented in this chapter. Control for traditional power steering systems
occurred via a control valve connected to the steering shaft. In contemporary vehicles, control is
electronic. One of the earliest production vehicles to control steering electronically was a vehicle with
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four-wheel steering (4WS). For this type of vehicle, the front steering wheels are under driver control
(with some power steering boost). It is the rear wheels that also are steerable that are controlled
electronically.

Relatively, simple linear analytic models for a 4WS vehicle are in the form of state variable equa-
tions. Two different levels of vehicle dynamic motion are presented: the first is a relatively simple one
with minimal lateral dynamics that has a two-dimensional state vector; the second includes lateral dy-
namics and has a four-dimensional state vector. Analysis of vehicle motion with 4WS input is per-
formed for both levels of complexity. An example of the dynamic response of a given vehicle to a
lane change maneuver for 4WS in relation to conventional two-wheel steering is presented. This ex-
ample is based on the physical parameters of a representative passenger car.

The components of the 4WS example vehicle can be used in automatic steering that is electronically
controlled. Rather than introducing this topic in this chapter, it is presented in Chapter 12, which covers
autonomous vehicles. The subject of automatic steering is introduced in the discussion of automatic
parallel parking and lane tracking, which are commercially available at the time of this writing.

CHAPTER 8

Chapter 8 examines vehicular instrumentation. For many decades prior to the introduction of electron-
ics in vehicles, instrumentation was devoted solely to provide drivers with measurements of important
vehicular variables. These variables included vehicle speed, fuel quantity, engine oil pressure, and sta-
tus of vehicle electric systems and, for some vehicles, engine RPM. The traditional, preelectronic in-
strumentation involved components that were purely mechanical, hydraulic, and incorporated simple
electrical circuits. The variables were displayed on the instrument panel directly in front of the driver.

The fundamental components of an electronic instrumentation system/subsystem and the theory of
their operation are explained in Appendices A and B. These appendices give quantitative explanations
of instrumentation systems including algorithms (Appendix B) for accomplishing signal processing
operations in a digital electronic instrumentation system. These components include a sensor that gen-
erates on electrical output signal that has a precisely known relationship to the variable being measured
(ideally linear). Instrumentation of any form normally includes a display device capable of presenting
the measured value of the variable to the driver. However, in contemporary vehicles, many display
devices only provide a visual (and often audio) warning to the driver when the variable is out of limits,
and the vehicle requires either repair or possible addition of a fluid (e.g., engine oil). Another compo-
nent involved in electronic instrumentation is signal processing. The issues involved in signal proces-
sing and some implementation methods/devices for general electronic instrumentation also are
explained in Appendix A. In contemporary vehicles, signal processing is implemented digitally as
explained for discrete-time systems in Appendix B.

Chapter 8 deals with the specific signal processing for each example measurement discussed in
vehicle instrumentation. The explanation of vehicular instrumentation begins with single-variable
measurement systems. Later, the implementation of measurements of multiple variables via a single
digital system (e.g., special-purpose computer) is presented. In contemporary vehicles, data for instru-
mentation along with other systems are passed along a dedicated vehicle network called “in-vehicle
network” (IVN). The subject of an IVN is sufficiently important for various electronic systems that
it is discussed in the chapter on vehicular communications (Chapter 9) rather than in Chapter 8. For
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the purpose of explaining an instrumentation (IVN) network, references are made in Chapters 8 and to
the relevant portion of Chapter 9.

The use of a common instrumentation computer for signal processing of the signals from multiple
sensors to corresponding multiple displays is explained with respect to a block diagram. An example
list of sensors and switches for vehicle monitoring status is presented. It can be seen from this list that
many automotive instrumentation sensors are analog. The use of digital signal processing requires A/D
conversion (explained in Chapter 3). The instrumentation computer processes each signal sequentially.
The electronic mechanism for selecting one of N signals for processing (e.g., via multiplexing) also is
explained in this chapter. In addition, exemplary signal processing algorithms for a number of typical
signal processing operations are given quantitatively.

A major section of Chapter 8 is devoted to explaining vehicular display technology. It begins with
an explanation and analytic model for a traditional electromechanical display in the form of a galva-
nometer. Contemporary vehicles sometimes incorporate this type of display as a part of the
instrument panel.

Next, Chapter 8 discusses various electro-optic display devices based on a variety of materials and
device configurations and explains the fabrication of arrays of electro-optic elements such that displays
capable of depicting information in alphanumeric formats that can be fabricated. However, contempo-
rary vehicles use arrays that also are capable of presenting pictorial formats much like the display of
laptop computer or smartphone.

This modern picture capable display technology, however, follows a discussion of the various
electro-optic basic principles. The physical principles and theory of operation are explained for each
electro-optic technology. In addition, the analytic model relating the optical output for the electrical
input is developed for each type of display technology discussion. These technologies include light-
emitting diode (LED), liquid-crystal display (LCD), and vacuum fluorescent display (VFD). The elec-
trical mechanism for varying the display optical intensity as a function of ambient light levels is
explained in addition to the basic principles of the theory of the creation of display light levels.
The relative advantages/disadvantages of each of the electro-optic technologies also are discussed.

As mentioned above, electro-optic display technology has the capability of displaying pictorial in-
formation in what often is referred to as a “flat panel display” (FPD). Chapter 8 explains that the con-
figuration of an FPD is a two-dimensional array of individual electro-optic display elements (called
pixels). Each pixel is sufficiently small that an image created on the FPD has a relatively high reso-
lution. The creation of an image/picture superposed with alphanumeric data is accomplished by con-
trolling the excitation of light from each electro-optic pixel. The method of controlling the display is
explained in Chapter 8, along with a detailed explanation of its configuration. In addition, some ana-
lytic models are developed that yield a quantitative explanation of FPD technology. One important use
of the FPD is the display of electronic maps that change under control of an instrumentation computer
as the vehicle moves along its route. It is common place in contemporary vehicles to include a nav-
igation system based on ‘““global position satellites” (GPS). The FPD is capable of displaying the
GPS calculated vehicle position on the associated displayed map.

In addition, it is possible with present-day technology to have more than a single FPD type of dis-
play. However, the format for any additional FPD type display should always be designed to minimize
driver distraction. In aircraft applications, multiple FPD displays are termed “glass cockpits.”

Another major vehicular technology introduced relatively recently is touch screen (TS) capability
of an FPD which provides a user input to devices such as smartphones. Chapter 8 has a section that
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explains TS technology and its use in vehicular applications. Analytic models are developed for the
touch sensing technology and the way in which a user touching an FPD with TS capability provides
an input to the instrumentation system. It is further explained that a TS capable FPD is functionally
equivalent to a relatively large array of switches that would have to be built into the instrument panel
to give the driver the ability to control various systems on the vehicle.

The user input to the TS comes from the location on the screen where it is touched (e.g., by one or
more fingers). Chapter 8 explains the sensing mechanisms for detecting the contact point with the
screen. This explanation includes analytic models for the sensing circuitry and gives exemplary circuit
diagrams. The TS works in conjunction with the FPD that has symbols displayed that yield a specific
input when the location on the screen where the symbol appears is touched. The details of the TS
operation as instrumentation input are given here.

CHAPTER 9

Chapter 9 is concerned with vehicle communication systems both within the vehicle and with an ex-
ternal infrastructure (or potentially other vehicles). Communication systems in contemporary vehicles
perform critically important functions for the operation of the vehicle, for navigation, and for informa-
tion in addition to its more traditional role of entertainment (e.g., AM/FM radio). Communication
within the vehicle exists in the form of a digital network that is termed “in-vehicle network™ (IVN).
There are several IVN systems available having different data rates, protocols, and costs. Chapter 9
presents four of the most commonly used IVNs incorporated (or in late stages of development) in con-
temporary vehicles. The communication media for these IVNs include wires, coaxial cable, and optical
fibers. These IVNs are discussed in detail including a description of the physical layer and the protocol
for the communication format. It is further explained how data are sent between the various electronic
subsystems on board the vehicle. In-vehicle communication also is done using wireless medium.
Both the theory and the applications are discussed in this chapter. The IVNs discussed include the
“controller area network” (CAN), “flex ray,” “local interconnect,” (LIN) and “media-oriented systems
transport” (MOST).

There are several issues in any IVN including data exchange rate, capacity for a given message, and
system cost. Another issue is control of the network to assure access by any connected module, which
includes assigning priority to a module whenever more than one is attempting access simultaneous
(called “arbitration”). This chapter deals with this issue for each IVN and its protocol. Each IVN pro-
tocol in this chapter has a specific message format that is discussed.

The ability of IVNs to enhance the performance of a given vehicular system by incorporating data
from other subsystems is another issue. The ability of any subsystem to obtain data from another system
can expand the analytic model for the system, which often expands its operating envelope and can im-
prove precision and accuracy of the variable(s) being controlled.

Each of the IVNs discussed in Chapter 9 requires circuitry to transmit and receive data along the
network. Such circuitry is commonly referred to as a “transceiver.” The representative circuitry for
each IVN is presented and explained. Analytic models are developed for the operation of these circuits
along with corresponding qualitative explanations. Wave forms are presented showing the individual
signal models.
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Chapter 9 also discusses communication between the vehicle and an external infrastructure. An
example of this vehicle-to-infrastructure (V2I) communication is the global position system (GPS),
which already has been mentioned with respect to navigation such as involved with the FPD. GPS
operational theory is explained and detailed analytic models developed to assist this explanation.
The operation and computation involved with GPS are illustrated with a somewhat simplified geometry
for vehicle and satellites. However, the simplified geometry employed in this explanation of GPS
allows for an analytic model that presents all of the important theoretical and practical aspects of GPS.

Communications V2I also includes cell phones with both voice and text capability that are the same
as for normal cell phone use. The technology exists that provides a wireless connection from a cell
phone to the vehicle electronic system that provides the capability of hands free cell phone use.
The incoming vocal signal is sent to the vehicle loudspeaker such that the driver can listen to an in-
coming call without the necessity to hold the phone by hand. Depending on the system configuration,
the outgoing audio can be picked up either by the cell phone microphone or by one installed in the
vehicle audio electronics. Equally important to driving safety is the capability of the system to make
a phone connection (i.e., to dial a number) verbally.

The capability of a driver to verbally dial another telephone comes from advanced voice recognition
software. Again, depending on the system configuration, the voice recognition can be part either of the
cell phone or the vehicle digital electronics. The software for voice recognition has advanced to the
point that the driver can verbally compose and send a text message. The hardware for an in-vehicle
wireless link between cell phone (as well as other digital devices) and the vehicle is explained in this
chapter. However, the details of the software are beyond the scope of this book.

Chapter 9 does explain the theory of the operation of cell phone communication including its coding
schemes (e.g., CDMA and TDMA). In this chapter, the code division multiple access (CDMA) is
explained in detail with relevant analytic models. Detailed specific examples of coding are presented
to illustrate this sometimes complex process. This chapter also explains the modulation techniques used
in the cell phone radio link from the phone to the communication infrastructure. This explanation
includes example circuitry for modulation and demodulation with accompanying analytic models.
The modulation technique for cell phones minimizes the influence of variations in carrier signal
strength due to multipath propagation and cell phone motion.

Another multiple user scheme available for cell phones is the so-called “time domain multiple
access” (TDMA) technique. This technique involves assigning specific time slots within each cycle
of cell phone operation to a specific pair of users. This chapter explains and models TDMA.

In addition, the cell phone infrastructure is described and explained. This infrastructure, which provides
the link between each pair of users that are communicating, involves multiple fixed transceiver/antenna
stations (cell towers). It also has controlling systems that maintain the connection when one or both users
are moving. This is particularly important for users in vehicles that change from one cell tower to another.
A somewhat complex control is required to maintain a given connection and is described here.

Chapter 9 also discusses a short-range wireless link for connection of a subsystem/device to the
vehicle electronic systems. This wireless connection is called “Bluetooth” and involves a unique
method of maintaining connection that is called “frequency hopping” (FH). In this FH technique, there
are 79 possible carrier frequencies in the microwave portion of the electromagnetic spectrum. The
carrier frequency linking a pair of devices changes in a pseudorandom fashion from one of these 79
to another, the details of which are discussed here. Once paired in Bluetooth, the pair of devices
switches carrier frequencies synchronously to maintain the wireless connection.
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Also presented are other short-range wireless vehicle communication applications for the Bluetooth
system or equivalent. For example, it is possible to send vehicle maintenance stored data to a nearby
vehicle diagnostic system. There are several other potential applications for this wireless communica-
tion system mentioned in this chapter.

Still another V2I communication system is the so-called digital audio broadcasting (DAB). In one
DAB application, the broadcast is initialed at a satellite and is used primarily for entertainment. It is
used both for fixed and mobile receivers.

DAB incorporates a relatively complex multiple carrier link to receivers. This system is called “or-
thogonal frequency-division multiplexing” (OFDM). Chapter 9 presents a detailed explanation of
OFDM along with detailed analytic models. Also included in the explanation of OFDM are block di-
agrams and a few representative circuit diagrams. The OFDM uses discrete Fourier transforms and the
corresponding inverse discrete Fourier transforms based on the theory presented in Appendix B to
achieve the desired multiplexing of various channels being broadcast. Chapter 9 presents examples
of the OFDM use to aid in the understanding of this relatively complex process.

CHAPTER 10

Chapter 10 is devoted to vehicular electronic safety-related systems. These systems include means for
preventing or minimizing injuries to occupants in the event of a potentially damaging accident. In ad-
dition, this chapter discusses some relatively recent systems for preventing accidents.

Occupant protection systems include airbags that are an important supplement to seatbelts. This
chapter brings the discussion of airbags up to date. It explains the theory of operation of an airbag sys-
tem including a discussion of distinguishing an accident scenario requiring airbag deployment vs. other
abrupt motion inputs to the vehicle (e.g., driving over a large pothole).

Representative physical configurations are described qualitatively with illustrative figures. Block
diagrams for the associated electronic systems are presented along with analytic models for the various
components. These models are combined to result in a performance analysis for exemplary airbag sys-
tems. The importance of sensors and signal processing for detailing a crash scenario such that airbag
deployment is required is explained. Improper deployment of an airbag due to a noninjury-producing
incident can actually lead to an accident, since a deployed airbag can block temporarily the driver’s
forward view.

Chapter 10 begins with a brief review of the earliest airbag configurations to provide a reference for
the significant improvements in occupant safety that have occurred. Circuit diagrams and relatively
straightforward analytic models are presented for these early configurations. This chapter then pro-
gresses through the technological advances in both sensing and signal processing for proper crash de-
tection. Numerous exemplary algorithms are presented as well in this chapter.

The next safety-related topic covered in Chapter 10 is referred to as “blind spot detection” (BSD).
This section explains the problems faced by a driver with observations of the space around the vehicle
for all driving conditions. There are multiple technologies that assist the driver in detecting other ve-
hicles or objects that are not within the field of view. These technologies include radar, lidar, and elec-
tronic cameras. In addition, signal processing is explained for detecting objects that could potentially
cause an accident. Analytic models are derived for some of the calculations involved in BSD systems,
including image recognition. Some of the prominent BSD algorithms also are discussed in this chapter.
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Another safety-related topic discussed in Chapter 10 is “automatic collision avoidance systems”
(ACAS). ACAS is an extension of the sensing systems employed in BSD. Electronic monitoring of
the traffic/obstacle environment surrounding a CAS-equipped vehicle has signal processing that can
predict potential collisions as explained in this section of the chapter. This signal processing has
the capability to detect when a collision is imminent. If there is no driver action that can avoid the
collision, automatic collision avoidance takes action. One action taken by ACAS (when a frontal or
near-frontal collision is determined to be likely to occur by the signal processing) is automatic braking.
This system uses components of ABS to operate vehicle brakes. For some ACAS equipped vehicles,
seatbelt pretensioning is also automatically applied.

Chapter 10 develops analytic models to explain the mechanism by which the ACAS can determine
that a collision is imminent. These models include representative calculations that are made on the
sensor data. Additional models are given in this chapter for vehicle motion with automatic braking
in action.

In addition to automatic braking, there are collision avoidance systems that employ automatic steer-
ing. However, this applies to certain levels of autonomous vehicles, and this mechanism of collision
avoidance is discussed in Chapter 12. Only a brief reference to this topic is made in this chapter.

CHAPTER 11

Chapter 11 is devoted to the diagnosis of problems in vehicles via electronic systems or subsystems that
assist technicians in repairing vehicles. Electronic diagnostic capability exists in the vehicle electronic
systems themselves and in service-bay systems (e.g., at auto dealerships). From the earliest days of
digital control systems, the controlling computer has had some self-diagnostic capability. For such con-
trol systems, the corresponding fault code is stored in memory once a failure or malfunction is detected
by the system. The fault codes can be downloaded to a service-bay system for the purpose of diagnosing
vehicle system problems. Some representative fault codes are presented in this chapter to give exam-
ples of the nature of the type of component malfunctions that can be detected. These codes are part of an
SAE recommended practice that can standardize fault codes.

Chapter 11 illustrates representative diagnostic procedures that are followed by a service technician
using a service-bay diagnostic tool. This tool, that has a display similar to a computer, presents a se-
quence of steps to be followed by the technician in the form of flow charts, several examples of which
are presented in this chapter to illustrate the procedures for diagnosing a selected few component
malfunctions.

In addition to assisting the servicing of vehicles, there are governmental regulations requiring
vehicles to have certain self-diagnostic capabilities (called “on-board diagnostics” or OBD). OBD
requirements pertain to malfunctions that affect vehicle exhaust emissions. One such requirement dis-
cussed in this chapter is called misfire detection. Misfire refers to improper combustion that can result,
for example, from incorrect air/fuel (see Chapter 4) or possibly a failed spark plug. The EPA requires
that misfires be detected and that a warning message be displayed to the driver to have the powertrain
repaired when misfires exceed a specified threshold.

Chapter 11 presents a representative misfire detection method based on sensing and processing
crankshaft instantaneous angular speed fluctuation that results from a misfire. An analytic model
for crankshaft rotational dynamics upon which signal processing of the output of a sensor that measures
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crankshaft angular speed yields an indication of misfire. An explanation of this model-based misfire
detection includes, in addition to the model, the system block diagram, the signal processing algo-
rithms, and a criterion for setting the misfire diagnostic code. In addition, actual experimental results
of the performance of this system are presented to demonstrate its ability to meet the misfire detection
regulatory requirements.

Chapter 11 also presents a brief discussion of the use of certain aspects of artificial intelligence in
diagnosing vehicle system problems/malfunctions. One such aspect of artificial intelligence is the use
of a so-called expert system. This chapter explains how diagnostic procedures followed by a service
technician are based on the knowledge of recognized experts in the corresponding vehicle technology.

Finally, the chapter explains the procedures followed in developing an expert system for diagnosing
problems/malfunctions in vehicles. Once it is developed, the inputs to the system can consist of symp-
toms entered by a technician in addition to the set of fault codes. Representative examples of the use of
a vehicular expert system are presented illustrating how such a system would be used by technicians.

CHAPTER 12

Chapter 12 is devoted to autonomous vehicles that at the time of this writing are in a research and de-
velopment phase. The end goal of this development will be to have a vehicle that does not need a driver.
The autonomous vehicle will be controlled by a computer and various automatic subsystems. The chap-
ter begins with a summary of the actions taken by a driver that the computer must be capable of
undertaking.

Autonomous vehicles are classified in multiple levels depending on the amount of driver action
required. At the lowest level, a driver is required to observe the environment and make normal driving
decisions. At the highest level, no action is required by a driver, and the vehicle becomes entirely
driverless.

All of the vehicle automatic systems required for an autonomous vehicle are already developed.
Nearly all such systems are covered in previous chapters. An important automatic subsystem required
for an autonomous vehicle that is not covered in previous chapters is automatic steering.

Automatic steering is available in very limited form in some production vehicles. This existing au-
tomatic steering is of the form of automatic parallel parking and automatic lane tracking. Analytic
models for automatic steering (with parallel parking as an example) are developed, and hardware com-
ponents are described, including physical configurations and models that are explained in detail. In
addition, an example of the steering deflection is developed. A computer simulation of an exemplary
automatic parallel parking also is developed with the performance presented graphically.

Given the explanation of automatic steering, Chapter 12 presents a representative block diagram of
an autonomous vehicle. This block diagram depicts the automatic systems as blocks and presents a set
of sensors required. In addition to the sensors required to successfully control each automatic system, a
set of sensors is depicted that provide the data and information required for the complete system to
evaluate the environment surrounding the vehicle with a full 360 degrees field of view. These sensors
include the vehicular radar, lidar, and camera systems (with image identification software) that are dis-
cussed with respect to blind spot detection in Chapter 10. Any fully autonomous vehicle must have
detailed information on its surrounding environment that includes lane tracking and other vehicle
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and obstacle detection. Performance requirements of this sensor system for safe operation of an auton-
omous vehicle are presented.

In addition to sensing the environment, however, an autonomous vehicle must have software ca-
pable of evaluating this environment and making decisions similar to these performed by a human
driver. The software must be capable of making relatively short-term predictions about changes in
the environment that require action by the control system. This very important software is the primary
area of research and development for the highest levels of autonomous vehicles. Essentially, the
hardware elements already exist that provide the capabilities required for an autonomous vehicle.
The development of the necessary software will require testing for any possible scenario that could
require a decision or prediction to be made. This aspect of the development is challenging. It is gen-
erally agreed among the vehicle manufacturers and governmental regulatory agencies that successful
and safe autonomous vehicle operation will require a communication infrastructure for V2I and V2V
communications. Chapter 12 describes some of the features and technology associated with this
communication infrastructure.

An element of autonomous vehicles that is necessary for safe operation is hardware redundancy.
The failure or severe degradation in performance of a component involved in the automatic driving
of a vehicle is potentially hazardous and requires some form of redundancy (e.g., a backup replacement
component for the failed component). Chapter 12 explains the importance of reliably detecting and
isolating the failed component. A specific example of an automatic steering actuator failure with an
associated hardware redundancy is also given.

Following the completion of the necessary software and hardware redundancy and the completion
of the required communication infrastructure, the routing operation of autonomous vehicles should be
possible. This chapter discusses an example of the operation of an autonomous vehicle on a trip assum-
ing these final components of the overall system are complete. This chapter explains the necessary
navigation on any such trip, including the use of digital maps that are explained in Chapter 9. One
method of navigation involves having the autonomous vehicle user select a destination. The navigation
component of the autonomous vehicle will have the vehicle starting location from GPS. An optimal
route between the starting point and intended destination is already a routine part of GPS/electronic
map technology.

Chapter 12 explains that navigation along this route involves a tracking-type control. A detailed
model of tracking of a given contour along a curve to illustrate this type of tracking control problem
and its solution is presented. A block diagram of the tracking control portion of a hypothetical auto-
nomous vehicle configuration is included. Analytic models are developed for the tracking control
problem and a closed form solution is derived and presented to demonstrate an example of some of
the detailed operation of autonomous vehicle navigation.

Given the demonstrated automatic navigation capability and the existence of all required vehicular
automatic systems, Chapter 12 concludes that the only missing elements of routine autonomous vehicle
operation at the time of this writing are the software, hardware redundancy, communication infra-
structure, and governmental regulation.
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This chapter is for the reader who has limited knowledge of electronics. It is intended to provide
an overview of the subject so that discussions in later chapters about the operation and use of automo-
tive electronics control systems will be easier to understand. The chapter discusses electronic
devices and circuits having applications in electronic automotive instrumentation and control systems.
Topics include semiconductor devices analog circuits, digital circuits, and fundamentals of integrated
circuits.

SEMICONDUCTOR DEVICES

All of the active circuit devices (e.g., diodes and transistors) from which electronic circuits are built are
fabricated from so-called semiconductor materials. A semiconductor material in pure form is neither a
good conductor nor a good insulator. The ability of a material to conduct electric current is character-
ized by a property called conductivity. A model for current flow in semiconductor materials and an
explanation for electric conductivity are developed later in this chapter. A metal such as copper, which
is a good conductor, has a relatively high conductivity such that current flows in response to relatively
low applied voltage. An insulator such as mica has a relatively low conductivity such that essentially
zero current flows in response to an applied voltage. A semiconductor material has conductivity some-
where between that of a good conductor and that of a good insulator. Therefore, this material (also
called semiconductor material) and devices made from it are semiconductor devices (also called
solid-state devices).

There are many types of semiconductor devices, but transistors and diodes are two of the most im-
portant automotive electronics. Furthermore, these devices are the fundamental elements used to con-
struct nearly all modern integrated circuits. Therefore, the discussion of semiconductor devices will be
centered on these two. Semiconductor devices are made primarily from silicon or germanium (although
other materials, e.g., gallium arsenide, are also in use) that is purposely infused with impurities that
change the conductivity of the material.

The conductivity of a pure semiconductor can be varied in a predictable manner by diffusing precisely
controlled amounts of very specific impurities into it. The process of adding impurities to silicon is called
“doping.” Boron and phosphorus are often used as impurity source materials to alter the conductivity of
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silicon. When boron is used, the semiconductor material becomes a so-called p-type semiconductor.
When phosphorus is used, the semiconductor material becomes an n-type semiconductor.

In order to understand the operation of these transistors and diodes, it is helpful to understand the
basic physical mechanism of electric conductivity in both n-type and p-type semiconductor materials.
The flow of an electric current through any material is due to the motion of electrons in the material in
response to an applied electric field. This electric field results from the application of a voltage at the
external terminals of the corresponding structure. The variable called an electric field in this chapter is a
component of the general theory that is known as “electromagnetic field theory.” This theory forms the
basis of modeling all electric phenomena. This electric field is represented by a vector that is known as
electric field intensity and denoted as E in this book. Although the advanced details of electromagnetic
field theory are beyond the scope of this book, somewhat simplified theoretical models are presented in
later chapters (e.g., Chapter 5). For the purpose of explaining electric properties of semiconductor ma-
terials, we present the simplest model of electric field intensity in which the magnitude varies in pro-
portion to applied voltage and inversely with the distance between the electrodes to which the voltage is
applied. The electrons that move in response to this electric field originate from the individual atoms
that make up the material.

For a basic understanding of conductivity, it is helpful to refer to Fig. 2.1 that depicts a relatively
long, thin slab of semiconductor material across which a voltage is applied.

In this figure, the electric field intensity is a vector denoted as E that is x-directed. In this book,
vectors are indicated by a bar over the symbol for the vector as exemplified by the electric field inten-
sity E. A voltage v is applied to a pair of conducting (e.g., Cu) electrodes. For this relatively long, thin
semiconductor material, the magnitude of the electric field intensity E is approximately constant over
the semiconductor and is given approximately by

\4
E —
L
The vector E is given by
E=Ex
where X =unit vector in the x direction.
. A\
i -«
| |
(- il
E
E—
J
Electrode —— —— Electrode
» X
(0] L

FIG. 2.1 Illlustration of current conduction in semiconductor.
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Also shown in Fig. 2.1 is the current density vector J, which is also an x-directed vector. The current
density vector is proportional to the electric field intensity:

J=0E

oES (2.1)

where o is the conductivity of the material. The magnitude of the current density J is the current per unit
cross-sectional area (which by the assumption of essentially constant E is constant) and is given by

J=— 2.2
A (22)
where A, is the cross-sectional area of the slab in the y, z plane. The reciprocal of conductivity is known
as the resistivity p of the material:

p== (2.3)

o

The explanation of electron flow in any material is based upon the “band theory of electrons.” This
theory is a major component in modern atomic physics. According to this theory, the energy of the
electrons associated with the atoms making up a material is constrained to certain ranges called bands.
Any given electron will have an energy within one of these bands, and no electron can have energy
outside these bands. Within each band, the electrons can have only discrete energy levels, and only
one electron can “occupy” a given energy level. Consequently, the number of electrons within each
band for any atom is constrained to the number of “allowed” energy levels. An electron can only move
in response to an applied electric field and contribute to current flow if there is an unoccupied energy
level to which it can move as its energy changes due to the electric field intensity force acting on it.

All of the energy levels of the lower energy bands of an atom are filled such that there is no energy
level to which an electron can move in response to an applied electric field. Thus, these lower band
electrons cannot contribute to current flow in response to an applied voltage. The electrons in the out-
ermost band, known as the conduction band, are the least tightly bound, and for a material such as Si,
they are few in number relative to the number of energy levels in that band. These outer band electrons
can move to an adjacent energy level and effectively move freely in response to an applied electric
field. These electrons are called “free electrons.” Doping Si with phosphorus impurity results in an
excess of free electrons relative to pure Si. The doped material is said to be an “n-type” semiconductor
and has a conductivity that is greater than the undoped Si.

The next lowest energy band from the outermost is called the “valence band” since it is associated
with the chemical valence of the material (in this case Si). The energy levels of this band are nearly (but
not completely) filled. However, doping a semiconductor with a p-type impurity (e.g., doping Si with
boron) yields a relative excess of energy levels in this valence band. The resulting doped material is
called a p-type semiconductor. Electrons in this band can move to the available energy levels created by
doping in response to an electric field, thereby contributing to current flow. However, functionally, this
p-type material behaves as though it had excess of positively charged particles called “holes.” The
model for current flow in a semiconductor and the explanation of semiconductor devices use the fic-
titious holes and their response to an applied field as a basis for the contribution they make to current
flow. The terminology used to describe these charge carriers is as follows: in n-type material electrons
are called “majority carriers” and holes called “minority carriers”; the reverse is true in p-type material.
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Doping a semiconductor material changes the relative densities of holes and electrons. However,
there is a basic relationship between these densities, which is preserved regardless of the doping con-
centrations. If one starts with an intrinsic semiconductor such as Si that has an equal concentration of
“free” electrons and holes (since each free electron leaves a “hole” in the valence band for an intrinsic
semiconductor), we denote this concentration n;=1.5 X 10"%cm?.

Doping Si with either a p-type or an n-type impurity changes the concentrations. Denoting electron
density n, and hole density p, the following equation expresses the relationship between these concen-
trations under thermal equilibrium:

np = "[2 2.4)

There is another basic aspect of semiconductor physics that plays a role in the electric characteristics of
semiconductor electronic components. Whenever a voltage V is applied to a slab of semiconductor
material, it creates an electric field that is represented by the electric field intensity vector E as de-
scribed above (in this text, the over bar for a variable is the notation indicating that the variable is
a vector).

In a semiconductor material, any electric field due to an external potential causes the electrons and
holes to move with mean velocity vectors v, and ;, respectively. These velocities are given by

Ve = /tpE
V= /’lhE
where p, is the electron drift mobility and p, is the hole drift mobility.
These mean velocities yield electron and hole current densities J, and J;, respectively:

J, e =Nnqv,

Jh=pqv
where ¢ is the charge on an electron (1.6 x 10~'? coulomb). These relationships will appear in models
for various components in this text.

Throughout this book, current flow is taken to be conventional current in which the direction of flow
is from positive to negative, whereas in reality, current consists of electron motion from negative to
positive. This choice of current is merely convenient for notational purposes and has no effect on
the validity of any circuit analysis or design.

DIODES

The first electronic component to be considered is a device called a “diode.” A diode is a two-terminal
electric device having one electrode that is called the anode (a p-type semiconductor) and another that
is called the cathode (an n-type semiconductor). A solid-state diode is formed by the junction between
the anode and the cathode. In practice, a p-n junction is formed by diffusing p-type impurities on one
side of the intended junction and n-type impurities on the other side of a region of an intrinsic semi-
conductor (e.g., Si).

The region in which the diode material changes from p-type to n-type material is called the p-n
junction (or simply junction). The junction region is relatively short but plays a critical role in the diode
operation. When the junction is formed, electrons in the vicinity of the junction migrate from the n-type
to the p-type. Similarly, holes in the region migrate from p-type to n-type. This migration leaves behind
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a positively charged dopant ion on the n-side and a negatively charged dopant ion on the p-side over a
region known as the depletion region that creates a charge distribution that in turn creates a potential
difference between the two regions. In equilibrium conditions, this potential inhibits further current
flow. This potential is known as the junction barrier potential since it acts more or less like a barrier
to the current flow. A detailed model for the relationship between the charge distribution in the deple-
tion region and the potential (or equivalent voltage) is presented in the section of Chapter 5 on capacitor
modeling. However, for the present discussion, it is only the existence of the barrier potential that is
required for the operation of semiconductor device.

The current, which flows through the diode in response to an applied voltage, depends upon the
polarity of the voltage and its magnitude. Fig. 2.2 illustrates the schematic symbol for a p-n diode show-
ing the p-type (anode) and n-type (cathode) sides of the junction. If a voltage is applied with positive on
the anode and negative on the cathode, it is said to be “forward biased.” For the opposite polarity, the
diode is said to be “reverse biased.” Forward bias reduces the junction barrier potential, thereby in-
creasing current flow. Reverse bias increases that potential, thereby inhibiting current flow.

The current through a forward-biased diode increases exponentially with applied voltage V,
whereas the reverse-biased flow reaches a very low saturation current /. A model for this current
flow is

I=I,(exp(V/nVy)—1) (2.5)

where I and n are parameters that are specific to a particular diode. The parameter V is called the
thermal voltage and is given by

VT:kT/q

where £ is the Boltzmann’s constant, T is the junction absolute temperature, and g is the electron charge.
At room temperature, Vr =226 mv. The parameter n is normally between 1 and 2, and I is a few y amp.
Fig. 2.3 depicts this current flow vs. diode junction applied voltage V. The reverse-bias current is too
small to be shown.

Conventional
current
flow Anode
P +
N —
Cathode

FIG. 2.2 Schematic symbol for p-n diode.
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FIG. 2.3 Transfer characteristic. Diode transfer characteristics.

Although the model given above for diode voltage current characteristics is a very good represen-
tation for a practical diode (provided that the reverse-bias voltage is below its breakdown voltage), it is
generally not necessary to represent the diode with this degree of accuracy for most circuit analysis or
design purposes. Normally, it is sufficient for the voltage levels involved in automotive electronics to
represent a p-n diode as a polarity-dependent switch as characteristic in associated figures. The switch
can be modeled as being open for reverse bias and closed for forward bias. With this model, the diode
current in the forward bias is limited by the external circuit components to which it is connected. The
reverse-bias current is taken to be zero.

ZENER DIODE

A special p-n junction diode having a unique reverse-bias characteristic called a zener diode has many
applications in electronic circuits. The transfer characteristics for a zener diode are depicted in Fig. 2.4A.
The circuit symbol for a zener diode is depicted in Fig. 2.4B in which the cathode has a unique shape.

The forward-bias characteristics are similar to any p-n junction diode. The reverse-bias current is
extremely low for voltages —V, <V <0. However, when the reverse voltage reaches —V,, the current
increases abruptly, while the voltage remains nearly constant at V= — V. The voltage V. is called the
zener voltage.

The operation of any p-n junction diode at specific reverse-bias voltages (called avalanche voltages
for an ordinary diode) abruptly increases. At this voltage level, the energy of charge carriers is suffi-
cient to cause further ionization due to collisions that create more carriers and increase the reverse
current by a large amount. For an ordinary diode, the avalanche conduction causes sufficient heating
to destroy the diode.

However, a zener diode is created with a special doping profile particularly in the vicinity of the elec-
trodes. The zener diode can sustain relatively large reverse bias currents while maintaining Vp =~ —V .
There are many applications in electronic circuits that require a fixed voltage level over a wide range
of currents. These applications are discussed at various places in example circuits in later chapters.
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(A) (B)
FIG. 2.4 Zener diode transfer characteristics (A) and circuit symbol for zener diodes (B).

ELECTRO OPTICS

Another important aspect of semiconductor materials and p-n diode junctions is the interaction between
the material and optical power (light). Light is the propagation of energy in the form of quantum units
called photons. Any given photon has a specific frequency of oscillation (f). The speed of propagation
of light depends upon the medium in which propagation occurs and the frequency of oscillation. In a
vacuum, this speed (denoted as c¢,) is essentially 3 x 108 m/s. In any other medium, ¢ =c,/n where
n=index of refraction for the material (n > 1). Light from an incandescent (high temperature) source
contains a broad spectral distribution of frequencies that is characterized statistically by its power spec-
tral density. Since light propagates as an electromagnetic wave, the power spectral density can also be
expressed as a function of wave length 4

where ¢ =c,/n.

Thermally generated light has a spectrum that is spread over a relatively broad range of wave-
lengths. On the other hand, light generated by a laser occupies a relatively narrow spectrum (ideally
but not practically) at a single wavelength. Laser generated light is commonly used in vehicle
electronics.

Light that is incident on the surface of a semiconductor material is partially reflected and partially
absorbed by the material. The relationship between incident, reflected, and absorbed light is a function
of the type of material and the spectral distribution of the incident light. Any incident photon crossing
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the semiconductor material boundary can interact with various atoms that make up the material struc-
ture. For a photon to be absorbed by the semiconductor, the photon energy E,, must match the valence/
conduction band-gap energy such that the photon energy ionizes the atom, thereby creating a hole-
electron pair. This ionization process (called photoionization) causes the electric conductivity of the
semiconductor material to increase in proportion to the absorbed light.

PHOTO CONDUCTOR

A specially designed semiconductor structure that absorbs incident light as represented by the so-called
light intensity (which is the optical power per unit of cross-sectional area) is termed a photoconductor.
A simplified model for a photoconductor is based on the relatively simple configuration that is depicted
in Fig. 2.5.

The simplified configuration of the illustrative photoconductor consists of a slab of semiconductor
material having a rectangular cross section of area A. and of uniform thickness ¢ with a pair of
conducting electrodes e, and e, attached at the ends as shown. The incident light is represented by
optical intensity /. The electric conductivity o of the semiconductor is assumed to be uniform over
the semiconductor and is given by

o(l)=K,I

A voltage V is applied to the electrodes creating an electric field £ within the material. In this simplified
model, this electric field is assumed to be uniform over the material and given by

E=-1:
=—-Z
/
where Z = unit vector in + z direction.
z i
91 .
_ _ — "4
/ l J l E —
D ———
?
L T - — -
n
€7

FIG. 2.5 Photoconductor configuration.
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The current density vector J is given by
J=6()E

—Vik,l
=
¢

The total current flowing through the photoconductor i is given by
i= J J - ids
s
where
S =cross section of the material

7= unit vector normal to §

=—Z

Since the vector E is assumed to be uniform over S, the current is given by

ALY
ot
where A.=cross-sectional area of photo conductor.
The conductance of the photo conductor G that is the reciprocal of its resistance is given by

G=1

\%

Ae
G=k

That is, the conductance varies linearly (for the illustrative simplified example) with incident light in-
tensity. In effect, the photoconductor is a sensor for incident light intensity.

1

PHOTO DIODE

In addition to photoconductive optical sensors, it is possible to fabricate a p-n junction optical sensor
called a photodiode. As in the case of the photoconductor, the simplified physical configuration of a
photodiode is somewhat similar to Fig. 2.5 except that the region near e, is doped such that it is an n
region and the region near e, is doped to be p. In such a structure, the depletion region interacts with
incident light in the same way as a photoconductor material such that photoionization creates hole-
electron pairs. The photodiode must be fabricated such that the depletion region is exposed to the in-
cident light by having a transparent cover.

In light detecting applications, the photodiode is reverse biased such as is depicted for the circuit of
Fig. 2.5 in which e, is the cathode and e, is the anode of the doped semiconductor slab. In the absence of
illumination of the p-n photodiode, the reverse-bias current is extremely small (ideally zero). Assuming
that the incident light spectrum corresponds to the interband energy of the atoms in the depletion region
and that a substantial portion of the incident light crosses the boundary of the semiconductor material,
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the hole-electron pairs are created in sufficient numbers to substantially increase the reverse-biased
current. In this case, the diode reverse-bias current i(/) is proportional to the incident light intensity
I and essentially independent of voltage and is given by

i=Kpal
where K,,; = constant for the diode structure.

An idealized representative set of characteristic curves for an ideal photodiode is presented in
Fig. 2.6. In Fig. 2.6A, the intensity increases with the index (i.e., I,,.1 >1,,).

Fig. 2.6B depicts an idealized photodiode optical sensor circuit. In this circuit, the voltage across the
load resistor R; is given by

VL =Ri
= KdeLI Vi< Vsup

i
Vd
I
)
I3
Iy
Is
lg
In
(A)
/
c a
Vsup Vg R \73

O
(B) <~

FIG. 2.6 (A) Photodiode characteristic curves. (B) Photodiode optical sensor circuit.
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The supply voltage v, should be chosen such that the diode remains reverse biased for the maximum
intended light intensity /..

For any practical photodiode, the actual characteristic curves have small curved sections near
v,=0. Furthermore, the slope of i(v,) for constant intensity (/= const) is small but nonzero. However,
in the normal use of a photodiode as an optical sensor, these nonideal characteristics have a negligible
effect compared with the idealized model for photodiode operator as a light sensor.

LIGHT GENERATING DIODE

In addition to the light-sensing properties of p-n diodes, they can also be fabricated in such a way as to
generate light. Such diodes are known as light-emitting diodes LEDs and are extremely important in
vehicular electronic applications. However, since LEDs are used as display components, the theory of
the operation is deferred to Chapter 8, which covers vehicular instrumentation. It is explained in that
chapter that LEDs are sometimes used in the display portion of vehicle instrumentation, although they
have many other applications as well that are covered elsewhere.

LASER DIODE

There is another semiconductor diode that can generate light, which is called a laser diode. The term
laser is an acronym for “light amplification by stimulated electromagnetic radiation.” A solid-state la-
ser consists of a material with atoms that have conduction-band electrons in an unstable or metastable
state. An incident photon having a frequency v corresponding to the band-gap energy (E,) interacts
with this electron and triggers a transition to the valence band creating another photon at the same fre-
quency, in phase with and propagating in the same direction as the incident photon. The emission of this
second photon is termed “stimulated emission.” The process continues as the light traverses the ma-
terial effectively amplifying the light at frequency v. The energy/frequency relationship is given by

E,=hv

where h=planks constant, v = optical frequency, and E,=band-gap energy.

In order for the stimulated emission and resulting amplification to continue the optical path must
consist of an optically resonant cavity having a resonant frequency at the frequency of the electron
energy change v. Such a cavity typically consists of a pair of parallel partially reflecting mirror surfaces
at the boundary of the laser material.

A somewhat simplified illustrative structure for a laser diode is depicted in Fig. 2.7.

The laser diode is fabricated as a PIN diode in which the p and n regions are separated by an intrinsic
depletion region. The semiconductor material from which the PIN diode is fabricated is of a type
known as “direct-band-gap” material (e.g., GaAs). The electrons in one atom are adjacent to the holes
in the next atom that occurs in such materials as GaAs. The parallel mirror surfaces also act as elec-
trodes for connecting the PIN structure to the electric circuit as represented by voltage source v. The
current iy, which flows with this forward-biased diode, injects holes from the p region and electrons
from the n region into the depletion (i) region, thereby maintaining a supply of metastable charge car-
riers. The mirror surfaces reflect some of the light incident on them from within the material, thereby
creating standing waves within the structure. The mirror surface on the side from which the laser light is
emitted is only partially reflecting such that a portion of the internal wave traveling toward that mirror
leaves the structure.
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FIG. 2.7 Laser diode structure.

Laser light is unique in that it is both temporally and spatially coherent at essentially a single fre-
quency. It propagates in a relatively narrow beam when leaving the laser diode. The significance of
laser light temporal coherence is the ability to measure the phase difference between a pair of wave
components. In the correct environment, this means that a laser can be phase modulated and that
the Doppler shift in frequency of a reflected wave from a moving object can be used to measure
the relative velocity between the reflecting object and the laser source.

There are many applications in vehicular safety-related systems that incorporate laser diodes. For
example, single or multiple laser diodes can provide measurements in the region surrounding a vehicle
that can detect its environment. Such systems are explained in Chapter 5, which covers vehicle sensors
and actuators. The applications of laser diode-based sensors are described in Chapter 10, which dis-
cusses vehicular safety-related systems and in Chapter 12, which discusses various levels of autono-
mous vehicles. In addition, owing to the temporal coherence, lasers are incorporated in optical carrier
frequency communication systems.

With the preceding background on p-n junction diodes, we consider next some common circuit ap-
plications. We begin with a so-called rectifier circuit.

RECTIFIER CIRCUIT

The circuit in Fig. 2.8, a very common diode circuit, is called a half-wave rectifier circuit because it
effectively cuts the AC (alternating current) waveform in half in the sense that the diode passes the
positive portion of the cycle and blocks the negative portion of the cycle.

Consider the circuit first without the dotted-in capacitor. The alternating current voltage source is
assumed to be a sine wave with a peak-to-peak amplitude of 100 V (50 V positive swing and 50 V
negative swing). Waveforms of the input voltage and output voltage plotted against time are shown
as the solid lines in Fig. 2.9. Notice that the output never drops below 0 V. The diode is reverse biased
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FIG. 2.8 Rectifier circuit.

ol N N

FIG. 2.9 Rectifier waveform.

and blocks current flow when the input voltage is negative, but when the input voltage is positive, the
diode is forward biased and permits current flow. If the diode direction is reversed in the circuit, current
flow will be permitted when the input voltage is negative and blocked when the input voltage is pos-
itive. Rectifier circuits are commonly used to convert the AC voltage into a DC voltage (e.g., for use
with automotive alternators to provide DC current battery charging and to supply electric power to the
vehicle). Using a capacitor to store charge and resist voltage changes smoothes the rippling or pulsating
output of a half-wave rectifier.

The input voltage Vi, of Fig. 2.8 is AC; the output voltage V,,,, has a DC component and a time-
varying component, as shown in Fig. 2.9.

The output voltage of the half-wave rectifier can be smoothed by adding a capacitor, which is repre-
sented by the dashed lines in Fig. 2.9. The combination of the load resistance (R) and the capacitor (C)
forms a low-pass filter (LPF), which acts to smooth the fluctuating output of the half-wave rectifier
diode. Since the capacitor stores a charge and opposes voltage changes, it discharges (supplies current)
to the load resistance R when V;, is going negative from its peak voltage. The capacitor is recharged
when V;, comes back to its positive peak and current is supplied to the load by the V;,,. The result is Vi,
that is more nearly a smooth, steady dc voltage, as shown by the dashed lines between the peaks of
Fig. 2.9. The amplitude of the ripples in the output voltage can be made insignificant by choosing a
capacitor having sufficiently large capacitance, which lowers the LPF corner frequency and attenuates
the ripple components (see Appendix A).



RECTIFIER CIRCUIT 37

COMMUNICATIONS APPLICATIONS OF DIODES

There are many diode applications including some in communication systems. Often, it is desirable to
change the carrier frequency of an information-carrying signal. The highly nonlinear transfer charac-
teristics of a diode make it an excellent component for a process known as “frequency mixing.” When-
ever two or more signals are passed through a diode, a signal is generated that includes components
whose frequencies are the sum and the difference of the two original signal frequencies. Fig. 2.10 de-
picts a simplified embodiment of the frequency-mixing concept.

{
/

FIG.2.10 Frequecy “mixing” circuit.

< Filter %
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Let the two voltage sources have terminal voltages v, and v,, where
vi(f) =Vysin(w;1)
v2(t) =V, sin (wyt)

It can be shown that the voltage across R, is given by

Vi = Z Z C.n(Vy, Vo) sin [(mwy + nw; )] (2.6)
where the coefficients C,, ,, are functions of V,V; and R,,, and m, n are integers. The amplitudes of these
coefficients are largest for relatively small n and m and asymptotically approach 0 as n — £o0 and
m — %o00. In most communications, application frequency-mixing circuits are used to select the desired
frequency components. The filter pass band encloses the desired frequency component, and its stop
bands reject the unwanted frequency components (see Appendix A).

TRANSISTORS

Diodes are static circuit elements; that is, they do not have gain or store energy. Transistors are active
elements because they can amplify or transform a signal level. Transistors are three-terminal circuit
elements that act like voltage- or current-controlled current amplifiers. Transistors come in two major
categories that are termed “bipolar” or “field effect” depending upon whether they are current or volt-
age controlled, respectively. There are two common bipolar (i.e., consisting of n-type and p-type semi-
conductors) types denoted as (1) NPN and (2) PNP.

Physically, an NPN transistor structure consists of a thin p-type material (called Base) sandwiched
between two n-type pieces, which are called the Collector and the Emitter. A PNP transistor has a thin
n-type material as the Base between a p-type Emitter and p-type Collector.
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Collector

Emitter

Collector

Emitter

FIG. 2.11 Transistor schematic symbols. (A) NPN transistor schematic symbol, (B) PNP transistor schematic
symbol.

Bipolar transistors can be made to amplify or switch in three different circuit configurations:
(1) grounded emitter, (2) grounded base, and (3) grounded collector. For the present discussion, we
will use Fig. 2.11A and B to depict the schematic symbols for both bipolar types. The direction of con-
ventional current flow for each of the terminals for collector (/..), emitter (/,), and base (/) is shown in
these schematic symbol drawings. Fig. 2.12 depicts a circuit configuration for a grounded-emitter NPN
amplifier whose theory of operation is explained later in this chapter.

The signal being amplified is represented by source voltage v, and source resistance R. The load
resistance R, connects the collector to the positive DC power supply voltage V... The output, amplified

FIG. 2.12 NPN transistor amplifier circuit.
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signal is taken at the collector-R, junction and is denoted as v,. For linear amplification, a bias resis-
tance R, supplies a DC current to the base. The purpose of the bias current is explained later with re-
spect to the operation of a transistor as an amplifier.

Transistors are useful as amplifying devices. During normal operation, current flows from the base
to the emitter in an NPN transistor. The collector-base junction is reverse biased, so that only a very
small amount of current flows between the collector and the base when there is no base current flow.

The base-emitter junction of a transistor acts like a diode. Under normal operation for an NPN tran-
sistor, current flows forward into the base and out the emitter, but does not flow in the reverse direction
from emitter to base. The arrow on the emitter of the transistor schematic symbol indicates the forward
direction of current flow. The collector-base junction also acts as a diode, but supply voltage is always
applied to it in the reverse direction. This junction does have some reverse current flow, but it is so
small (107°~10~'? amp) that it is ignored except when operated under extreme conditions, particularly
temperature extremes. In some automotive applications, the extreme temperatures may significantly
affect transistor operation. For such applications, the circuit may include components that automati-
cally compensate for changes in transistor operation.

The operation of an NPN bipolar junction transistor (BJT) in grounded-emitter configuration can
be understood with reference to Fig. 2.13. In this configuration, the individual component regions—
collector, base, and emitter—are depicted along with the very important depletion regions in each at
both junctions.

Voltages V., and V,, are the voltages of the collector (+) and the base (+) relative to emitter
(ground), where V., >V,,. These voltages reverse bias the collector-base junction and forward bias
the base-emitter junction. The electrically neutral portions of the collector and emitter are denoted
as n, and the neutral portion of the base is denoted as p. The reverse-bias collector-base voltage is
denoted as V., and is given by

Veb =Vee — Ve

—1— Collector

n-Type depletion region
Base/collector

‘  depletion region
T Vee C) p —— Base

A 1 =]— Base/emitter depletion region
Tvb () = Emitter depletion region
e
n —— Emitter

FIG. 2.13 NPN grounded-emitter configuration and voltages.



40 CHAPTER 2 ELECTRONIC FUNDAMENTALS

An increase in V., (without changing V) increases the reverse bias that increases the depletion region
in both the collector and base. There is no change in the depletion region of the emitter-base junction
(for fixed V,,.). Consequently, the neutral base region is decreased in size along the active path between
collector and emitter.

The narrowing of the base reduces the probability of any recombination of a charge carrier with an
impurity ion. In addition, the gradient of the charge density across the base is increased such that the
current, due to minority carriers injected across the base-emitter junction, increases. The result of these
effects is to increase the collector (i.e., output) current as V., is increased.

The operating characteristics for a bipolar transistor are given as a set of curves of /.(V,, and V},)
known as characteristic curves. The characteristic curves for a typical small-signal NPN transistor (i.e.,
2N4401) in the grounded-emitter configuration are given in Fig. 2.14.

These curves are parameterized in terms of base current (in  amp). Note that each curve for a fixed
Ve increases from I.=0 at V., =0, reaching a saturation value and beyond this point increases roughly
linearly, with V.. A large signal model for the grounded-emitter bipolar transistor is given by the so-
called Early model:

Vbe Vce
1.=1 — [ 1+— 2.
exp(vr)( +VA) 2.7)
ol.
Br= al, o

V(,'(’
Br =P, (1 + V_A>

100 T T
Ta=25°C e

// |

50

Collector current : /,(mA)

100 |

Ig=0pA

0 5 10
Collector-emitter voltage : Vg(V)

FIG. 2.14 Grounded emitter output characteristics.
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where [ is the saturation current for the reverse-biased collector-base junction, V7 is the thermal
voltage =kT/q, V, is the so-called Early voltage (in the approximate range 15-150 V), and f, is
the forward common-emitter current gain at zero bias:

.

Pr, = al, 1o

A small-signal linear model for the transistor is given in Fig. 2.15. This model is the most useful for
performance analysis/design of linear modes of operation. In this model, the collector current is mod-
eled by a current-controlled current source (/1)) shunted by a resistance R (source impedance). The
base current I, is determined by the source being amplified along with external circuit impedances.

The base-emitter diode does not conduct (there is no transistor base current) until the voltage across
itexceeds V, volts in the forward direction. If the transistor is a silicon transistor, V,equals 0.7 V just as
with the silicon diode. The collector current /.. is zero until the base-emitter voltage V;, exceeds 0.7 V.
This is called the cutoff condition or the off condition, when the transistor is used as a switch.

When V, rises above 0.7 V, the diode conducts and allows some base current /,, to flow. Fig. 2.14
shows that the transistor voltage/current characteristics, though basically nonlinear, have a linear
region of operation. A variation in base current about a point such as /,=300 pA at V., =5 V produces
a variation in collector current that is highly linear. The so-called common-emitter forward current
gain, denoted as /iy, is given by

hpp ==~ 2.8)

Base-collector

diode e P N Collector
IR AV AN VAN
R

Base / Ie R
O &P = }_:"\j_____ e M A 9
nj+ - A + A

-
Vbe Vd Vce Vcc
‘_
Emitter
a') - il ¥ o J
/ A
Base-emitter
diode

FIG. 2.15 Current and voltages for NPN transistor.
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It is common practice in linear transistor circuit analysis/design to denote d-c components of voltage/
current with uppercase letters and variations about these d-c values with lowercase letters. For example,
collector current can be modeled as

1.(t) =1, +6l,

— Ly +ic(0) 29
Similarly, the base current /, can be modeled as given below:
1,(H) =1, +6I
o(0) =1+l (2.10)

=1,+ip(1)

At any d-c base current (that is called the base bias current) and is denoted as /,. In Fig. 2.15, the col-
lector a-c current i.. is given by

i(»(l):hf(,ib(l) (2.11)

The current gain (A7) can range from 10 to 200 depending on the transistor type but is nearly constant
over a large range of V.., I;,, and I... The collector current is represented by a current generator in the
collector circuit of the model in Fig. 2.15. This condition is called the active region because the tran-
sistor is conducting current and amplifying. It is also called the linear region because collector current is
(approximately) linearly proportional to base current. The dotted resistance in parallel with the
collector-base diode represents the leakage of the reverse-biased junction, which is normally neglected,
as discussed previously.

A third condition, known as the saturation condition, exists under certain conditions of collector-
emitter voltage and collector current. In the saturation condition, large increases in the transistor base
current produce little increase in collector current. When saturated, the voltage drop across the
collector-emitter is very small, usually less than 0.5 V. This is the “on” condition for a transistor switch-
ing circuit. This condition occurs in a switching circuit when the collector of the transistor is tied
through a resistor R, to a supply voltage V... as shown in Fig. 2.15. In this mode of operation, the source
voltage is large enough that the base current drives the transistor into the saturated condition, in which
the output voltage (voltage drop from collector to emitter) is very small and the collector-base diode
may become forward biased.

Having briefly described the behavior of transistors, it is now possible to discuss circuit applications
for them. As an example of the use of this small-signal model, consider the analysis of the simple am-
plifier circuit of Fig. 2.16A. In this figure, a signal is represented by the a-c voltage v, and source re-
sistance Ry, and capacitor C is amplified to an output signal v,,. The purpose of adding the capacitor is to
block the d-c base current /, through the bias resistor R, from flowing through the source. This output
voltage is produced by collector variation (due to source voltage variations) acting through load resis-
tance R;.

In a transistor amplifier, a small change in base current results in a corresponding larger change
in collector current. In order to achieve linear amplification, the transistor is biased with a d-c current
1, via bias resistor R;. The characteristic curves for this transistor are shown in Fig. 2.16B. The straight
line (called the load line) connecting V.. =V,.. (10 V) with I.=1,, represents the variation in voltage
V, and collector current /. with variation in base current due to signal voltage V. The slope of the load
line S;; is given by
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(B) Collector-emitter voltage : Ve(V)
FIG. 2.16 Grounded emitter NPN transistor amplifier.

dl,
Sy =—
L=y
Iy
= (2.12)
cc
1
R
With v,=0, the bias current is given by
ch - Vd VL‘C
lp=—7+—>— 2.13
i R, R, (2.13)

where V, is the forward-bias voltage drop across the base-emitter junction, which is typically negligible
in comparison with V... The analysis of this circuit is done using the small-signal model of Fig. 2.16C in
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which the load resistance at terminal V. is at a-c ground potential. The output voltage v,, of circuit in
Fig. 2.16A is the a-c component of V.

This model, which is often termed the “small-signal linear incremental transistor model,” is actually
an idealized (fictional) equivalent circuit that is only valid for linear amplification and represents only
the time-varying (i.e., a-c) components of voltages and currents. In this model, the collector current i.. is
represented by a current-controlled ideal current source shunted by a source resistance R.. An ideal
current source is an artificial circuit component that produces a current that is independent of any load
impedance. The current generated is proportional to base current i;, and is given by

ie = hpip (2.14)

Assuming R.>>R; (which is the usual case), the output voltage v, is given by
Vo(t) = —Rpic(1) (2.15)
Vo= —hgRpiy(1) (2.16)
Note that the collector voltage and base current are 180 degrees out of phase. This phase change occurs
because load resistance end that is physically connected to the power supply (i.e., V) is at a-c ground

potential and the a-c collector current flows in the direction shown in Fig. 2.16C. The base circuit anal-
ysis is conducted by summing the voltage components around the base circuit loop:

Vo = ipRy +V, (2.17)

The capacitor voltage v,. is given by

t
ve (1) :lj ip(7)dt (2.18)
cJ,
Eq. (2.17) can be solved for base current i;, by using the Laplace transform method of Appendix A
yielding the following Equation for i(s):
ib(s) = VS(s)l
R+ —
Tie 2.19)
_ sCvy(s)
" 14+R,Cs

Substituting i,(s) from Eq. (2.19) into Eq. (2.16) yields the transistor circuit voltage gain G:

G(s) = zg)) (2.20)
_ hfgSCRL
(1+5CRy)
_ B s/o,
=g (1+s /wo) .21

where w, =——.
R,C
The dimension of the product R,C is time such that o, has the dimension of frequency (in rad/s).
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The variation of gain with input frequency can be determined from the steady-state sinusoidal fre-
quency response for the gain (G(jw)). In Appendix A, it was shown that the sinusoidal frequency
response of any system is found by replacing s with jo in the operational transfer function. Thus,
the frequency dependence of amplifier gain is given by

. Ry [ jo/w,
G =—hp—|——F—F— 2.22
() R, (1+ja)/wo (2.22)
For frequencies > w,, the amplifier gain approaches a constant value:
R
G(jo)—— 7hfeRi (2.23)

That is, the circuit of Fig. 2.16A is a “high-pass” amplifier. The d-c blocking capacitor C is chosen
during circuit design such that @, is smaller than the lowest component in v;.

In practice, transistor amplifiers frequently consist of multiple stages of the form of Fig. 2.16A
connected in cascade, each with a capacitor coupling its output to the input of the next stage. Of course,
the time domain output can be found by taking the inverse Laplace transform of v,(s) as shown in
Appendix A.

In addition to the linear region of operation, a transistor can be made to operate nonlinearly as a
switch as explained above with respect to saturation and cutoff regions. For this application, the bias
resistor is omitted. Circuit parameters and input voltages are chosen such that the transistor switches
abruptly from cutoff in which /I, =2 0 and saturation in which I.=1,. This type of operation is used in
digital circuits, which are discussed later in this chapter. As will be shown later, both input and output
voltages are binary-valued.

FIELD-EFFECT TRANSISTORS

The types of transistors discussed above are known as bipolar transistors because they operate by con-
duction via both electrons and holes. As explained earlier, they amplify relatively weak base currents
yielding relatively large collector-emitter output currents. They are in effect current-controlled current
amplifiers. Another type of transistor operates as a voltage-controlled amplifier and is called a field-
effect transistor (FET). There are many variations of FETs, as explained below.

Unlike the bipolar transistor, which is fabricated with two p-n junctions, the FET consists of a slab
of either n-type or p-type semiconductor to which electrodes are bonded as depicted (in an introductory
manner) in Fig. 2.17. An FET is known as either a p-channel or an n-channel FET depending upon
whether the semiconductor substrate is n-type or p-type material, respectively, as explained later in
this chapter.

An FET is a three-terminal active circuit element having a pair of electrodes connected at opposite
ends of the slab of semiconductor and called source (denoted as S) and drain (denoted as D). A third
electrode, called the gate (denoted as G), consists of a thin layer of conductor that is electrically insu-
lated from the semiconductor slab.

There are many types of FETs characterized by fabrication technology, material doping
(i.e., n-channel or p-channel), and whether the gate voltage tends to increase the number of charge car-
riers (called enhancement mode) or decrease the number of charge carriers (depletion mode). The FET
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FIG. 2.17 Field-effect transistor configuration.

circuit schematic symbols for n-channel and p-channel enhancement modes are shown in Fig. 2.18B
and for depletion mode in Fig. 2.18A.

The circuit symbols are drawn with a solid line from source to drain for a depletion mode FET and
with three segments in a line from source to drain as depicted in Fig. 2.18 for an enhancement mode
FET. The arrow is directed away from the middle SD line segment for p-channel FET and toward the
line segment for n-channel FET. It is left as an exercise for the interested reader to draw the circuit
symbols for an n-channel depletion FET and a p-channel enhancement FET.

The fabrication of the FET is accomplished by doping the substrate material near the S and D elec-
trodes with charge carrier distributions as explained in the next section of this chapter on FET theory.
The electrodes are formed such that the S and D electrodes are in ohmic contact, and the gate is insu-
lated from the substrate.

Perhaps the most common gate fabrication involves a metal with an oxide layer placed against
the semiconductor in the sequence metal-oxide semiconductor (MOS). The oxide layer insulates the
metal electrode from the semiconductor so that no current flows through the gate electrode. Rather,
the voltage applied to the gate creates an electric field that controls current flow from source to drain.

D D

(A) S (B) S
FIG. 2.18 Circuit symbol for FET transistors. (A) P-channel depletion and (B) N-channel enhancement.
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The terminology for an FET having this type of gate structure is NMOS or PMOS, depending on whether
the FET is n-channel or p-channel. Often, circuits are fabricated using both in a complementary manner,
and the fabrication technology is known as complementary-metal-oxide semiconductor (CMOS)

FET THEORY

The theory of operation of an FET depends on its physical construction and impurity doping config-
urations. The conduction occurs within the so-called channel that, for an n-channel, is via negative
charge carriers (electrons), and for a p-channel, conduction is via holes. For an enhancement-type
FET, the size of the channel and thus the current flow is determined by the strength of an electric field
intensity created by the voltage on the gate (hence the name field-effect transition). For the purposes of
the present discussion, we take a very simplified explanation of electric field intensity that is a vector
quantity and is denoted as £ with the over bar used to denote a vector in field theory discussions. A more
detailed and exact discussion of general electromagnetic field theory is presented in Chapter 5.

For the present explanation of FET theory, a relatively simple configuration of a structure in which
E exists is depicted in Fig. 2.19.

This structure consists of a pair of parallel plate electrodes separated by an insulator to which a
voltage V is applied. The electric properties of the insulator are characterized by a material properly
known as the dielectric constant and denoted as €. For a vacuum, the dielectric constant is denoted as
€,, and for any homogeneous isotropic material, € is given by

€E=€,6,
where €,=dimensionless relative dielectric constant.

For the structure of Fig. 2.19, we assume that €,>>1. In this case, the electric field intensity is nearly
uniform in the space between the electrodes (i.e., 0 <y <w) and is given by

v

x
—_—

B I

77 1 = |

E | —
ElectrodesI ‘ Id

| € | j

i ' -y
Insulator

FIG. 2.19 Structure in which E exists.
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where X =unit vector in the x direction.

The equation for £ indicates that the direction of E is from the positive toward the negative elec-
trode and has magnitude proportional to V and inversely proportional to the interelectrode spacing. This
somewhat simplified model for E is sufficiently valid for our discussion of FETs.

Any electric charges exposed to E experience a force F, which is given by

F=gE
where g =charge magnitude.

In a semiconductor, the force on electrons is toward the positive electrode, and on a hole, it is away
from the + electrode.

The modeling of the electric conduction characteristics of an FET depends upon its configuration.
For an n-channel enhancement mode FET, a somewhat simplified configuration is depicted in
Fig. 2.20.

This type of FET is fabricated on a block of p-type semiconductor (called substrate) with of rela-
tively heavily doped n-type (denoted n+) sections near the S and D electrodes. The gate electrode
is electrically insulated from the semiconductor (e.g., with an oxide layer). The n-doped region and
p substrate form p-n junctions.

The voltage between the gate and source creates the electric field intensity E, depicted in Fig. 20,
which has a magnitude (||E,||) proportional to V. For Vs =0, there is no n-channel. For Vg greater
than a specific value called the threshold voltage that is denoted V,, there is an n-channel created be-
tween S and D. This n-channel exists because £, moves the p charge carriers away from the gate area.
The width of the channel is proportional to £, and thus to V. The drain current i for an applied
DS voltage denoted Vg results from current flow through n-channel and is related to V¢ and is repre-
sented by the FET transistor characteristic curves (analogous to bipolar transistors). For the purposes

ip .
Drain

D / electrode
n-Channel
\ n+ A
G

«Q

o \\X}&

~
n+ \
\ Substrate
Gate electrode Source electrode

FIG. 2.20 N-channel enhancement FET.
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FIG. 2.21 Approximate (idealized) characteristic curves for n-channel enhancement FET.

of deriving a relatively straightforward model for the FET in a circuit, these characteristic curves are
approximated by straight line segments as depicted in Fig. 2.21.
In this figure, each of the solid lines represents an essentially constant current. That is, for each line,

dip | 1
OVps| Rps

The dashed line represents ip(Vpg) for very small Vg that is a portion of the FET operating domain
that is only used for switch-mode operation (as explained later in this chapter). The actual characteristic
of ip(Vpg) for a given Vs in this region is a small curve connecting the dashed line with the constant
current line for that specific V5g. The parameter Rpg (which essentially is oo) will appear in the equiv-
alent circuit model for the FET in a way that normally makes it unnecessary in circuit modeling.
Essentially, these characteristic curves show that the FET functions as a voltage-controlled current
source for linear circuit models. As will be shown later in switching type circuits, the S to D path func-
tions essentially as a voltage-controlled (i.e., by V) resistance. The solid line drawn between the Vg
and ip axes in Fig. 2.21 is a so-called load line that is associated with the amplifier circuit and is
discussed in association with that circuit.

A p-channel enhancement FET has a structure similar to that shown in Fig. 2.20 except that all
p regions become n regions and n regions become p. In addition, the voltage polarities of the p-channel
enhancement mode are reversed from those of the n-channel. Although the characteristic curves for the
p-channel enhancement FET are similar in shape to those of the n-channel, the actual drain current
ip(Vs) is generally lower for a given magnitude of V¢ than for n-channel, because the charge carriers
are holes that have less mobility than the electrons in an n-channel FET.

Depletion mode FETs are fabricated differently than enhancement types in that there is an existing
channel between S and D in the absences of E,.This channel is created during fabrication by doping the
substrate material near the gate surface. For this reason, the depletion FETs are conducting and have a
nonzero ip for Vgg=0. The characteristic curves for depletion type FETs are similar to those depicted
in Fig. 2.21, except that the constant current line for V5g=0 is well above that for V55=V,;, in an
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FIG. 2.22 Simple FET amplifier.

enhancement-type FET. In fact, the threshold voltage for a depletion-type FET is negative. An ampli-
fier stage with a depletion-type FET can linearly amplify a-c voltages without requiring a bias voltage
that, as will be shown next, is required for an enhancement-made FET linear amplifier.

The analysis procedure for all FET-type transistors is essentially the same as for a bipolar transistor. An
example-amplifying circuit, shown in Fig. 2.22, depicts the current path from power supply V¢ through a
load resistor R; and through the transistor from D to S and then to ground using an n-channel enhancement
mode FET. This example circuit configuration is termed a “grounded source amplifier.” A signal voltage v,
applied at the gate electrode controls the current flow through the FET and thereby through the load resis-
tance R;. Functionally, the FET operates like a voltage-controlled current source. A relatively weak signal
applied to the gate can yield a relatively large voltage v,, across the load resistance.

FET AMPLIFIER

The circuit of Fig. 2.22 operates along the solid line (called load line) connecting the Vg and ip axes in
Fig. 2.21. The slope of this line S; is given by

loadline
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For a linear amplifier, the Vg voltage must remain between the threshold voltages that is denoted Vi,
in Fig. 2.21 and the point of intersection with the dashed line. If the voltage being amplified is a-c
(i.e., its average voltage is 0), a bias voltage must be applied at the gate at a point (denoted B in
Fig. 2.21) that will keep the V¢ within the linear range. The gate bias voltage (corresponding to point
B of Fig. 2.21) is denoted Vp. This bias voltage is accomplished with the voltage divider circuit con-
sisting of resistors R4 and Rp. The capacitor that is denoted C in Fig. 2.22 provides an open circuit to the
bias circuit. In addition, the resistance to ground from the gate (G) terminal is sufficiently large that its
affect on V3 is negligible. This voltage is given by

_ VecRgp
Rs+Rp

Vs

The parameters R4, Rp, and C can be chosen in relationship to the source impedance of the a-c signal
being amplified that the bias circuit impedance has a negligible effect on the circuit amplification. For
example, the series reactance X of the capacitor is given by

1
(Uminc

Xc= <Ry
where i, is the lowest frequency component in Vg and R, = source resistance.

In addition, the combined load resistance presented to the source due to the bias resistors that
is denoted Rp can be large compared with Rg. This combined load resistance on the source is given by

_ R4Rp
_RA +Rp

P

By choosing R, and Ry to be sufficiently large, the following inequality can readily be achieved:
Rp>Rg

It is assumed that the bias circuit satisfies these above inequalities such that the bias circuit has essen-
tially no effect on the performance of the amplifier of Fig. 2.22.

The characteristic curves of Fig. 2.21 ideally should have zero slope. In other words, the drain cur-
rent should be independent of Vg and depend only on V. However, in practice, there is a small but
nonzero slope Spg to each constant Vi curve that is given by

dip

Sps=———
5} VDS Ve

The influence of this slope has an FET amplifier that can be represented in an equivalent circuit for the
FET output circuit is by a resistance Rpg, where Rpg is given by
1
Rps=—
psS=g
We illustrate such analysis with an example based upon Fig. 2.22. The small-signal (a-c) equivalent
circuit model for this circuit is shown in Fig. 2.23.
The input impedance for an FET is sufficiently large, and the bias circuit (R4, Rp, and C) is designed
to be negligible such that the gate voltage is approximately the source voltage v = vg. The equivalent
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FIG. 2.23 Small-signal circuit model for FET amplifier.

circuit of Fig. 2.23 includes a voltage-controlled current source whose output current is controlled by
gate voltage V. This current source is shunted by source resistance Rpg. In this case, the voltage-
controlled current source with current is given by

ip= 8mVG

= gnmVs

Jip
aVG Ver
The parameter g, is called the “transconductance” for the FET. The output voltage v,, is given by

where g, =

_ RpsRiip
RDS +RL

Vo =

(2.24)
__RosRigmvs
RDS +RL

In a typical amplifier application, R; <<Rpg so that v, is given approximately by
VO = 7RLngs

The amplifier gain G is given by
G="2

Vs

=—R1gm

Note that this exemplary grounded source FET amplifier produces a 180 degrees phase shift from v to
v, similar to the bipolar grounded-emitter amplifier.

The above example illustrates the analysis procedures for any FET for the assumptions made for the
bias circuit. Of course, any given FET amplifier circuit may incorporate frequency-dependent compo-
nents (e.g., inductors and capacitors), which requires analysis via transform techniques as explained in
Appendix A and similar to that used in the bipolar transistor analysis.

INTEGRATED CIRCUITS

In modern automotive electronic systems/subsystems, transistors only seldom appear as individual
components (except for relatively high-power applications as drivers for fuel injection or spark gen-
eration). Rather, multiple transistors (numbering in the tens of thousands) are created on a single
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semiconductor (e.g., Si) chip. This is particularly true of digital circuits that are discussed later in this
chapter. These combined circuits are termed integrated circuits and are packaged with dozens or hun-
dreds of leads configured such that they can be attached via soldered connections to a so-called printed
circuit board. A printed circuit consists of a thin insulating board onto which conductors are formed that
provides the interconnection between multiple integrated circuits to form an electronic system/
subsystem.

Analog filtering or other signal processing has largely disappeared from contemporary automo-
biles. However, some older vehicles may still be on the road in which there is some analog signal
processing. Moreover, analog signal processing is sometimes combined with an analog sensor. For
the sake of completeness, a brief discussion of analog signal processing is included here. Analog
filtering/signal processing is, perhaps, best illustrated with integrated circuits called “operational
amplifiers.”

OPERATIONAL AMPLIFIERS

An operational amplifier (op-amp) is an example of a standard building block of integrated circuits and
has many applications in analog electronic systems. It is normally connected in a circuit with external
circuit elements (e.g., resistors and capacitors) that determine its operation. An op-amp is a differential
amplifier that typically has a very high-voltage gain of 10,000 or more and has two inputs and one
output (with respect to ground), as shown in Fig. 2.24A. A signal applied to the inverting input (-)
is amplified and inverted (i.e., has polarity reversal) at the output. A signal applied to the noninverting
input (+) is amplified, but it is not inverted at the output.

R¢
A
Yo
Noninverting R;
- It Output Vin =W = Vout
L o
Inverting R
A= —1
= Ri
Ground
(A) (B)  (zero volts)

Gro_und
(C) (Zero volts)

FIG. 2.24 Op-amp circuits. (A) Schematic symbol, (B) inverting amplifier, (C) noninverting amplifier.
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USE OF FEEDBACK IN OP-AMPS

The op-amp is normally not operated open loop at maximum gain, but feedback techniques can be used
to adjust the closed-loop gain and dynamic response to the value desired, as shown in Fig. 2.24B. The
output is connected to the inverting input through circuit elements (resistors, capacitors, etc.) that de-
termine the closed-loop gain.

The output voltage v, for an op-amp having no feedback path (i.e., open loop) is given by

Vou =A(Vi —V2) (2.25)

where v, is the noninverting input voltage and v, is the inverting input voltage.
Alternatively, this equation can be rewritten in a form from which the relationships between the
inverting and noninverting inputs can be found for an ideal op-amp (having open-loop gain A — oo):

Vout

A A—o0 0

Vi—V2 =

Thus, the two input voltages will approach identity for a high-quality (i.e., high A) op-amp as repre-
sented by the following condition:

Vi =vy

The internal resistance between the inverting and noninverting inputs is denoted R;, and is relatively
large compared with external resistances used in normal up-amp applications. In the example of
Fig. 2.24B, the feedback path consists of resistor Ry. The gain is adjusted by the ratio of the two resistors
and is calculated by the following analysis. For this circuit configuration, which is inverting mode with
noninverting input at ground, the following relationship is valid:

vi=v,=0
In order that vi =0, the currents at the inverting input must sum to zero:
Vin — V1
R;

L Vin
lin =

lin =

The closed-loop gain A, is defined as

R; (2.26)
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The phase change of 180 degrees between v;, and v, is indicated by the negative A_,.
The op-amp can readily be configured to implement a LPF using the circuit depicted in Fig. 2.25.
The components in the feedback path include the parallel combination of resistor Ryand capacitor C.
In this circuit, as in any other inverting mode circuit with the noninverting mode grounded (through alow
resistance R), the currents into the inverting input sum essentially to zero. Using the Laplace transform

dv,
methods of Appendix A and the model for capacitor voltage/current relationships (i.e., ic =C d—\;), the
model for the inverting mode currents is given below:

vs($)
R;

+V,(5) [SC + i] =0 2.27)
Ry

Solving for v,/v, gives the closed-loop gain A, (as a transfer function):

(2.28)
Ry /R;

T T 14sRC

With reference to the discussion in Appendix A on continuous time systems, it can be seen that steady-
state sinusoidal frequency response A.(jw) is a LPF having corner frequency w.=1/R,C:

R¢/R;

Ayljw) = —————
(@) 1 +jw/wc

(2.29)

The minus sign in the equation means signal phase inversion from input to output. Moreover,
the closed-loop gain is independent of the open-loop gain (as long as A is large). Furthermore, since
both the inverting and noninverting inputs are held at ground potential, the input impedance of the
op-amp circuit of Fig. 2.24B (as well as in Fig. 2.25) presented to input voltage v;, is the resistance
of R,.

R¢
MWWV

b —

C
T R 0
" R T Vout
O

v

FIG. 2.25 Low-pass filter op-amp circuit.
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A noninverting amplifier is also possible, as shown in Fig. 2.24C. The input signal is connected to
the noninverting (+) terminal, and the output is connected through a series connection of resistors to the
inverting (—) input terminal. The voltage gain, A,, in this case is

Ry

A\
A="=1+2

(2.30)
Vin Ri

Note that this noninverting circuit has no phase inversion from input to output voltage. The minimum
closed-loop gain for this noninverting amplifier configuration (with R,=0) is unity. Besides adjusting
gain (via the choice of Ryand R;), negative feedback also can help to correct for the amplifier’s non-
linear operation and distortion. The input impedance presented to the input voltage v;, by the nonin-
verting op-amp configuration of Fig. 2.24C is very large (ideally infinite). This high input impedance is
one of the primary features of the noninverting op-amp configuration.

SUMMING MODE AMPLIFIER

One of the important op-amp applications is summing of voltages. Fig. 2.26 is a schematic drawing of a
summing mode op-amp circuit.

In this circuit, a pair of voltages v, and v,, (relative to ground) is connected through identical re-
sistances R to the inverting input. Using the property of inverting mode op-amps that the currents into
the inverting input sum to 0, it can be shown that the output voltage v,, is proportional to the sum of the
input voltages:

v, = 7R-7f(v;+ ) 2.31)
Rt
MW
R
Va AW -
——O
R
Vp A + T Vo

& I

FIG. 2.26 Schematic drawing of a summing mode op-amp circuit.
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COMPARATOR

One of the important circuits involving op-amps is the so-called analog comparator. The basic oper-
ation of an analog comparator is the generation of binary-valued voltages that switch between the two
binary levels when an analog input crosses a threshold voltage (V). Fig. 2.27C depicts a comparator
circuit that is implemented with an op-amp and a zener diode.

The open-loop output voltage without the zener diode is given by

Vo :A(Vin - VTh)

where V;, is the analog signal that is being compared with the threshold voltage V. The circuit is only
linear over the very small range of voltage differences:

v
SVin =V < "

>

where V. = zener voltage of the diode and V,, = forward diode voltage.
The open-loop gain A is sufficiently large that this linear range extends over a negligible voltage
span in terms of its operation. A practical approximate model for the comparator is given below:

Vo=V, Vin > Vi

~0 Vin <V

In fact, there is a small hysteresis in the transition from one output voltage to the other. The majority of
applications of an analog comparator are the generation of binary voltages that are input to a digital
system and correspond to logic 1 (V) and logic 0.

Internally, the output circuit of the op-amp has a source resistance R, that limits the output current to
the zener diode and any additional load impedance. For a typical commercially available operational
amplifier, it is of the order of 50-100 2. Whenever the comparator switches states, the open circuit
output voltage is £V, where Vi, is the saturation voltage of the amplifier. The zener diode must
be capable of handling a current i,,,,x given by

Ve — V-

= Vin >V
R,

|lizmax | =

= Vin < Vi

If the zener diode chosen for a given comparator circuit cannot safely pass currents of |i, x|, it is pos-
sible to add some additional resistance between the op-amp output and the zener diode to safely limit
the diode forward and reverse polarity currents.
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ﬁ+

in () Rz v
e o
Vin

FIG. 2.27 Example analog comparator circuit.

ZERO-CROSSING DETECTOR

The circuit of Fig. 2.27 can be a so-called zero-crossing detector (ZCD) by setting V,=0 (i.e., at ground
potential). The transition from high-to-low voltage levels in v, correspond to the crossing of zero volts
by Vi,. This transition can readily be detailed by a digital control system. Chapter 5 makes reference to
a ZCD in a crankshaft angular position sensor application. There are other applications of a ZCD in

vehicular electronics.

PHASE-LOCKED LOOP

Another example of analog integrated circuit signal processing having automotive application is a de-
vice known as a “phase-locked loop” (PLL). This circuit can be used with certain analog (continuous
time) sensors to provide an analog signal that can be further processed by a digital electronic system
after it is sampled. The PLL finds application in the demodulation of phase- or frequency-modulated
signals. At least one automotive application is the measurement of instantaneous crankshaft angular

speed as explained later in this book.
A block diagram for the PLL circuit is shown in Fig. 2.28.

Vv V, v,
s Phase d % LPF A
detector
A
vV
VCO <

FIG. 2.28 Block diagram for PLL.
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In this figure, the input signal v() is assumed to be phase (¢) modulated and is given by
V(1) =V cos (wst + (1)) (2.32)

where () is the instantaneous phase modulation.
A corresponding frequency-modulated signal has instantaneous frequency given by

ws(t) = Q; + by (1)

where €Q; is the time average frequency and dwy is the frequency deviation from mean (i.e., modula-
tion). With respect to the model of Eq. (2.32), dw;, is given by

owy :(f}

In any practical application of the PLL for automotive systems, the modulation deviation is a small
fraction of the carrier frequency (i.e., |6wy| < £2).

The other components in Fig. 2.28 include a phase detector, a low pass filter (LPF), and a voltage-
controlled oscillator (VCO). The phase detector is functionally an electronic multiplier that generates
an output voltage v, given by

vg=Kyvsv, (2.33)

where K is the constant for the device.
The VCO is an oscillator having an output voltage v,(f) whose instantaneous frequency (w,(?)) is
controlled by voltage v, (from the LPF) such that

V(1) =V, cos (¢, (1)) (2.34)

where
@, (1) =J w,(1)dt (2.35)
@, (1) = w[v,(0)] + K, v, (1) (2.36)

where K, is the constant for the VCO circuit.

The PLL circuit is an electronic closed-loop control system (see Appendix A). After a brief transient
period during which the VCO frequency is controlled, its frequency is “locked” to w; (i.e., w,(f) = w,(¢))
provided €2, is within the so-called capture range for the VCO. That is, PLL lock occurs provided that

12 — w,(0)| < Q. (2.37)
where
. =PLL capture range (2.38)

For frequency modulation cases, under lock conditions, the VCO voltage is given by
v, (t) =V, cos|w,t + 5¢] (2.39)

where o, = w;.
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The instantaneous phase difference d¢(¢) is linearity proportional to the frequency deviation dw,
from the mean frequency £2,:

8¢ (1) = K o, (2.40)

where K is a constant for the VCO.
The phase detector output voltage is given by

va=K4VV,cos (wst) cos (wst + 5¢p) (241
= @ [sin 2wyt +5¢) + sin (5¢)] (2.42)

The LPF suppresses the term at frequency 2w, and for small modulation sin ¢ ~ ¢ such that the output
voltage is given by

KJV,\V,K,
Vo(t) = %5{05(1) (2.43)

That is, the LPF output signal is proportional to the frequency modulation. Thus, this circuit is
an FM demodulator. The filter pass band must be sufficiently large to accommodate the spectrum
of dw.

SAMPLE AND ZERO-ORDER HOLD CIRCUITS

Chapter 3 and Appendix B illustrate the use of practical sample and zero-order hold circuits, which are
used in discrete time digital systems. In order to understand the implementation of digital electronics in
automotive systems, it is, perhaps, worthwhile to discuss, briefly, some actual circuit configurations for
practical realizations of these important system components. The input (x;) to a digital system is es-
sentially a numerical representation in binary or binary-coded format of a sample of a continuous time
voltage variable V(#) at sample time #;:

x =V (1, NB) (2.44)

where #, =kT k=0,1,2... and T=sample period.

Where NB signifies an N-bit binary representation of V(#;) (i.e., see Chapter 3). This sampling pro-
cess involves two steps: (1) obtaining a voltage sample at 7, and (2) converting this sample to the N-bit
numerical format. The first step can be accomplished, in theory, via a switch that connects the contin-
uous time voltage to a low-loss capacitor for a sufficient duration to charge the capacitor to the voltage
value V(#;).

Fig. 2.29 depicts a sampler for a digital system that works in conjunction with an A/D converter as
described above.

The A/D converter is explained in detail with example circuits in Chapter 3. This figure depicts the
equivalent circuit of the source being sampled including its source impedance (assumed to be resistive)
R, and a very low-leakage capacitor C. The capacitor maintains voltage V(;) sufficiently long to permit
the A/D to complete its conversion. In Fig. 2.29A, the switch S model is given by

closed switch—S=1 <t < +7;

) (2.45)
open switch —S=0 f+7, <t <ty
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FIG. 2.29 Sample circuit. (A) Sampler with ideal switch S. (B) Sample with FET switch.

The duration of the switch closure 7, must be long enough for the A/D conversion to be completed at
which time an output EOC =1 (logical) indicating “end of conversion” to the digital system. It is as-
sumed for convenience that the input impedance of the A/D converter is sufficiently large that its input
current is negligible.

During the period in which the switch is closed (at sample time #;), the source voltage supplies current
to the capacitor to change its voltage from v, =v(#;_) to v. =V(#;). The model for this circuit is given by

R_,vl'+VC=V(l‘k) h <t<tp+7; (2.46)
i=0 e+, <t<tpy '

d . . . . .
where i:jct]; q is the charge on capacitor; v, :%; and C is the capacitance of capacitor.

The voltage that is held from the end of sample interval until the beginning of the next sample is
denoted v, for the kth sample. For example, the held voltage at the end of the k — 1 sample is given by

Ve(—1) = Ve(tio1 +75)
Eq. (2.46) can readily be rewritten in terms of v,.
RCV +ve=v(ty) t<t<ti+7, (2.47)
Vo) =ve(tp+15) 47, <t<try1
=Vek

where v, is ideally held constant by the capacitor until time #;,,. Because the output voltage of the
above circuit “holds” the sample of source voltage v, for the indicated period, it is usually called a
“sample-and-hold” circuit. The solution to the first-order differential Eq. (2.47) is readily obtained
using the Laplace transform method given in Appendix A:

v(.(t) — [v(tk) _Vc(k—l)] (1 _e*(rfu)/r> +Ve—1) I <t<tp+7y (2.48)
=V le+ 7y <I+Tis

where t=R,C.
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Ideally, the capacitor voltage v, should equal the sampled value of the source voltage v at t=t,.
This ideal voltage is approximated by the actual voltage v, provided 7 < z,. Furthermore, 7z, should be
small compared with the time that the source changes such that

V(e +1y) = v(t)

In order for this latter condition to be achieved, the sample duration period 7, and the system sample
period T must both be small. It is shown in Chapter 3 and Appendix B that the sample frequency
F=1/T must be greater than twice the highest frequency in v(#) to avoid aliasing errors (i.e., Nyquist
sample rate). Furthermore, the sample duration must be larger than 7 (i.e., 7;,>>7) in order for the sam-
pler to approximate the ideal sampler performance. This latter objective requires that the capacitance C
satisfies the following inequality:

Ts
Cx—
R,

In the practical sample circuit of Fig. 2.29B, the switch function is implemented via an FET whose
source to drain resistance (Rgp) is a function of a control voltage v, applied to the gate of the transistor.
The switching operation can be achieved a control voltage by a periodic pulse train form as given by

Vo() =V tr <t <t +7g

(2.49)
=V 4 <t <t<try1

It is assumed that Vy, is sufficiently large to drive the FET into saturation and that V; is sufficiently low
(ideally 0) such that the FET is in cutoff. With v,(¢) above applied to the FET gate, the source/drain
resistance is denoted Rgp(v,) and is given by

Rsp(Vi) =R,y (transistor in saturation)
Rsp(VL) =Roge (transistor in cutoff)

Ideally, these resistances should be
Ron=0
Rof 00

However, in practice, R is finite but large and R,,,, is small but nonzero. An equivalent circuit for the
FET in switch mode is given in Fig. 2.30.
Provided R is sufficiently large, the model for the circuit of Fig. 2.29 is given by

(Rs+Ron)CV +ve =V(ty) tr <t <tp+7

(2.50)
2v(ty) t Ty <t<tlpey

The circuit in which the switch is implemented by the FET has the same dynamic response as that of the
ideal switch model except that the time constant 7 is given by
7=(Ry+Ron)C

The performance of the practical sample circuit can approach that of the ideal sample by proper choice
of circuit and system parameters.
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9 Roff >> Ron

Rt

FIG. 2.30 Equivalent circuit for FET in switch mode.

ZERO-ORDER HOLD CIRCUIT

In addition to the ideal sampler component introduced above, in Chapter 3 and Appendix B, a circuit
called a “zero-order hold.” ZOH is shown to be required whenever a digital system output must be
converted to an analog electric signal (e.g., to operate an analog actuator). The ZOH circuit is similar
in certain respects to the “sample-and-hold” circuit introduced above; in that often, it is synchronous
with the sampler at the system input and that it must hold a voltage between successive sample times. In
addition, it incorporates a low-leakage capacitor to “hold” the voltage.

Fig. 2.31 depicts a ZOH circuit in which the system input y, is the kth digital system output. In the
figure, the digital system (not shown) generates an output sequence {y;} in the form of an N-bit binary
“word” on a set of N-leads that are connected to the D/A converter.

The D/A converter is explained in detail (along with the schematic diagrams) in Chapter 3. The
digital control system also generates a signal that controls the D/A operation such that, at the end
of the conversion (EOC), the D/A output analog voltage i, corresponds to the numerical value
of y. The EOC output triggers a pulse generator having output voltage v (?) given by

_ FET
— Uy m ;
—3| DA 1 2— _
T PR TR T
67 O

®) - 0

FIG. 2.31 ZOH circuit. (A) ZOH circuit configuration. (B) ZOH equivalent circuit.
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=V, <t <tp+7

Ve H WSt<it+7 2.51)
=V te+7, <t <Ulpyi

The pulse duration 7, must be sufficiently long that the capacitor voltage is approximately (ideally) i1y.

Voltage v, is applied to the FET gate, which functions as a voltage-controlled switch (as explained

above with respect to the sample circuit). The source-drain resistance is given by Rgp(V,):
Rsp(Vg) =Ron
Rsp (VL) = Rotr

The model for the capacitor voltage v.(f) is similar to that given for the sample circuit:

(Ron +R;)CV +v. =i

3 (2.52)
U T <<l

It is left as an exercise for the reader to find the capacitor voltage v.(f) and show that it is a piecewise
continuous function of time that approximates the output of the ideal ZOH of Appendix B. The pri-
mary differences between v.(¢) and i, for an ideal ZOH are the (ideally) short intervals from t=t#; to
t=1t,+7,, during which periods the capacitor voltage is changing. Except for the short intervals in
which the capacitor voltage is changing, i, is a stepwise continuous function of time ¢ as depicted
in Appendix B.

The circuit of Fig. 2.31 also incorporates an operational amplifier connected as a noninverting volt-
age follower having output voltage i, where

ity =ve(1) (2.53)

This op-amp provides isolation of the capacitor such that any circuit, which is connected to the ZOH
output, will not place a load on v, that would otherwise cause “loading” (with a drop in v, from its
desired value).

BIDIRECTIONAL SWITCH

Another practical circuit incorporated in digital systems that have analog signals at certain inputs or
outputs is an electronically controlled switch that can function with input at either end of the switch.
This circuit can be implemented with MOS fabrication involving both n-channel and p-channel FETs,
also known as CMOS technology. A CMOS circuit that is termed a bidirectional gate and the circuit
symbol for it are depicted in Fig. 2.32.

This circuit can function as a voltage (V.)-controlled switch that can pass signals in direction either
to/from — in/out or to/from — in/out b. The control voltage and its logical inverse are applied to the gates
of the switching FETs. The input voltage range is limited to

0<vin<Vpp

Typically, these voltage-controlled bidirectional switches are implemented as part of an IC for a spe-
cific function as will be described elsewhere in this book but will be represented by the circuit symbol
of Fig. 2.32. In this symbol, the control is represented by the logical variable C,. The circuit control
voltage v, is binary-valued in which the high level (i.e., v.=V}) corresponds to C.=1, and the low
voltage level (i.e., v=V}) corresponds to C..=0. In the circuit, the voltage denoted Vg is a voltage that
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FIG. 2.32 Bidirectional gate schematic and circuit symbol.

must be less than or equal to the source voltage (Vs) for the other FETs in the larger portion of the IC.
The control voltage is relative to Vg, and the analog voltages are referenced to Vigg.

One of the important circuits that incorporate bidirectional gates is the so-called analog multiplexer
(MUX) or demultiplexer (DEMUX). These devices have multiple potential applications in vehicular
digital electronics. An analog MUX is used to selectively pass one of N analog signals to a digital com-
puter that performs various computations on the multiple analog signals one at a time. Often, the analog
signals are sent to the computer sequentially in time via a process known as time domain multiplexing
(TDM). For example, in Chapter 8, which is devoted to vehicular instrumentation, it is explained that a
single computer performs analytic transformations on several analog signals coming from devices
known as sensors (many of which are explained in Chapter 5).

A simplified exemplary diagram of a four-analog signal TDM is presented in Fig. 2.33.

For illustrative purposes, this figure assumes that only four-analog input signals (v1, v,, V3, and vy4)
must be sent sequentially to a single output v,,. It is further assumed that the computer that is perform-
ing signal processing operations generates an output clock signal (C;) that is fed to a 4-bit binary coun-
ter (BC). The BC output are the logical variables A and B, which selectively activate one of the four
bidirectional gates (i.e., BD{, BD,, BD3, and BD,).

For the purposes of this example, it is assumed that a bidirectional gate (BD,,) is closed (i.e., Rop)
whenever the corresponding control (C¢,) is logical 1 (for n=1, 2, 3, 4). The output voltage v is
given by

Vo=V, if Ccy=1 n=1,2,3,4
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Truth table
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FIG. 2.33 Example four-input analog multiplexer.

By comparing the truth table for the AND, NAND gates of this figure, it can be shown that the output swit-
ches sequentially to one of the four inputs depending on the state of A and B. For each C; pulse, the BC
increments by 1 and its outputs sequentially from 00 to 11 and then repeats continuously to count modulo 4.

In a practical application, the MUX output voltage would be sent to a sampling ZOH and A/D con-
verter that are also controlled by the given computer. In this way, the computer sequentially receives
appropriate digital inputs for processing. This application of analog MUX is explained in Chapter 8.

The bidirectional nature of the BD switches makes it possible to supply multiple analog outputs
from a computer. In this DEMUX application of the block diagram/circuit of Fig. 2.33, the computer
sequentially applies a digital output to a D/A converter that would then be connected to the terminal
labeled v,,. In this case, it would be the input to the DEMUX and the analog voltages vy, v,, v3, and v4
are the analog outputs. In one application of DEMUX, the computer could be supplying inputs to an-
alog type displays as explained in Chapter 8.

It should be noted that although Fig. 2.33 is in a block diagram format, example circuits for each
component except the BC have been presented. The components and operation of a BC are explained
later in this chapter. Thus, Fig. 2.33 is effectively an example circuit for a MUX/DEMUX IC.

DIGITAL CIRCUITS

Digital circuits, including digital computers, are formed from binary circuits. Binary digital circuits
are electronic circuits whose output can be only one of the two different states. Each state is indi-
cated by a particular voltage or current level. Binary circuits can operate in only one of the two
states (on or off) corresponding to logic 1 or O, respectively. Digital circuits also can use transistors.
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In a digital circuit, a transistor is in either one of the two modes of operation: on, conducting (at satu-
ration), or off (in the cutoff state).

The corresponding binary voltage levels in digital circuits have two states: a high-voltage state
denoted Vj corresponding to logical 1 and a low voltage state denoted V, corresponding to
logical 0.

In electronic digital systems, a transistor is used as a switch. As explained above, a transistor (either
bipolar or FET) has three operating regions: cutoff, active, and saturation. If only the saturation or cut-
off regions are used, the transistor acts like a switch. When in saturation, the transistor is on and has
very low resistance; when in cutoff, it is off and has very high resistance. In digital circuits, the input
voltage to the transistor switch must be capable of either saturating the transistor or putting it into a
cutoff condition without allowing operation in the active region. The on condition is indicated by a
very low output voltage, and the off condition is by an output voltage equal to or slightly below power
supply voltage.

Fig. 2.34 depicts an NPN transistor circuit configuration for use in a digital circuit.

In this figure, it can be seen that no bias resistor is present since this transistor is not operated
in the linear (active) mode. Rather, the source voltage is binary-valued having only two voltage
levels:

vy =V (high voltage)

=V, (low voltage)

The operation of this type of transistor circuit can be illustrated assuming that it is a 2N4401 transistor
having characteristic curves as depicted in Fig. 2.16B.

In the present example, it is assumed that the low voltage V, <V, where V, is the base-emitter volt-
age threshold (discussed above) above which base current flows. Whenever vy=V,, the base current
and collector current are essentially zero. The output voltage v, is given by

Vo =Vee =R~V (2.54)
Vee
Ry
Rp
AWy

] .

FIG. 2.34 NPN transistor digital circuit.
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It is assumed that the high voltage for this example is sufficient that the base current ij, is given by
VH
R
In this case, the output voltage is <0.5 Volts.
The above example is presented simply as an illustration of a transistor operating in a binary state.
Actual binary voltage levels for transistor digital circuits depend upon the type of transistor used and
the voltage conventions for representing logical 1 or 0.

ip =—>600p amp

BINARY NUMBER SYSTEM

Digital circuits function by representing various quantities numerically using a binary number system
or some other coded form of binary such as octal or hexadecimal numbers. In a binary number system,
all numbers are represented using only the symbols 1 (one) and O (zero) arranged in the form of a place
position number system. Electronically, these symbols can be represented by transistors in either sat-
uration or cutoff or circuits having voltage level V;; or V;. Before proceeding with a discussion of dig-
ital circuits, it is instructive to review the binary number system briefly.

An M-bit binary number (which we denote here as N,) is represented by a set of binary digits called
bits {A,=0,1} arranged in a place position number system as shown below (with A, the most
significant):

Ny=AyAy_1...Ap.. A (2.55)
Each bit in this M-bit binary number is a multiple of a power of 2 in a decimal equivalent. The decimal
equivalent of N, is denoted Ny( and is given by

M
Nip=»_ An2"" (2.56)
m=1

For example, the decimal equivalent of the binary number 1010 (i.e., M =4) is given by
Nio=1x22+0x22+1x2+40x 1

=8+2=10

As mentioned above, another coded number system can be formed from binary by grouping bits to form
anew base (as long as it is an integer power of 2). For example, an octal number system is base 8 that
uses octal digits such that A,,=0, 1, ... 6,7 .... In such a system that can be implemented by groups of
three transistor switches to yield eight possible combinations, an octal number (denoted Ng, with Ay,
being the most significant digit) is given by

Ng =Apy-A;

The decimal equivalent of Ng, which we denote No(M), is given for an M-digit octal number by

M
Nio(M)=>_A,8"" (2.57)
m=1



LOGIC CIRCUITS (COMBINATORIAL) 69

LOGIC CIRCUITS (COMBINATORIAL)

Essentially, all electronic systems in contemporary vehicles are digital in nature and incorporate integrated
circuits formed with very large numbers of transistors that are connected together to implement a number
of basic logic circuits euphemistically called “gates” that perform operations on logical variables.

There are two major categories of logic circuits that perform the basic operations in any digital
electronic system: (1) combinatorial and (2) sequential. We begin with the combinatorial logic circuits
that perform operations that depend on the state of the logical input variables at any given time. The
sequential logic circuits (which are explained later in this chapter) perform operations that are depen-
dent upon previous inputs and the present state of input variables.

Fig. 2.35 presents a summary of important representations for the five basic logic gates with which
essentially all combinatorial logic circuits are built. This figure includes schematic symbols for each
that are often conveniently used for preparing a schematic for a digital circuit. In addition, each section

Al|B )
A B 0l1 A
(Overbar)

110
(A)
A|B|cC
ofo]o
'; )70 0|10 €°B=c<i3
t
TToTo (Large dot)
1111
(B)
AlB|C
A olo]o
A+B=C
B :):>7 c o (Plus sign)
1101
10111
(©)
A— c AlB|C
B——1 ) ofo|1
011 A B=C
A :l ) >C
1]0/(1
B c
1110
(D)
A c AlB|C
B ofof1
oj1]o0 A+B=C
A c 1100
B
11110
(E)

FIG. 2.35 Logic “gates.” (A) NOT, (B) AND, (C) OR, (D) NAND, and (E) NOR.
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of Fig. 2.35 presents a “truth table” for the corresponding gate. A truth table presents the logical result
(i.e., output of the gate) for all possible combinations of input variables. Fig. 2.35 involves only three
logical variables, A and B inputs and C, the output for the associated logical operation.

The analysis of the operation of logic gates is formulated with a special purpose algebra that is
known as “Boolean” algebra. The variables in Boolean algebra (e.g., A, B, and C in Fig. 2.35) have
only two values: 1 or 0. The symbols representing the logical operation in Boolean algebra are
explained with respect to the five gates presented in Fig. 2.35. Following the discussion of these five
gates, in which the algebraic symbols are introduced, there is a discussion of the rules of Boolean al-
gebra. These rules provide a basis for the analysis of the operation of arbitrarily complex combinations
of logic gates such as occur in vehicular digital electronics.

AND GATE

The AND circuit effectively performs the logical conjunction operation on binary numbers or logical
conditions. The AND gate has at least two inputs and one output. The one shown in Fig. 2.35B has two
inputs. The output is high (1) only when both (all) inputs are high (1). If either or both inputs (or any) are
low (0), the output is low (0). Fig. 2.35B shows the truth table, schematic symbol, and logic symbol for
this gate. The two inputs are labeled A and B. Notice that for two inputs, there are four combinations of
A and B, but only one results in a high output. In general, for N inputs, there are 2" combinations with
only one having a high (logic 1) output. The Boolean algebra notation for the AND logical operation
between any two variables is center dot as depicted in Fig. 2.35B.

A-B—AANDB

Alternatively, by analogy to ordinary algebra, where the product of two variables x and y is often writ-
ten without the center dot, the logical AND is sometimes written without the center dot in the form
AB — AANDB

OR GATE

The OR gate, like the AND gate, has at least two inputs and one output. The one shown in Fig. 2.35C has
two inputs. The output is high (1) whenever one or both (any) inputs are high (1). The output is low (0)
only when both inputs are low (0). Fig. 2.35C shows the schematic symbol, logic symbol, and truth
table or OR gate. The Boolean algebra notation for the logical OR operation for any part of logical
variables is the + sign. That is, A OR B— A+B as depicted in Fig. 2.35C.

NOT GATE

The NOT gate is a logic inverter. If the input is a logical 1, the output is a logical 0. If the input is a logical 0,
the output is a logical 1. It changes zeros to ones and ones to zeros. The simple bipolar transistor circuit of
Fig. 2.34 performs the same function if operated from cutoff to saturation. A high base voltage (logical 1)
produces a low collector voltage (logical 0) and vice versa. Fig. 2.35A shows the schematic symbol for a
NOT gate. Next to the schematic symbol is called a truth table. The truth table lists all of the possible com-
binations of input A and output B for the circuit. The Boolean algebra logic symbol is shown also, which is
read as “NOT A.” The bar over a logical variable indicates the logical inverse of the variable and is the
Boolean algebra symbolic notation for this operation; that is, if A=1, then A=0orif A=0, then A = 1.
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In addition to the AND, OR, and NOT logical circuits, there are combinations of AND and NOT
yielding the so-called NAND gate. Similarly, the combination of OR with NOT yields the so-called
NOR gate. Combining these two pairs of functions in a single circuit is often advantageous for building
up larger digital circuit subsystems or systems on a single IC. Fig. 2.35D and E depict the schematic
symbols for the NAND and NOR, respectively, along with truth tables and logical symbols.

BOOLEAN ALGEBRA

Analysis of circuits formed by combinations of the basic logic gates can be done using Boolean algebra.
Boolean algebra is formulated based on a set of logical rules involving multiple logical variables.

Table 2.1 is a summary of these rules applied to logical variables A, B, and C.

The rules of Boolean algebra are supplemented with two important theorems called DeMorgan’s
theorems, which can simplify a Boolean algebra expression. The two DeMorgan’s theorems written in
Boolean algebra notation are the following:

oo

1. A¥B=A4A.
2. A B=A+

o3

EXEMPLARY CIRCUITS FOR LOGIC GATES

As mentioned earlier and illustrated with a bipolar example, digital circuits operate with transistors
in one of the two possible states: saturation or cutoff. Since these two states can be used to represent
multiple-digit binary numbers. The input and output voltages for such digital circuits will be either

Table 2.1 Rules of Boolean Algebra

_ =
= o0 XN AW

_ = m e e
NS kWD

—
®

0+A=A

1+A=1

A+A=A

A+A=1

0-A=0

1-A=A

A-A=A

A-A=0

A+B=B+A
A-B=B-A
A+B+C)=(A+B)+C
A-(B-C)=(A-B)-C
A-(B+C)=A-B+A-C
A+A-C=A
A-(A+B)=A

(A+B)-(A+C)=A-(A+C)+B-(A+C)=A+B-C

A+A-B=A+B
A-B+B-C+A-C=A-B+A-C
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“high” or “low,” corresponding to 1 or 0. High voltage means that the voltage exceeds a high thres-
hold value that is denoted V. If the voltage at the input or output of a digital circuit is denoted V, then
symbolically, the high-voltage condition corresponding to logical 1 is written as

V>Vy (2.58)
Similarly, low voltage (corresponding to logical 0) means that voltage V is given by
V<v (2.59)

where V; denotes the low threshold value. The actual values for V; and V; depend on the technology
for implementing the circuit. Representative values are V;=2.4 and V; =0.8 V for bipolar transistors.

Although it is not necessary to understand the circuit details of logic gates since they are implemen-
ted in large numbers in digital ICs, for the interested reader, a few exemplary circuits are presented for
certain gates that are based on FET transistors. In digital circuits, FETs are operated in a switching
mode (rather than as a linear device) as explained with respect to the sampling circuit of Fig. 2.29.
In the following example circuits, the voltages are assumed to be binary-valued such that the high-
voltage state corresponds to logic 1 and the low voltage state to logic 0.

We begin with an example circuit for a logic inverter that has a logic function explained above. In
principle, a single FET connected as shown in Fig. 2.22 could function as a logic inverter provided the
input voltage levels caused the FET to be in saturation or cutoff. However, an inverter circuit must
function by supplying the output to another circuit having a specific input impedance (normally resis-
tive). A typical practical FET inverter circuit is depicted in Fig. 2.36.

V.
sup Voltage
D truth table
Va Vi
H L

G

—.

) !

FIG. 2.36 Example FET inverter circuit.

Inverter
logic symbol

R A >: i
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In this circuit, FET Q) is a load transistor on the switching transistor Q,. This load transistor is al-
ways in the on state and limits the current available to the load R;, which represents the input to the
circuit that receives the logical inverse of the input V4 to the inverter. When the input V4 is in the high
state (corresponding to logic A=1), the switching transistor Q, is in saturation state, and the output
voltage V is in the low state corresponding to logic 0. When the input is in the low state, the switching
transistor is in cutoff, and the output voltage V; is in the high state corresponding to logic 1.

Another example circuit diagram for a logic gate implemented with FETs is the NAND gate seen

in Fig. 2.37.
Vsup
D Voltage
truth table
Q ARARZ
I‘_ L| L H
G|}F-s L| H|H
H{ L | H
| H| H| L
I
— |
=
QI
I
Ve I_‘ NAND
V4
RL§ v, logic symbol
B
I

— A
Q |
I
y G S |

©Gnd @

FIG. 2.37 Example NAND gate FET circuit.

This figure also depicts a truth table based on the two input and output voltages where
H — high-voltage state and L —low-voltage state. This circuit incorporates a load transistor Qy,
and two switching transistors Q; and Q,. In general, it is not required, but for some versions of
this circuit, a zener diode (denoted z) clamps the high-voltage state to a fixed value. In the circuit
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of Fig. 2.37, the output state voltage is only low if both inputs are high and both Q; and Q; are in
saturation. If either input is low, the corresponding transistor is in cutoff with a very high resistance
(ideally open circuit). The possible combinations of the input voltages and the corresponding output
voltage are given in the truth table of Fig. 2.37. The voltages L, H correspond to logic 0, 1 for the
corresponding logical variable (i.e., A, B, or C). Also shown in Fig. 2.37 is the logic symbol pre-
sented in Fig. 2.35D.

Another example of a logic gate circuit is for a NOR gate and is depicted in Fig. 2.38.

o T o

.
kg
" \VBS :

Y%

o]

NOR
logic symbol

FIG. 2.38 Example circuit for NOR logic.

This circuit employs a load transistor Q,, the same as the NOT and NAND gates explained above.
The switching transistors Q; and Q, are able to switch the output low if either V4 or Vj is high by
saturating Q; or Q,, respectively. The output is only high when both inputs (V4 and V) are low.
For all three voltages depicted in this circuit, a high voltage H is equivalent to logic 1, and a low voltage
L is equivalent to logic 0. By comparing the voltage truth table with the logic truth table of Fig. 2.35E, it
can be seen that the circuit of Fig. 2.38 is a NOR gate circuit.
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The circuits depicted above can be combined to yield positive logic circuits. That is, a NOT gate
(inverter) circuit of Fig. 2.36 connected to the output of the NAND gate of Fig. 2.37 will yield an AND
gate circuit. That is, the inverter will take the C output for Fig. 2.37, which is C = A - B and invert it as
given by

C=A-B=A-B(AND)

Similarly, an inverter circuit connected to the output of the NOR circuit of Fig. 2.37 yielding an OR gate
circuit. There are other circuits for implementing the logic gates of Fig. 2.35, but the examples given
above illustrate the basic building blocks of any digital circuit.

COMBINATION LOGIC CIRCUITS

Still, another important logical building block that can be built up with the three basic logic gates is the
exclusive OR denoted XOR. This circuit has logical 1 output if and only one if its inputs is nonzero.
A two-input example is shown in Fig. 2.39A. The schematic symbol for this device is depicted on
the upper left of Fig. 2.39A. Its implementation using the three basic gates is shown at the lower left.
The XOR truth table and logic symbol & are also given in Fig. 2.39A. In addition, the Boolean algebra
notation for A, XOR, B is given in Fig. 2.39A.

All of these gates can be used to build digital circuits that perform all of the arithmetic functions of a
calculator or computer. Table 2.2 shows the addition of two binary bits in all the combinations that can
occur. Note that in the case of adding a 1 to a 1, the sum is 0, and a 1, called a carry, is placed in the next
place value (in a place position number sequence) so that it is added with any bits in that place value.
A digital circuit designed to perform the addition of two binary bits is called a half adder and is shown in
Fig. 2.39B. Note that it incorporates an XOR gate. It produces the sum and any necessary carry, as
shown in the truth table.

A half-adder circuit does not have an input to accept a carry from a previous place value. A circuit
that does accept a carry input is called a full adder (Fig. 2.39C). A series of full-adder circuits can
be combined to add binary numbers with as many digits as desired. Any digital computing system
from a simple electronic calculator to the largest digital computer performs all arithmetic operations
using full-adder circuits (or some equivalents) and a few additional logic circuits. In such circuits,
subtraction is performed as a modified form of addition by using some of additional logic circuits
as explained in Chapter 3. Multiplication of two 1-bit numbers is characterized by elementary rules
of multiplication:

0x0=0
0x1=0
1x0=0
Ixl=1

Multiplication of an N-bit number by an M-bit number is implemented under program control in some
form of stored program computer as explained in Chapter 3.

Of course, the addition of pairs of 1-bit numbers has no major application in digital computers. On
the other hand, the addition of multiple-bit numbers is of crucial importance in digital computers and,
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Schematic symbol Truth table Logic symbol
i) >—oc
B
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FIG. 2.39 Combination logic circuit. (A) XOR, (B) half-adder, and (C) full-adder.

Table 2.2 Addition of Binary Bits

Bit A 0 0 1 1
Bit B 0 1 0 1
Sum 0 1 1 10
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FIG. 2.40 4-Bit adder circuit.

of course, in automotive digital control systems. The 1-bit full-adder circuit can be expanded to form a
multiple-bit-adder circuit. By way of illustration, a 4-bit adder is shown in Fig. 2.40. Here, the 4-bit
numbers in place position notation are given by

A= dsaszazaq
B =b4b3byb;

where each bit is either 1 or 0. The sum of two 4-bit numbers has a 5-bit result, where the fifth bit is the
carry from the sum of the most significant bits. Each block labeled FA is a full adder. The carry out (C)
from a given FA is the carry in (C’) of the next-highest full adder. The sum S is denoted (in place
position binary notation) by

8§ =C484535,81

LOGIC CIRCUITS WITH MEMORY (SEQUENTIAL)

The logic circuits discussed so far have been simple interconnections of the three basic gates NOT,
AND, and OR. The output of each system is determined only by the inputs present at that time. As
explained in the introduction to digital circuits, these circuits are called combinatorial logic circuits.
There is another type of logic circuit that has a memory of previous inputs or past logic states. This type
of logic circuit is called a sequential logic circuit because the sequence of past input values and the logic
states at those times determines the present output state. Because sequential logic circuits hold or store
information even after inputs are removed, they are the basis of semiconductor computer memories.

R-S FLIP-FLOP
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