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Power electronics converters for solar PV applications


Ahteshamul Haque
1
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1.1 Introduction

The demand for renewable energy-based power plants is growing exponentially worldwide due to the climate change threat. The other reason for this demand is the exponential growth in electrical energy demand for industrialization. The availability of conventional fossil fuel reservoirs such as coal is very limited. Solar photovoltaic (PV)-based power plant is the most acceptable among all renewable energy sources as the sunlight is relatively available in abundance in most of the regions.

The total solar PV installed capacity is thus increasing worldwide, and it is forecasted that growth will continue, as shown in Figures 1.1 and 1.2, [2].


[image: image]


Figure 1.1 Solar PV installed capacity at world level [1]


[image: image]


Figure 1.2 Power generation share of solar PV-based plants at world level [1]

Almost in every business sector, the world is facing a growing recession, but in solar PV-based plant area, the job prospects have increased significantly, as indicated in Figure 1.3, and many opportunities are created at various levels, which helps in solving unemployment issues worldwide.


[image: image]


Figure 1.3 Employment from investment in solar PV plants [1]

Based on the above data, it can be concluded that solar energy is the fastest growing renewable energy generation technique and most of the researchers are focusing on the development of a highly efficient and lossless method to achieve maximum power possible. Moreover, solar PV plants have technological challenges i.e. power conversion, quality factor, and safety issues. To address these issues various technological standards are made by regulating agencies, e.g., power electronics converters, control strategy, low-voltage ride-through (LVRT) [3, 4], anti-islanding [5, 6], and reliability, which will be discussed in the coming sections and chapters in detail.

1.2 Role of power electronics in solar PV systems

The layout of a solar PV power plant is shown in Figure 1.4. The solar PV output is DC and variable, i.e., it depends on ambient conditions (temperature, solar irradiance, etc.). These variable electrical signals need to be regulated as per the desired shape and magnitude. Power electronics converters are used to regulate the PV output. Moreover, power electronics converters are also used to convert the DC voltage into the AC voltage of the desired magnitude and frequency. The ability of power electronics switches to operate with pulse width modulation (PWM) makes the system-control efficient. Different control algorithms can be implemented for generating PWM and obtaining accurate output power with a low response time.


[image: image]


Figure 1.4 Layout of solar PV plant

For a single-stage PV system, the output from the solar panel is directly fed to the DC–AC converter that regulated the incoming DC and converts it into AC. The output of the inverter is then passed through the filter before it is fed to the grid and local load. The control signal is generated by the measured voltage of the inverter at point of common coupling.

In the case of a two-stage system, the PV output from the solar panel is fed to the DC–DC converter. The maximum power point tracking (MPPT) control is implemented in the control of DC–DC converters. Also, if a battery is used in the solar PV plant, a charger circuit is required, which is also a power electronics converter. The PV-side auxiliary power is tapped off different DC voltage levels as per the requirement by the load. The main role of DC–DC converters in solar PV plant is shown in Figure 1.5. Similarly, the main functions of the DC–AC power electronics converter are shown in Figure 1.6. The LVRT and islanding detection protection are implemented in the control of the DC–AC converter.
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Figure 1.5 Main functions of DC–DC converters in solar PV plants
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Figure 1.6 Main functions of DC–AC converters in solar PV plants


1.3 DC–DC power electronics converters

In solar PV applications, DC–DC converters are used, and they are classified into two types: isolated and non-isolated type, as shown in Figure 1.7. The major difference between the two types of converters is in cost and galvanic isolation. The isolated type DC–DC has galvanic isolation between the input and output because of a magnetically coupled element, and at the same time, the cost is high. Flyback, resonant, forward, push-pull, bridge DC–DC converters are examples of isolated converters. The non-isolated type converters are Ćuk, SEPIC, boost, buck-boost, etc. These DC–DC converters used in solar PV applications are discussed in Sections 1.3.1 to 1.3.14.
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Figure 1.7 Classification of DC–DC converters used in solar PV applications


1.3.1 Buck converter

The buck converter, also known as a step-down converter, is used to step down the input voltage at the output side. The schematic of the converter is shown in Figure 1.8. This converter is a switched-mode power supply containing a diode, a power switch, and an energy storage element in the form of either a capacitor or a inductor. Here, the input voltage source feeds the controllable power switch that is operated with a PWM either through a time base or with a frequency base. Generally, to eliminate the voltage ripple, a combination of capacitor and inductor can be used at both the load side and the supply side of the converter. The main application of this converter is in the battery charger circuit [7], solar PV pumping system [8], MPPT tracking, etc. [9].


[image: image]


Figure 1.8 Schematic of a buck DC–DC converter


1.3.2 Boost converter

The boost converter is referred to as a step-up converter and used in applications where the voltage magnitude at the output needs to be larger than the input voltage. This converter finds its majority of applications in PV systems to boost the PV voltage [10–12]. The schematic of the boost converter is shown in Figure 1.9. Similar to a buck converter, the boost converter is also a switched-mode power supply containing an inductor, a power switch, a diode, and a capacitor. Here, the input voltage source feeds the inductor that leads to a constant input current. Further, the power switch is operated with a PWM to achieve the required output voltage. Many modifications are available for the basic boost converter in the literature [10–13] to achieve ripple minimization, high voltage gain, and enhanced performance.
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Figure 1.9 Schematic of the boost DC–DC converter


1.3.3 Buck-boost converter

The buck-boost converter can operate both in step-down and in step-up mode depending upon the duty cycle provided to the converter. The schematic of the converter shown in Figure 1.10 is developed by combining the basic buck converter and boost converter topologies discussed in Sections 1.3.1 and 1.3.2. This converter found most of its applications in stand-alone and grid-connected PV systems, and motor drives [14]. Similar to the operation of a buck converter, the input voltage source feeds the controllable power switch in the converter that is operated with a PWM. The literature identified that the continuous current mode operation of the buck-boost converter has lower ripples in the current. Further, a buck-boost converter with two power switches can have the least current and voltage stress on the components operating in the converter. Moreover, to enhance the operation of a basic buck-boost converter, various other topologies such as SEPIC [15], Ćuk [16], and Luo converters [17] are available in the literature.
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Figure 1.10 Schematic of the buck-boost DC–DC converter


1.3.4 Single-ended primary inductance converter

The single-ended primary inductance converter (SEPIC) is widely used in DC voltage flickering control and sensor-less control of PV applications. The schematic of the SEPIC is shown in Figure 1.11. While operating the converter, the on-time switching must be larger than the off-time switching to realize a high voltage at the output. Further, this also ensures that the capacitor is fully charged. For any condition, if the switching is not achieved, the converter fails to provide the required output. Besides, the operation of the converter along with a high-frequency transformer achieves an output voltage with minimized ripples. This provides various advantages with key features such as continuous output current, minimized output ripples, and minimized switching stress [15, 18–20].


[image: image]


Figure 1.11 Schematic of the SEPIC DC–DC converter


1.3.5 Ćuk converter

The schematic of a Ćuk converter shown in Figure 1.12 has similarities with the basic buck-boost-converter except for the fact that the inductor is replaced with a capacitor to achieve the power transfer. This arrangement is also known as a negative-output capacitive energy-based flyback DC–DC converter [21]. Further, the Ćuk converter achieves ripple-free output in a system by inverting the output polarity of the converter with suitable connections [16, 22, 23]. Besides, to improve the efficiency of Ćuk converters and achieve optimal bidirectional operation concerning the regulation of voltage and current [24], various modifications are proposed in the literature [25–28]. These studies have identified the application of the converter in various motor drive circuits [21] and renewable energy applications [29–31].
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Figure 1.12 Schematic of a Ćuk DC–DC converter


1.3.6 Positive-output super-lift Luo converter

The positive-output super-lift Luo converter shown in Figure 1.13 was initially introduced by Luo et al. [17] in 2003. This converter was developed with different series energy storage elements such as series inductors and capacitors that provide high output voltage resembling arithmetic progressions. Later, the design of the converter was modified in [32] by adding a high voltage transfer gain and its operation was enhanced by using a sliding mode controller in [33] for achieving the balance between the voltage regulation and load current. This converter is considered to be more powerful when compared to the SEPIC and Ćuk converters discussed in Sections 1.3.4 and 1.3.5 due to its unique features of enhanced efficiency and high output voltage resembling higher geometric progressions. Moreover, these converters are still under development for their operation with domestic and industrial PV applications [34, 35].
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Figure 1.13 Schematic of a positive-output super-lift Luo DC–DC converter


1.3.7 Ultra-lift Luo converter

The ultra-lift Luo converter is shown in Figure 1.14 [36, 37]. This converter combines the design aspects of voltage and super-lift Luo converters to produce a high-voltage conversion gain. This makes the converter highly efficient among the other non-isolated DC–DC converters. Further, it is identified that the closed-loop design of the converter is monotonous as the slightest variation in duty ratio results in large output voltage variations.
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Figure 1.14 Schematic of an ultra-lift Duo DC–DC converter


1.3.8 Zeta converter

The Zeta converter combines the advantages of the buck-boost, SEPIC, and Ćuk converters. The schematic of the Zeta converter is shown in Figure 1.15. When operated in a PV system, the Zeta converter enables continuous MPPT over the entire area of the PV curve. Further, the Zeta converter provides a non-inverted output voltage that has either an enhanced or a diminished value concerning the input voltage [38–42]. Moreover, to reduce the output ripples and achieve enhanced voltage conversion in continuous and discontinuous modes, new topologies of the Zeta converter are developed in the literature [43]. These advancements are constituted for operation with the battery storage systems in PV applications.
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Figure 1.15 Schematic of a Zeta DC–DC converter


1.3.9 Flyback converter

The schematic of the flyback DC–DC converter is shown in Figure 1.16. This converter acts as a key solution for higher converter gain requirements by employing transformers in the system. For a transformer with a large air gap to store energy, the flyback converter can be used in high-power applications. Further, the large air gap results in less magnetizing inductance, and the flyback converter provides very less energy transfer efficiency and large leakage flux. Moreover, the flyback converter overcomes the drawback of output polarity inversion and high current flow in the power switch and output diode in Ćuk converters [44]. These advantages have seen the application of flyback converters to operate in the discontinuous mode with isolated grid-connected inverters [45]. This application identified the unique features such as swift dynamic response and less complexity of the converter. Further, the efficiency and decreased ripple content of the converter is enhanced by employing various soft switching techniques [46, 47].
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Figure 1.16 Schematic of a flyback DC–DC converter


1.3.10 Three-port half-bridge DC–DC converter

The schematic of a three-port half-bridge DC–DC converter is shown in Figure 1.17. The converter’s primary circuit operates in the buck converter mode with synchronous rectification to provide the high-frequency transformer with a DC bias current. Further, various implementations are projected for post and synchronous regulations to regulate the three ports individually for achieving a single-stage power conversion with modest topology and simple control [48]. Moreover, to achieve continuous input current with a wide range of zero-voltage switching and low ripple, the three switches are operated with an active-clamped half-bridge DC converter [49]. Besides, to achieve a high voltage gain for large input voltage applications, the hybrid secondary rectifier is modified as a dual half-bridge LLC resonant converter. Here, depending on the switching strategy, the hybrid secondary rectifier acts as a quadruple rectifier [50]. In [51], the output power and efficiency are improved by employing an interleaved high-performance DC converter. A half-bridge of this topology ensures that the duty cycle of the two interleaved converters is close to 50 percent for achieving a continuous output current width with less lag and small component size. Further, to reduce the electromagnetic interference and voltage stress and achieve a high efficiency, the three-level converter is operated with a high-voltage bidirectional half-bridge in high-voltage DC microgrid applications [52].
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Figure 1.17 Schematic of a three-port half-bridge DC–DC converter


1.3.11 Full-bridge converter

The full-bridge converter is used to integrate various components of the PV system such as PV array, energy storage device, and the load. The general schematic of a full-bridge converter is shown in Figure 1.18. The arrangement of a full-bridge converter consists of the integration of two buck-boost converters. This is developed to achieve zero-voltage switching and single power conversion with the topology [53]. Further, the circulating current losses are minimized by achieving zero-voltage switching during turn-on of switches through operating the full-bridge topology with asymmetrical PWM. Moreover, the use of asymmetrical PWM with a full-bridge converter minimizes the stress on power switches and achieves higher efficiency [54]. Besides, the problem of reverse recovery in output diode is overcome by achieving zero-current switchings during the switch turnoff through combining the resonant part of the circuit with the blocking capacitor and leakage inductance.


[image: image]


Figure 1.18 Schematic of a full-bridge DC–DC converter

1.3.12 Dual active bridge converter

The dual active bridge converter has found its application in stand-alone hybrid systems due to its advantages with high conversion efficiency, bidirectional power flow, galvanic isolation, and high power density [55–57]. The schematic of the converter is shown in Figure 1.19. From the circuit, it can be identified that the high-voltage DC sources feed the primary bridge and the low-voltage energy storage or load is connected to the secondary bridge. Further, a high-frequency power transformer is used to isolate the two full bridges whose leakage inductance is used as a storage element in the circuit. To enable the bidirectional power flow with the circuit, a square wave is conveniently phase shifted between both the bridges. Moreover, the voltage difference of the storage element is controlled to achieve power conversion with the circuit [58]. The control aspects of the dual active bridge-isolated bidirectional DC–DC converter are widely discussed through digital controllers in [59, 60]. In [61, 62], the high-frequency dual active bridge transformers were developed as an improvement to the existing converters. Besides, an ultra-capacitor-based dual active bridge converter was developed in [60].


[image: image]


Figure 1.19 Schematic of a dual active bridge DC–DC converter

1.3.13 Multielement resonant converter

The multielement resonant converter is an enhanced topology of the traditional LLC converter [63, 64]. This converter provides advantages of zero-voltage and -current switching using a short output circuit [65, 66], higher efficiencies at the full load operation, and high power density making them adaptable in renewable energy generation applications [67, 68]. The schematic of a three-port multielement resonant converter is shown in Figure 1.20. The design aspects of this converter involve series and parallel connection of five resonant components in the circuit. These multiple resonant components provide various resonant frequencies in the circuit and their suitable placement helps in transferring the active power of fundamental and third-order harmonics. Further, the parasitic leakage current due to the nonideal isolated transformer is ignored for this converter. From the literature, it is identified that the zero-voltage switching characteristics can be easily achieved for all the power switches in the three ports along with 96 percent power-conversion efficiency [69].


[image: image]


Figure 1.20 Schematic of a bidirectional multielement DC–DC resonant converter


1.3.14 Push-pull converter

The push-pull converter, also known as a switching converter, is shown in Figure 1.21. This converter involves a transformer and operates with the help of a center-tapped primary winding by acting as a forward converter to the transformer core effectively. Further, the push-pull converter has small filters for different available power levels with the circuit. The major advantage of this converter is the transistor pair in the circuit employs input lines that avail the flow of current through the main winding of the transformer. Besides, the concurrent switching of the transistors draws current from the transformer resulting in a shattered condition for the current at the line during the switching condition of half-cycle pair. Moreover, when operated with low input noise, the push-pull converters have stable input current and can have efficient high-power applications [70]. Further, the center tapping that only utilizes half of the winding of the transformer at a time resulted in increased copper losses for the circuit.
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Figure 1.21 Schematic of a push-pull DC–DC converter

Further, a summary of different DC–DC converters classified under isolated, non-isolated, unidirectional, and bidirectional are shown in Table 1.1 [71]. The summary identifies the important aspects of different converters and compares them with each other.

Table 1.1 Comparison between different DC–DC converters




	
	Converter type
	Optimal power demand
	Voltage stress
	Efficiency





	Non-isolated unidirectional DC–DC converter
	Buck
	Low
	High
	Medium



	Boost
	Low
	High
	Medium



	Buck-boost
	Low
	Medium
	Medium



	Non-isolated bidirectional DC–DC converter
	Buck-boost
	Low
	Medium
	Medium



	SEPIC
	Low
	High
	Medium



	Ćuk
	Low
	High
	Medium



	Half-bridge
	Low
	Medium
	High



	Isolated unidirectional DC–DC converter
	Flyback
	Low
	High
	High



	Half-bridge
	Low
	High
	High



	Full-bridge
	High
	Medium
	Medium



	Push-pull
	High
	High
	Medium



	Isolated bidirectional DC–DC converter
	Half-bridge
	Low
	High
	Medium



	Full-bridge
	High
	Low
	Medium






1.4 DC–AC converters

Solar inverters play a vital role in the PV application. The DC power from the panel after being boosted by a DC–DC converter is fed to the solar inverter before it can be supplied to the load and grid. The inverter converts DC power into a regulated AC power that can be controlled by varying the switching of the power electronics devices. The basic inverter topologies are presented in Figure 1.22. The topologies are designed to operate in a grid-connected mode of operation while satisfying different grid codes requirements. From Figure 1.22, it can be deduced that the solar inverter can be categorized into two classes: transformer-based and transformerless inverters [72–74]. The galvanic isolation present in the transformer-based inverter provides isolation between the DC and the AC side and protects the system from any leakage power or power circulation that may occur in the AC side of the system. But the disadvantage of the transformer-based inverter is that the size of the inverter becomes large, and the efficiency of the inverter is low due to the transformer-based losses. To overcome the disadvantages, transformerless inverters were proposed. The absence of a transformer for the inverter reduces the size substantially and at the same time the efficiency of the inverter is improved [75]. However, the concern with transformerless inverters is the absence of isolation between the AC and DC side of the system. There is a change of power flow from AC to DC end, which may cause damage to DC equipment. As a result, many different topologies have been proposed to reduce leakage currents in transformerless inverters.
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Figure 1.22 Classification of DC–AC converters used in solar PV application


1.4.1 Transformer-based inverter

The transformer in the inverter provides galvanic isolation that separates the AC from the DC. The isolation avoids injection of DC current into the grid and stops leakage currents from the grid into the DC circuit. Transformer inverters can be categorized based on the operating frequency. The low-frequency transformer inverter as depicted in Figure 1.23a [76] is more reliable and cost-effective but at the same time, the efficiency is significantly poor. Whereas in the case of the high-frequency transformer inverter depicted in Figure 1.23b [77], the size of the inverter is small, and the inverter is more efficient compared to the low-frequency one. Because of the high-frequency operation, the components are constantly operating in high stress and the reliability is low [78, 79].
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Figure 1.23 DC–AC converters with transformer: (a) low-frequency inverter, (b) high-frequency inverter


1.4.2 Transformerless inverter

The transformer present in the inverter achieves galvanic isolation and reduces the leakage currents from the grid. This helps in ensuring safety, but a substantial amount of power is lost because of the transformer, which reduces the efficiency of the inverter. Due to the large size and low efficiency of the transformer-based inverter, there has been a shift in research toward the transformerless inverters for PV applications. A few of the commonly used transformerless inverter topologies [80] are explained in this section. A comparative analysis of different transformerless inverters is presented in Table 1.2.

Table 1.2 Comparison between different transformerless inverter topology

[image: image]


1.4.2.1 Half-bridge transformerless inverter

A half-bridge transformerless inverter comprises two power electronics switches connected in parallel with capacitors as shown in Figure 1.24 [105]. The operation is performed by turning on one switch at a time and charging the antiparallel capacitor at that instance. When the second switch is turned on, the corresponding capacitor is discharged, and the obtained inverter output is passed through an L-filter. The topology is simple to implement but achieving MPPT is difficult [106]. As a result, a high ripple is present in the output current.


[image: image]


Figure 1.24 Two-switch half-bridge transformerless inverter


1.4.2.2 Neutral point-clamped transformerless inverter

An neutral point-clamped (NPC) transformerless inverter comprises four power electronics switches with two diodes as shown in Figure 1.25 [82]. The clamping diodes at the midpoint aid in achieving the zero-voltage stage. Switches [image: image] and [image: image] operate in one-half cycle with alternating pulsing whereas [image: image] and [image: image] operate in another cycle. The current ripple is low compared to the half-bridge topology, but this topology is unable to balance conduction losses on the negative side causing a limitation for the DC-link [107].


[image: image]


Figure 1.25 NPC transformerless inverter

1.4.2.3 Active neutral point-clamped transformerless inverter

An active neutral point-clamped (ANPC) transformerless inverter illustrated in Figure 1.26 is a modification of an NPC inverter [108]. In the ANPC, the diodes are replaced by power electronics switches. The upper clamping is controlled by [image: image] and [image: image] whereas the lower clamping is regulated by [image: image] and [image: image] [109]. By replacing the diodes with the power electronics switches, the conduction losses of the inverter are controlled.


[image: image]


Figure 1.26 ANPC transformerless inverter

1.4.2.4 T-type transformerless inverter

A T-type three-level transformerless inverter consists of four power electronics switches with two bidirectional switches incorporated in the midpoint of the DC-link capacitor and switches ([image: image] and [image: image]) leg [107] as illustrated in Figure 1.27. The [image: image] and [image: image] operate in a complementary way with [image: image] and [image: image] [110]. The clamping with two power electronics switches ([image: image] and [image: image]) reduces the requirement of switching devices, which causes a reduction in conduction losses when compared to the ANPC topology.
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Figure 1.27 T-type transformerless inverter

1.4.2.5 Three-switch transformerless inverter

The three-switch transformerless inverter is a modified NPC or ANPC inverter. The number of power electronics switches is reduced from previous topologies, as shown in Figure 1.28. The topology incorporates a diode bridge along with [image: image] The diode bridge provides the current path during the null state. The operation takes place in four modes. [image: image] is turned on during the positive half-cycle whereas [image: image] remains on during the negative half-cycle. During the freewheeling mode of a positive half-cycle, [image: image] and [image: image] are in forwarding bias with [image: image] whereas for the negative half-cycle biasing, [image: image] and [image: image] are on alongside [image: image] [111].
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Figure 1.28 Three-switch transformerless inverter


1.4.2.6 Full-bridge transformerless inverter

A full-bridge transformerless inverter consists of four power electronics switches as shown in Figure 1.29. During the positive half-cycle of operation, [image: image] and [image: image] are turned on and the antiparallel diode along [image: image] and [image: image] provide a path for the current flow. The [image: image] and [image: image] are complementary to each other and similarly [image: image] and [image: image] are complementary to each other. For positive half-cycle [image: image] and [image: image] are turned on and, as a result, the output voltage is equal to the input voltage. Whereas during the freewheeling mode of the positive cycle, the current flows though [image: image] and antiparallel diode of [image: image] [112].


[image: image]


Figure 1.29 Full-bridge transformerless inverter


1.4.2.7 H5 transformerless inverter

The H5 transformerless inverter topology is the commonly implemented topology, which was patented and is commercially produced by SMA Solar Technology [103]. The topology consists of five power electronics switches as shown in Figure 1.30. It can be observed that [image: image] on the DC side acts as a DC decoupling switch. During the freewheeling mode of operating, [image: image] is turned off, which disconnects the DC side and effectively reduces the common-mode current [113, 114]. During the positive half-cycle, [image: image] and [image: image] operate at the switching frequency, whereas [image: image] operates at the grid frequency. The other two switches remain in the off state. Whereas during the negative half-cycle, [image: image] and [image: image] operate at the switching frequency and [image: image] operates at the grid frequency.
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Figure 1.30 H5 transformerless inverter


1.4.2.8 Full-bridge transformerless inverter with midpoint switches and diodes

The full-bridge transformerless inverter with midpoint switches and diodes topology is similar to the H5 transformerless inverter topology. Two extra switches are added on the top and bottom of a full-bridge inverter, as shown in Figure 1.31. While [image: image] conduct, [image: image] and [image: image] conduct simultaneously. When [image: image] is in on state, [image: image] and [image: image] operate with the same switching pulse. During a freewheeling period of a positive half-cycle, [image: image] operates in forwarding bias along with [image: image] . Whereas during the negative half-cycle, [image: image] operates in forwarding bias along with [image: image] [115].


[image: image]


Figure 1.31 Full-bridge transformerless inverter with midpoint switches and diodes


1.4.2.9 H6-1 transformerless inverter

The H6-1 transformerless inverter consists of six power electronics switches, as shown in Figure 1.32 [116]. For operation in a positive half-cycle, [image: image] , [image: image], and [image: image] are turned on. And during the freewheeling state, [image: image] along with the antiparallel diode of [image: image] conducts without any input, and the current flows through the load. During the negative half-cycle, [image: image] , [image: image], and [image: image] are turned on and for freewheeling state, [image: image] along with the antiparallel diode of [image: image] conducts.
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Figure 1.32 H6-1 transformerless inverter


1.4.2.10 Modified Highly Efficient and Reliable Inverter Concept

The HERIC transformerless inverter consists of six power electronics switches and has an issue with leakage currents. To overcome the drawback a modified version was proposed in [117–119] as shown in Figure 1.33. The topology aims at reducing the leakage current and keeping the common-mode voltage to the minimum. The drawback of this topology remains the shoot-through issue.


[image: image]


Figure 1.33 Modified HERIC transformerless inverter

1.4.2.11 oH5-1 transformerless inverter

The oH5-1 topology has been derived from the H5 transformerless inverter topology. The topology aims to clamp the input voltage to the half value [108]. The topology consists of six power electronics switches as shown in Figure 1.34.


[image: image]


Figure 1.34 oH5-1 transformerless inverter


1.4.2.12 Modified transformerless inverter

As illustrated in Figure 1.35, the topology presented is a modification over the basic full-bridge converter [120]. During the positive half-cycle [image: image] and [image: image] are in on state, whereas [image: image] remains off. In case of the negative half-cycle, [image: image] is in on state, whereas [image: image] remains off.
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Figure 1.35 Modified transformerless inverter


1.5 Summary

Solar energy-based power generation is one of the major stakeholders in the renewable energy market around the globe. The low operating cost and easy availability have made it more favorable for the consumer. But many challenges are still present as a large amount of generated power is lost during the conversion process. As a result, many power electronics converters are designed over time to improve the efficiency and reliability of PV-based system. The chapter presents a brief introduction about the power electronics converters used for PV applications. Both the DC–DC converters and DC–AC converters are presented in this chapter and different topologies that are applied in PV applications are explained.
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This chapter assesses and improves the reliability of a photovoltaic (PV) microinverter product by applying two different mission profiles and system-level electrothermal modeling. The system configuration and wear-out analysis process are described in brief before the electrothermal and lifetime models are developed for reliability-critical components in the microinverter, e.g., semiconductor devices and capacitors. Then the mission profiles of two distinct locations, Arizona, USA, and Aalborg, Denmark, are applied to the developed microinverter models, yielding the annual junction/hotspot temperature profiles and annually accumulative damages of components. Monte Carlo simulation and Weibull analysis are performed to obtain the system wear-out failure probability. Finally, an advanced multimode control scheme is introduced and a new long-lifetime electrolytic capacitor is employed in the DC link, leading to a significant reliability improvement of the PV microinverter product.


2.1 System description and reliability evaluation process


2.1.1 System description

The topology of the PV microinverter product is shown in Figure 2.1. As can be seen, it is composed of a synchronous quasi-Z-source series resonant DC–DC converter (qZSSRC) [1] and a grid-tied full-bridge inverter. Depending on the input voltage VPV
, three operation modes exist in the qZSSRC, i.e., pass-through mode (PTM), buck mode, and boost mode [1]. Thus, the qZSSRC can deal with a wide range of input voltages, e.g., from 10 V to 60 V. The developed 300-W product is shown in Figure 2.2, and its parameters are listed in Table 2.1. The full-load experimental waveforms and efficiencies of the PV microinverter prototype are shown in Figure 2.3. As can be seen, the microinverter operates well in all the three modes, and its efficiency can be maintained relatively high over wide input voltage and power ranges.
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Figure 2.1 Schematic of the impedance-source PV microinverter product
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Figure 2.2 Photo of the PV microinverter product

Table 2.1 Specifications and parameters of the PV microinverter prototype




	Descriptions
	Parameters





	Input voltage range
	 10–60 V



	Nominal voltage
	 33 V



	Most probable operating voltage
	 20–40 V



	Rated power
	 300 W



	Switching frequency of DC–DC stage
	 110 kHz



	Switching frequency of inverter stage
	 20 kHz



	Switches SqZS
, S
1−S
4

	 BSC035N10NS5



	Switches S
5−S
8

	 SCT2120AFC



	Diodes D
1−D
2

	 C3D02060E



	Capacitors CqZS

1 and CqZS

2

	 2.2µF × 12, C1210C225K1R



	Coupled inductor LqZS


	 LmqZS
= 12µH, LlkqZS
= 0.6µH, custom



	Resonant capacitors C

1
 and C

2


	 10 nF // 33 nF



	
	 MKP1840310104M // B32672Z6333K



	DC-link capacitor Cdc


	 150µF, 500-V electrolytic capacitor



	Grid-side LCL filter: capacitor Cf


	 470 nF, B32653A6474K



	Inductors Lf
 1

	 2.6 mH, custom



	Inductors Lf
 2

	 1.8 mH, custom



	Transformer TX

	 Lm
= 1 mH, Llk
= 24µH, n= 6, custom
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Figure 2.3 Experimental waveforms in the (a) pass-through mode, (b) buck mode, and (c) boost mode. (d) Measured grid voltage and current waveforms. Measured efficiency curves of (e) the DC–DC stage and (f) the whole microinverter including the auxiliary power supply.

2.1.2 Reliability evaluation process

It is identified in [2] that the temperature cycling is the most critical stress factor affecting the reliability of PV module-level power electronics. Therefore, this chapter takes into account the junction/hotspot temperature cycling and evaluates the wear-out failure probability of reliability-critical devices. The reliability evaluation flowchart is shown in Figure 2.4.
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Figure 2.4 Failure modes of power electronics systems and evaluation flowchart of the hardware wear-out failure probability

A real-field mission profile, including the ambient temperature and solar irradiance, is first translated into the microinverter input, i.e., the PV output voltage at maximum power points Vmpp
 and PV output power at maximum power points Pmpp
. Then the power loss Pl
 and junction/hotspot temperature Tj
 can be obtained with an electrothermal model. The rainflow counting algorithm helps to derive the number of cycles of different stresses. With the component lifetime model and damage accumulation model, the accumulative damage can be obtained subsequently. In reality, there are many variations for component and model parameters, whose effect on the lifetime distribution can be evaluated with the Monte Carlo simulation. Finally, the system wear-out failure probability can be derived with the Weibull analysis and system reliability model.

2.2 Electrothermal and lifetime modeling


2.2.1 Power loss modeling

The current stresses of critical components in the microinverter are measured under different PV output voltages and power levels, and thus the power losses of MOSFETs, diodes, capacitors, and magnetic components can be calculated in different solar irradiances and ambient temperatures. It is noted that the drain-source on-state resistance of a MOSFET, the voltage drop and on-resistance of a diode, and the equivalent series resistance of an aluminum electrolytic capacitor are temperature-dependent. Therefore, their junction/hotspot temperatures interact with their power losses. The interdependency is considered in the electrothermal modeling. For other components, e.g., ceramic and film capacitors (CqZS
, Cr

1, Cr

2, Cf
) and magnetic components (implemented with the 3C95 material), the dependency of their power losses on the hotspot temperatures is not significant and is therefore neglected.

2.2.2 Thermal modeling

The microinverter prototype is enclosed in a naturally cooled aluminum case with a dimension of 200 mm × 150 mm × 45 mm. The enclosure is filled up with high-thermal-conductivity compound, and as a result, the thermal cross-coupling (TCC) among the main devices is pronounced and cannot be neglected. The thermal impedance network of an enclosed converter system is shown in Figure 2.5. The thermal propagation from the junction to the ambient can be divided into two parts, i.e., from the junction to the enclosure and from the enclosure to the ambient.
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Figure 2.5 Thermal impedance network of an enclosed converter system, including the self and mutual junction-enclosure thermal impedances

Considering the Printed Circuit Board (PCB) traces and real physical properties of components, a finite element method (FEM) structure model of the PV microinverter prototype has been built in ANSYS/Icepak, as shown in Figure 2.6.
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Figure 2.6 Structure models of the main components, enclosure, and PCB (including traces and vias) built in ANSYS/Icepak for FEM simulations. The PCB and the enclosure are placed horizontally. The enclosure is naturally cooled, i.e., all faces are exposed to the open air.


Enclosure-ambient thermal impedance: The heat is transferred from the enclosure to the ambient by three methods, i.e., radiation, conduction, and convection. Meanwhile, the enclosure is a custom irregular cylinder, and thus, it is difficult to analytically quantify the enclosure-to-ambient thermal impedance Zthea
. Therefore, systematic FEM simulations have been conducted, and it is found that the aluminum enclosure is almost isothermal due to the filled high-thermal-conductivity compound. Based on the FEM simulations, the enclosure-ambient thermal impedance is modeled by Foster model:


[image: equation]
(2.1)



where Cthea
 is a constant as 2 673 J/℃, but Rthea
 is determined by the total power loss Pl
, i.e., Rthea
 = 3.5Pl
 − 0.216.


Junction-enclosure thermal impedance: Conduction is the primary heat-propagation approach inside the enclosed PV microinverter prototype, which implies that the system consisting of the enclosure, main components, and compound is linear and time-invariant. Thus, it is possible to apply the superposition principle. The junction/hotspot temperature of a device is thus derived as


[image: equation]
(2.2)



where Tji
 is the junction/hotspot temperature of component i, Zjenn
 represents the self junction/hotspot-to-enclosure thermal impedance, Zjemn
 denotes the mutual junction/hotspot-to-enclosure thermal impedance between components m and n, Te
 is the enclosure temperature, Pln
 is the power loss of the nth component, and * denotes convolution.

Multiple FEM simulations are performed to extract the elements of the thermal impedance matrix in (2.2). Figure 2.7 shows the FEM simulation results for the self and mutual thermal impedances of S
1 and the self thermal impedances of other components. The FEM simulations for the junction-enclosure thermal impedances are then fitted as multiorder Foster thermal models, i.e.,
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Figure 2.7 FEM simulation results for thermal impedances. (a) Junction-case and junction enclosure thermal impedances of S1; mutual junction-enclosure thermal impedances between S1 and other components. Self junction-enclosure thermal impedances of (b) semiconductor devices and (c) passive components.


[image: equation]
(2.3)



where Zjemn
, Rjemn
, and τjemn
 are junction-enclosure thermal impedance, resistance, and time constant between components m and n, respectively.

The junction-enclosure temperature difference, enclosure-ambient temperature difference, and the junction temperature of component m can be calculated by the discrete equations


[image: equation]
(2.4)



where x denotes the time step, ∆Tjem
 is the junction-enclosure temperature difference, ∆Tea
 represents the enclosure-ambient temperature difference, and Tjm
 is the junction temperature of component m.

2.2.3 Lifetime modeling

According to the failure mode and effect analysis results in [3, 4], the progressive increase of the on-state resistance (wear-out) of MOSFETs is mainly caused by the growth of fatigue cracks and voids into the source metal layer. A 20 percent rise of the on-state resistance is chosen as the criteria of wear-out failure, and a Coffin-Manson law-based reliability model is built in [3].


[image: equation]
(2.5)



where Nf
 is the number of cycles of failure, ∆Tj
 is the junction temperature swing, and α and m are fitting parameters. A widely used capacitor lifetime model is employed for the lifetime projection of capacitors [5]:


[image: equation]
(2.6)



in which Lcn
 is the lifetime under the thermal and electrical stress Th
 and V, Lc

0 is the lifetime under the reference temperature T
0 and the nominal voltage V
0. The coefficient n
1 is a temperature-dependent constant and n
2 is the voltage stress exponent. The values of n
1 and n
2 vary for different types of capacitors, and the relevant information is provided in [5].

A commonly used damage accumulation model—Miner’s rule [6] is employed to calculate the accumulative damage of a component. A device fails when the accumulative damage, Dmg
, reaches 1.

2.3 Wear-out failure analysis of the PV microinverter

The mission profiles from two locations, Arizona, USA, and Aalborg, Denmark, are applied to the PV microinverter models, yielding the annual temperature profiles of the critical components and enclosure, as shown in Figure 2.8. It can be seen that both the mission profile and the TCC effect have a significant impact on the junction/hotspot temperatures of components. When operating at Arizona and Aalborg (see Figure 2.8a and b), the highest component junction temperatures of the microinverter are 89 ℃ and 75 ℃, respectively. If the TCC effect is neglected, a significant underestimation will be caused for the junction/hotspot temperatures, as shown in Figure 2.8c and d.
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Figure 2.8 Temperature profiles of critical components (S
1, S
3, S
5, C

dc
) and the enclosure. (a) Aalborg, Denmark, considering the TCC effect; (b) Arizona, USA, considering TCC; (c) Aalborg, Denmark, not considering TCC; (d) Arizona, USA, not considering TCC


2.3.1 Static annual damage of components

With and without considering the TCC effect, the annual damages of each critical component at the two locations are shown in Figure 2.9. It can be observed that the DC-link capacitor Cdc
 has the highest annual damage at both locations, i.e., 0.01 and 0.057 for Aalborg and Arizona, respectively. Assuming there are no other kinds of failures, the corresponding wear-out lifetimes of the DC-link capacitor are 100 years and 17.54 years for the two operating locations. However, if the TCC effect is not considered, then the annual damages of Cdc
 at the two locations are 0.007 and 0.031, which results in an underestimation rate of about 30 percent.
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Figure 2.9 Annual damage to each critical component in the topology of Figure 2.1 when the microinverter operates at different locations with and without considering the TCC effect


2.3.2 Monte Carlo simulation

In the real-world operation, many uncertainties, e.g., parameter boundaries of the employed device lifetime models, parameter variations of devices, and mission profile variations, will influence the lifespan projection of the PV microinverter. Considering all the variations that presumably obey the normal distribution, a sensitive analysis—Monte Carlo simulation is conducted. The histograms of years to wear-out failure for the selected components Cdc
 and S
5 are shown in Figure 2.10a and b, respectively.
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Figure 2.10 Histograms of the years to the wear-out failure of (a) C

dc
 and (b) S
1 for a population of 1 × 105 samples operating at the two locations, with and without considering the TCC effect


2.3.3 System failure probability due to wear-out

The histograms in Figure 2.10a and b are fitted as the Weibull distribution [7]. Assume all the considered devices are connected in series in the reliability model, i.e., any component failure will lead to system failure. Then the system wear-out failure Fsys
(t) is


[image: equation]
(2.7)



where Fi
(t) represents the cumulative distribution function of wear-out failure of the ith component.


Figure 2.11 shows the probability curves of wear-out failures for components and the system when operating at Aalborg, Denmark, and Arizona, USA, with and without considering the TCC effect. First, it can be seen that the mission profile has a strong impact on the wear-out failure: when operating in a harsher environment, i.e., Arizona, the wear-out failure probabilities before 25-year operation are significantly higher. Second, neglecting the TCC effect will lead to an obvious underestimation of the wear-out failure probability; when operating at Aalborg, the predicted system wear-out failure probability before 25 years is 3.3 percent (see Figure 2.11a), whereas the corresponding value is only 1.3 percent (see Figure 2.11b) if neglecting the TCC effect. When operating at Arizona, the B
10 lifetimes with and without considering the TCC effect are 8.3 years and 12.2 years (see Figure 2.11c and d), respectively, which implies that about 45 percent lifetime overestimation can be made if the TCC effect is neglected. Also, it can be seen that the DC-link electrolytic capacitor Cdc
 has the highest wear-out failure probability when the operating environment is harsh and thus dominates the system wear-out failure. Hence, it can be concluded that the DC-link electrolytic capacitor Cdc
 is the bottleneck of 25-year reliable operation for the studied PV microinverter.
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Figure 2.11 Probability curves of wear-out failure for each component and the system when operating at (a) Aalborg, Denmark, with considering the TCC effect; (b) Aalborg, Denmark, without considering the TCC effect o; (c) Arizona, USA, with considering the TCC effect; (d) Arizona, USA, without considering the TCC effect


2.4 Reliability improvement of the PV microinverter


2.4.1  Advanced multimode control of the qZSSRC

With the conventional multimode control scheme proposed in [1], the DC–DC converter operates in the PTM only at a particular input voltage, in which the converter has the highest efficiency, as shown in Figure 2.3e. However, it is not necessary for a grid-connected microinverter to have a stable DC-link voltage; hence, an advanced multimode (variable DC-link voltage) control scheme (see Figure 2.12a) can be applied to the DC–DC converter, as illustrated in Figure 2.12b. Specifically, the operation range of the PTM is Vin
 ∈ [28, 38] V, and in this mode, the DC-link voltage varies with respect to Vin
 from 335 V to 460 V. When Vin
 is beyond the PTM range, the microinverter will operate in the buck or boost mode, and the DC-link voltage will be fixed at 460 V and 335 V, respectively. With the advanced control scheme, the efficiency performance of the microinverter can be significantly improved, as shown in Figure 2.13. Thus, the power losses and junction/hotspot temperatures of components can be remarkably decreased.
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Figure 2.12 Advanced multimode control of the qZSSRC with a variable DC-link voltage: (a) sketch of DC-link voltage variations; (b) regulation characteristics. The abbreviations “PSM”, “ST”, “PWM”, “MPP” and “NOCT” represent “phase-shift modulation”, “shoot-through”, “pulse-width modulation”, “maximum power point” and “nominal operating cell temperature”, respectively.
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Figure 2.13 Measured efficiency with the new control strategy: (a) the whole PV microinverter including the auxiliary power, (b) the DC–DC power stage


2.4.2 New DC-link electrolytic capacitor with longer nominal lifetime

It has been observed from Figure 2.11c and d that the used DC-link electrolytic capacitor Cdc
 is the bottleneck for the long-term reliable operation of the commercial PV microinverter product. In the baseline design, the DC-link employs a cost-optimized 150-µF electrolytic capacitor, whose nominal lifetime is 5 000 hours at 85 ℃. To improve system reliability, this chapter proposes to replace the previous electrolytic capacitor with a new one with a longer nominal lifetime (5 000 hours @105 ℃) along with the advanced multimode control scheme.


2.4.3 Wear-out failure probability

With the proposed advanced multimode control and the better electrolytic capacitor, the temperature profiles of S
1, S
3, S
5, Cdc
, and the enclosure are derived, as shown in Figure 2.14. Compared with the baseline solution, the new design enables the microinverter to operate at lower temperatures (see Figures 2.8 and 2.14). Figure 2.15 shows the obtained annual damage and wear-out failure probability with the new design.
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Figure 2.14 Calculated temperature profiles of critical components (S
1, S
3, S
5, C

dc
) and the enclosure of the PV microinverter with the new DC-link capacitor and new control scheme. The mission profile of Arizona is used and the TCC effect is taken into account in the temperature calculations.
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Figure 2.15 Reliability evaluation results of the PV microinverter with the variable DC-link voltage control and the new electrolytic capacitor; the mission profile of Arizona is applied: (a) annual damage and (b) wear-out failure probabilities of each component and the system

Because of the lower junction/hotspot temperature, the annual damages of components are reduced; notably, the annual damage of Cdc
 is remarkably decreased from 0.057 to 0.0078. The wear-out failure probabilities of the components and the system are shown in Figure 2.15b. With the new design, all the failure probabilities before 25 years are maintained low. For the system, its wear-out failure probability over 25-year operation is about 2.8 percent, which is significantly enhanced compared with the baseline solution (see Figure 2.9c).

2.5 Summary

This chapter presents a wear-out failure analysis and reliability improvement of a 300-W impedance-source PV microinverter product. A description of the product configuration and reliability evaluation process is first presented. With experimental measurements and FEM simulations, a system-level electrothermal model and empirical lifetime models are then built for the components and enclosure of the PV microinverter. After that, the wear-out performance of the microinverter is evaluated before measures are taken to improve its reliability. It is concluded that (i) both the mission profile and TCC effect have a remarkable impact on the lifetime projection of the PV microinverter; (ii) the DC-link capacitor is the weakest link in the product in terms of the wear-out performance; and (iii) the proposed variable DC-link voltage control and long-lifetime aluminum electrolytic capacitor can significantly reduce the system wear-out failure probability.
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3.1  Background and motivation

Nowadays, due to the growing concerns regarding the impact of greenhouse gas emissions on the environment, renewable energies are seen as part of the solution to this problem and are gaining much of the attention of both public and private stakeholders. Among renewable energy solutions, photovoltaic (PV) technology can provide a large share of the future clean energy demands. Enabled by the advancements in semiconductor technologies, the cost of PV systems has seen a significant drop in recent years [1] and, thus, facilitating a rapid growth in the PV installation capacity over the past decade [2].

With increased penetration level of PV systems, the safety and reliability requirements of such systems have also become more stringent over time. For example, currently, a typical PV system is expected to have a target lifetime between 5 and 30 years, considering 12 hours per day operation [3]. These reliability requirements are likely to tighten in the near future, and PV systems will be expected to withstand more harsh environments and longer operating hours, with failure return rates in the parts per million (ppm) range [4].

Within the PV system, the inverter is an essential subsystem that can have a significant effect on the overall volume, efficiency, availability, and reliability of the entire system. However, by looking at the quantified reliability metrics (e.g., operation and maintenance events) reported by different PV plant operators [5–7], it can be noticed that the inverter represents one of the most prone-to-failure subassemblies of the PV system. Despite its crucial role in the correct operation of the overall system, as shown in Figure 3.1, the failure rate of the PV inverter can vary between 43 and 70 percent in commercial, residential, and utility PV installations. Thus, the inverter is often seen as the “bottleneck” of the PV system, with respect to reliability. Furthermore, as shown in Figure 3.2, from the cost breakdown of unscheduled maintenance events that occurred during the five-year operation of a utility-scale PV generation plant [8], it can be concluded that the PV inverter is the highest source of repair and maintenance cost in the PV system. Considering the additional costs associated with energy losses due to downtime, the reliability of the PV inverter can have a significant impact of the levelized cost of energy (LCOE).
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Figure 3.1 Failure rate distribution for (a) commercial and utility PV installations [4], (b) residential and commercial PV installations [5], and (c) utility PV installations [6]
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Figure 3.2 Unscheduled maintenance cost breakdown of a utility-scale PV installation [8]

Consequently, in an attempt to improve the reliability performance of the PV inverter and inherently reduce the number of unexpected maintenance events of the PV system, various reliability assessment methods and tools are employed. Ideally, the reliability analysis and allocation should be performed during the design and development stages of the product, as it is much more cost-effective to identify major flaws and design weaknesses in the PV inverter early on in the product life cycle. Additionally, considering that the design and manufacturing processes have been found responsible for more than half of the inverter failures [9], the reliability growth strategy should be built around employing reliability evaluation tools during these two crucial stages of the product life cycle.

As shown in Figure 3.3, several methods and tools can be used to assess and improve the reliability of PV inverters. However, the applicability and cost-effectiveness of each tool are strongly dependent on the product life cycle stage. A general overview of the most common reliability tools used for PV inverters is given in this chapter. The presented tools can be employed during both the early stages of the product development process (e.g., failure mode and effect analysis (FMEA), Design for Reliability (DfR), and custom or commercial software tools) and the more mature stages of the product life cycle (e.g., reliability testing and robustness validation). To provide the reader with a better understanding, practical examples on an Insulated Gate Bipolar Transistor (IGBT) inverter power module are given where possible.
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Figure 3.3 Different reliability analysis methods and tools, and their applicability throughout the various stages of the product life cycle


3.2  Failure mode and effect analysis

FMEA is a systematic methodology used to identify and understand the possible failure modes (FMs) of a system or process and assess their associated causes and effects to justly determine (and prioritize) corrective or preventive measures. Due to its versatility, FMEA can be applied throughout different stages of the product development process, and, thus, it can be classified into three major types:

● 
System FMEA (SFMEA)
—Typically employed during the early concept stages of the product, when a system-level analysis is possible and required (e.g., PV inverter system).

● 
Design FMEA (DFMEA)
—Typically employed during the design (and development) stages of the product with a focus on the design-related issues, which may appear at the subsystem or component level (e.g., IGBT power module used in the PV inverter).

● 
Process FMEA (PFMEA)
—Typically employed during the manufacturing stage of the product and focuses on the process-related issues associated with the manufacturing and assembly processes.

In general, FMEA should be performed when a new system or process is being developed, or when an existing system or process suffers significant modifications with high associated risks. FMEA relies strongly on knowledge regarding the design of the system or process, its mission profiles, and possible historical data from similar systems or processes (e.g., field failure statistics). Thus, to effectively use this tool and link the possible FMs to the potential causes and effects of its critical subsystems or components, prior information concerning the application use-cases is needed. Otherwise, in cases where there is a lack of available information or historical data (e.g., as is the case for new technologies/processes), the effectiveness of the FMEA depends solely on the knowledge and experience of the team carrying out the analysis. A general FMEA methodology is proposed in the IEC 60812 standard [10], whereas broader FMEA implementation guidelines can be found in [11].

In this chapter, the applicability of the DFMEA procedure is exemplified on the IGBT power module component of the PV inverter. The analysis helps to identify the possible FMs of the power module and to understand its causes and effects on the overall PV system (e.g., cease or significantly degrade the operation, affect the safety of the user). To perform DFMEA in a systematic manner, several graphical tools can be employed.

The boundary diagram is used to represent the physical relationships between the components of the system and, as the name suggests, the boundary of the analysis. The interdependencies between the target component or subsystem under a specific life cycle stage and its interfacing elements can be graphically illustrated, and, thus, the functions (and possible interferences) of the component or subsystem of interest can be identified. A sample “boundary diagram” for a power module used in a grid-connected PV inverter is shown in Figure 3.4. During its operation life cycle, the power module interacts with various components (e.g., DC-link busbar, printed circuit board assembly (PCBA) solder joint, cables) of the PV system. As shown in Figure 3.4, the interactions between the power module and each of the interface elements can be visually defined. For example, the power module interacts with the DC-link busbar through the current and harmonics it generates, and through the voltage, current, and harmonics it receives from the DC-link busbar.
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Figure 3.4 “Boundary diagram” example of a power module used in a typical grid-connected PV inverter during the field operation life cycle. (PCBA = printed circuit board assembly, dv/dt = rate of change of voltage, EMI = electromagnetic interference, PWM = pulse width modulation, RF = radio frequency).

Another useful graphical tool that can facilitate the DFMEA process is the “Parameter Diagram” (P-Diagram). This tool illustrates the ideal correlation between the input of the component or subsystem and its desired output response. Additionally, the sensitivity of the specified component or subsystem function to external noise and control factors is considered, and potential error states (or unintended outputs) can be defined. Control factors are typically the adjustable design parameters of the component or subsystem, while noise factors represent the factors that can indirectly influence the design and behavior of the component or subsystem (e.g., piece-to-piece variations, degradation, customer usage profile, environmental or operating conditions, and system interactions). Finally, the error states can be defined as any kind of loss in functionality or any other unintended outputs. An example of a “P-Diagram” for the power module of a grid-connected PV inverter is shown in Figure 3.5. The inputs required by the power module to correctly perform its designated function and its ideal outputs are highlighted. To convert the DC electrical energy to controlled AC electrical energy and inherently generate controlled AC voltage and current signals, the power module requires a DC voltage, a sequence of PWM control signals, and a 16-V power supply voltage as inputs. The functionality of the power module can be influenced by several control factors, such as packaging technology, layout configuration, which will, in turn, result in variations in the AC current and voltage outputs. Moreover, external noise factors can lead to a suboptimal operation of the power module and several error states, such as wear-out, excessive heat generation, and bond-wire crack.
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Figure 3.5 Sample “P-DIagram” Representation of a Power Module Used Within a Typical Grid-Connected PV Inverter. (PWM = Pulse Width Modulation, DC = Direct Current, AC = Alternative Current, DBC = Direct Bonded Copper, IGBT = Insulated-Gate Bipolar Transistor, DV/DT = Rate of Change of Voltage, EMI = Electromagnetic Interference)

Finally, the “structure tree” tool can provide a graphical representation of the system structure and identify the interactions between the several subsystems or components of the PV systems. The top-down approach is typically the most effective, giving an overview from product level down to subcomponent level. An example structure tree of a typical PV system is given in Figure 3.6. As shown in Figure 3.6, the PV system can be divided into three major independent systems (e.g., PV module, PV inverter, and Balance of System (BOS)), which can then be further classified into different subsystems. The IGBT power module lies at the component level, under the PCBA subsystem, and with several subcomponents at its bottom level. Additionally, the “structure tree” can provide the designer with an optimal tool on which the FM and functional decomposition can be performed. Sample functions (F) and their corresponding FMs are given below for the power module component of the PV inverter.
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Figure 3.6 Example “structure tree” of a power module used in a typical PV inverter of a grid-connected PV system. (PCBA = printed circuit board assembly, PCB = printed circuit board, IGBT = Insulated-Gate Bipolar Transistor, DBC = direct bonded copper, FMx = failure mode, Fx = function).


	F4.1: Convert DC electrical energy to controlled AC electrical energy

	FM-01: IGBTs do not conduct when turned ON;

	FM-02: IGBTs do not block when turned OFF;

	…

	FM-N: No commutation signal from gate drivers;

	F4.2: Connect to DC busbar and cable conductors

	FM-01: Weak connection;

	FM-02: Crack in solder joints;

	…

	FM-N: Connection in wrong position;
	
F4.3: Withstand environmental conditions

	FM-01: Subcomponent failure due to excessive humidity;

	FM-02: Subcomponent failure due to excessive ambient temperature;

	…

	FM-N: Subcomponent failure due to excessive air pollution;

	…

	F4.N: Operate below electrical loss target

	FM-01: Too high switching losses;

	FM-02: Low-quality electrical input (e.g., harmonics)

	…

	FM-N: Degradation of internal parameters (e.g., thermal resistance)



Each component or subsystem of the PV system can perform multiple functions, and each function can have several FMs that can interrupt or degrade its functionality. Furthermore, each FM has a “cause,” which represents the specific reason for the failure, and an “effect,” which is the consequence of the failure. Typically, the causes can be linked to the below-layer of the “structure tree,” and can be tracked down until the root cause is identified. The effect of a specific FM is typically visible in the above-layer of the “structure tree.”

To determine the impact of different FMs on the system and to correctly define and assign preventive or corrective measures, each FM can be rated according to its severity of effect (S), likelihood of occurance (O), and likelihood of detection (D). Thus, based on the above-mentioned factors, the Risk Priority Number (RPN) can be computed and used as a numerical ranking system of each potential FM. The RPN can be calculated as shown below:


[image: equation]
(3.1)



Thus, based on the RPN ranking, educated decisions or actions can be taken to reduce the likelihood of occurrence of a certain FM (or improve its detectability), and, hence, the impact of a given FM can be minimized (or even mitigated) and the reliability of the PV system can be improved. Generic scales for the severity, occurrence, and detectability ratings can be found in [12]. However, typically, these factors need to be adapted in accordance with the requirements of PV plant operator or user.

In conclusion, FMEA is an effective and flexible tool, which can help the designer to identify potential FMs early on in the development process of PV inverters and can help determine proper design methods for a sustainable reliability growth strategy. However, for complex systems with many subsystem or components, the analysis can become very time-consuming and resource-demanding. Additionally, the lack of available product use-cases and historical data can represent a significant drawback as the analysis is based solely on the experience and knowledge of the design team (e.g., a multidisciplinary team is needed).


3.3  Design for reliability

Another powerful reliability assessment and improvement tool, which can be used during the early life cycle stages of PV inverters, is the DfR methodology. The concept of DfR is based on the processes performed during the early design and development stages of a product, which guarantee that certain reliability or quality design targets are met [3]. An effective implementation of the DfR method can help the designer to quickly benchmark different technologies, accelerate the reliability processing time, and, inherently, reduce the time-to-market of new products and their overall life cycle cost. This has led to the DfR concept to be widely adopted since the early 1950s. However, for PV inverters, the methodology has been gaining significant attention in recent years due to the progress in software simulation tools and increased testing capabilities of power electronic components.

A generic flow diagram of the DfR procedure is given in Figure 3.7. The analysis begins with the Identification phase, during which the designer classifies the critical components of the system and their corresponding FMs and failure mechanisms. This information can be obtained through other reliability analysis tools and concepts, such as FMEA and Physics-of-Failure (PoF). Moreover, during the first phase of the DfR approach, the stress and strength profile of the critical components can be determined with the help of robustness validation testing (e.g., highly accelerated life testing (HALT)). Within the second stage of the process, the critical component information can be used by the designer for Strength Modeling and Stress Analysis. Typically, the strength modeling is performed at component-level and reliability testing methods, such as Accelerated Life Testing (ALT), are used to determine an analytical lifetime model equation, which can describe a particular wear-out failure mechanism. On the other hand, within the Stress Analysis part, the environmental and operating mission profiles of the system are identified and used to analytically calculate the corresponding stressors of the components of interest, through specialized simulation software tools. Following, based on the developed strength and stress models, the Reliability Mapping phase of the DfR approach can commence. During this phase, the stress data needs to be organized and represented in such a way that it can be correctly applied to the lifetime model and determine the initial lifetime estimation of the components. For a more realistic approach, possible variations are included and different statistical tools (e.g., Weibull, Monte Carlo simulation) are used to determine the lifetime distribution of the components of interest. System-level reliability tools (e.g., Reliability Block Diagram (RBD)) can then be used to calculate the reliability performance of multicomponent systems. Finally, throughout the DfR procedure, the designer can obtain several critical reliability metrics, either as indirect reliability indicators (e.g., expected electrical and thermal loading or behavior) or as direct reliability indicators (e.g., estimated lifetime distribution, unreliability curve).
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Figure 3.7 Generic Flow Diagram of the DfR Methodology Used for Power-Electronic-Based Systems

Thus, by applying the DfR concept, the designer can use the obtained reliability indicators to identify the major design weaknesses and flaws, and take effective decisions or actions regarding the reliability-oriented design of the product. Consequently, motivated by the potential cost-saving and time-to-market reduction benefits of the DfR methodology, mission-profile-based reliability assessment procedures for power electronics have been proposed throughout the scientific literature for a wide variety of applications (e.g., wind power converters [13], more electric aircrafts [14], traction inverters for electric vehicles [15]). Among these, mission-profile-based lifetime estimation methods of PV inverter systems have been the focus of many studies [16–18].

A general mission-profile-based reliability assessment procedure of power electronics used in PV systems is presented in Figure 3.8. The presented six-step model-based approach is used to translate the environmental mission profiles to the system-level, converter-level, and then to the component-level stress, and, finally, to estimate the component-level and the system-level reliability metrics. This methodology integrates the various physical layers (e.g., electrical, thermal, lifetime, statistical) of the reliability analysis process in a straightforward manner, thus, allowing for a quick adoption and implementation by either PV inverter manufacturers, users, or integrators. A brief description of each of the six steps is given below:
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Figure 3.8 Typical Mission-Profile-Based Lifetime Estimation Methodology for Power Electronics Used in PV Systems. (PE = Power Electronic)

● 
Step 1: Mission Profile
—Initially, the designer must determine what are the relevant operating and environmental conditions to which the PV systems are exposed to. The cumulation of these conditions represents the mission profile of the system. Typically, field-measured data of ambient temperature, solar irradiance, and relative humidity represent a generic mission profile for PV systems.

● 
Step 2: PV Panel(s)
—During this step, the input mission profiles are converted to the system-level outputs (e.g., system-level temperature or relative humidity and output electrical power of the PV panel). This can be achieved with the help of electromechanical analytical models of the PV panel or through look-up table approximations.

● 
Step 3: PV Inverter
—Based on the analytical electrical models of the power electronic system, the output electrical power of the PV panel is used to determine the electrical stresses (e.g., voltage or current loading) of each of the components of interest (e.g., IGBT, capacitor). The impact of the control algorithm and/or of the modulation technique can also be included within this step. Moreover, the system-level temperature or relative humidity can be translated to the local temperature or relative humidity of each component, either through rough “rule-of-thumb” approximations or through complex Finite Element Analysis (FEA) simulations.

● 
Step 4: Power Electronic (PE) Component
—In the next step of the procedure, the electrical loadings of the components of interest are translated into their corresponding thermal dynamic behavior. This is achieved according to the analytical electrothermal models, which are used to calculate the generated power losses of the components and, inherently, their thermal loadings. Additional information regarding the external thermal network (e.g., cooling) of the components can be included within this step for a more accurate estimation of the thermal stress.

● 
Step 5: Component Reliability
—Within this step, the previously determined stressors of the components of interest (e.g., temperature, electrical and/or relative humidity) are linked to their corresponding lifetime models and, thus, used to estimate the expected lifetime of the component. For a more realistic approach, the uncertainties that occur in the stressors or lifetime model coefficients are included in the statistical analysis, and different reliability metrics (e.g., lifetime distribution, unreliability curve) are identified.

● 
Step 6: System Reliability
—Finally, the reliability information of each of the components of interest can be merged together through various methods (e.g., RBD, Markov chain), and the system-level reliability can be estimated. Additionally, at this point, other FMs, which are difficult to model or calculate (e.g., catastrophic failures, software failures), can be approximated (e.g., annual percentage) and included in the final reliability estimation.

The above-mentioned mission-profile-based reliability assessment procedure can aid the designer to quickly identify major design flaws and implement preventive or corrective measures (e.g., redundancy, overdesign of fragile components), which can help to improve the design of the PV inverter with respect to reliability. If accurate data or information about the system are available to the designer, then the procedure can be effectively used to determine the product warranty periods and service intervals or schedule predictive maintenance routines. However, for cases where there is a lack of accurate available data, the given procedure could still facilitate the DfR methodology by allowing for fast benchmarking of different solutions and technologies, and quantifying their impact on the relative lifetime prediction.

In conclusion, the DfR methodology is a powerful asset in the designer’s toolbox, which can be used during the early design and development stages of the PV inverter life cycle. A proper implementation can result in significant advantages, such as reduced time-to-market, reduced overall life cycle cost, or as a means of rapid comparison of the impact that different technologies have on the component or system reliability. However, an effective implementation of the DfR methodology requires it to be used together with other reliability analysis methods and tools, such as FMEA, fault tree analysis, simulation software, and accelerated life testing.


3.4  Software tools in design for reliability

Due to the rapid growth of available computational power and capabilities of general-purpose computers, simulation tools have become much more efficient in recent years and, thus, have come to be one of the most wide-spread tools among engineers. Based on defined input conditions, the design engineer can simulate the dynamic behavior of the component or system and get an accurate overview of its performance. As a result, potential design flaws can be identified before a physical prototype is built and, thus, saving valuable cost and time resources. However, an “all-purpose” simulation tool does not exist, and typically, different tools have various focus areas and intended purposes. As an example, computer-aided design tools are used to model mechanical structures, layout configurations, etc., which can then be used by specialized FEA software for different types of simulations (e.g., mechanical, electromagnetic interference, thermal).

For PV inverters, by far the most adopted and used tools by engineers are FEA software and circuit simulators. FEA tools such as ANSYS® [19] or COMSOL® [20] provide advanced numerical methods for multiphysics simulations, which can help the designer to perform complex analyses regarding the electrical response of the circuit, electromagnetic compatibility/interference, dynamic thermal behavior, or even the component or system-level reliability performance at both microelectronics and power electronics level. On the other hand, circuit simulators such as MATLAB Simulink® [21], PLECS® [22], or SaberRD® [23] are used extensively to simulate the electrical and (in some cases) thermal behavior of the PV inverter power electronics and microelectronics circuits, together with their corresponding auxiliary interface elements (e.g., control, grid). At this point, it should be noted that for many simulation tools, microelectronics and power electronics are different focus areas, as they exhibit different standardization levels, characteristics, and/or dynamic behavior models. The presented tools can be used during the early stages of the PV inverter development process to determine its indirect reliability metrics according to some predefined input conditions and assumptions. The electrical behavior of the system, the generated power losses, or the expected heating temperature of the components are just some of the indicators that can be used to estimate the reliability of the PV inverter and, inherently, optimize its design in terms of specific electrical, thermal, or lifetime requirements.

However, when considering reliability-focused simulation tools for PV inverters, not many options are available in the market. Despite their strong capabilities of estimating both component and system-level reliability of microelectronic components, the reliability-oriented features of power electronics implemented in ANSYS are still quite limited. Similarly, MATLAB Simulink and PLECS do not include specific reliability-oriented features for PV inverter applications but allow for certain custom add-ons to be developed and used to extend their use-case to the reliability of power electronics. Consequently, due to the limited reliability functions of circuit simulators and FEA software, general-purpose reliability software is typically employed. One of the most widely used statistics-based reliability software is ReliaSoft® [24]. Its multitude of toolboxes allow the design engineer to perform a wide variety of analyses, such as reliability prediction and allocation, Bx lifetime characterization, system-level reliability modeling, or FMEA. All the previously mentioned features make ReliaSoft a powerful tool, which can be used to translate field-failure data (or test data) to relevant direct reliability metrics, such as unreliability curve or lifetime distribution.

In addition to the above-mentioned commercial solutions, custom software tool platforms developed by academic or research institutions or by PV component or system manufacturers can also be used for estimating the direct and/or indirect reliability metrics of the PV inverter. For example, PowerSynth is a multi-objective optimization software tool developed at the University of Arkansas, USA, which allows for rapid design and verification of IGBT power modules by means of reduced-order modeling [25]. The Simulation Assisted Reliability Assessment (SARA®) software tool has been developed at the Center for Advanced Life Cycle Engineering (CALCE), University of Maryland, USA, and uses PoF-based principles to assist its users in the lifetime assessment and reliability estimation of microelectronic components and subassemblies [26]. Another custom software tool platform that can be employed during the design and development stages of PV inverters is the Design for Reliability and Robustness (DfR2) tool [27, 28], developed at the Center of Reliable Power Electronics (CORPE), Aalborg University, Denmark. The DfR2 tool allows for rapid and straightforward estimation of the power electronic component or system reliability, under realistic long-term environmental mission profiles and operating conditions. Finally, online simulation tools provided by PV component or system manufacturers are worth mentioning, as they provide an accessible way of estimating the indirect or direct reliability metrics of a specific component or system, based on its datasheet parameters and operating conditions. For example, tools such as SemiSel® [29] and IPOSIM® [30] are provided by IGBT power module manufacturers and can be used to calculate indirect reliability indicators such as generated power losses or dynamic thermal behavior. Thus, these tools can be effectively employed during the early design stages of the PV inverter for optimal power electronic component selection.

Thus, it can be concluded that software tools are one of the key enablers of the DfR methodology, and they can help to identify critical weaknesses in the design of PV inverters early on in the product life cycle. The fast and user-friendly approach to the simulation and analysis of complex engineering problems make simulation tools widely used among design engineers. However, it should be noted that there is always a balance between computational-efficiency and simulation accuracy, which the designer should keep in mind when performing a given simulation and, inherently, during the overall design of the PV inverter. Moreover, the uncertainties introduced during the modeling process and the underlying assumptions of a given model or simulation (e.g., solver, sampling rate) should be clear and well-understood before the simulation results are interpreted and product design decisions or actions are taken.


3.5  Reliability testing and robustness validation

During the early development stages of a product, reliability analysis tools such as FMEA or DfR are used to ensure that the product design meets specific lifetime and safety criteria. Typically, after several design iterations, and only after the reliability requirements have been met, the product can move forward toward more mature product life cycle stages. Thus, based on the assumptions made during the design stage, a product prototype can be built. The main purpose of the prototype is not only to verify the correct functionality of the product but also to validate its reliability and robustness. Consequently, qualitative testing methods are usually employed to determine how robust the product design is, whereas quantitative testing methods are used to find the reliability performance of the product. Moreover, qualification (or design verification) testing is performed to ensure that an application-dependent relevant set of specific requirements (e.g., typically based on international standards) is met. A brief description of these three testing methods is given in Sections 3.5.1–3.5.3.

3.5.1 Qualitative test methods

Qualitative accelerated test methods are used to find the weakest points of an item of interest. By identifying these weaknesses, corrective measures can be taken, and the robustness of the product can be improved. Two of the most commonly used qualitative test methods are HALT and Highly Accelerated Stress Screening (HASS).

● Highly Accelerated Life Testing



	HALT is an iterative testing process, which can improve the quality and robustness of the product, by identifying and removing the main weak-points in the design [31]. These tests are typically performed during more mature development stages, when a functional product-level, system-level, or even component-level prototype is already available. Through HALT, the operating and destructive limits of the product can be found, and, thus, the engineer can ensure that enough design margin is available to account for possible variations (e.g., degradation, changes in environmental conditions) and that the product requirements are met. The main stress factors that are usually applied in HALT are temperature, thermal cycling, vibration or shock, voltage, and a combination of vibration or shock and thermal cycling. Multiple tests are performed until the margins between the operating and destructive limits are within a reasonable range, according to product and application requirements. Sample operating and destructive limits resulting from HALT are shown in Figure 3.9. Despite having the limitation of not providing any information on the product reliability, HALT is still one of the most widely used testing procedures due to its large saving in terms of warranty and service costs and useful insight regarding the strength and operational margins of the product. A detailed guideline on the applicability and implementation of HALT can be found in the IEC 62506 standard [32].



● Highly Accelerated Stress Screening



	The operating and destructive limits of the product, found during HALT, can be further used in HASS tests to find product defects, which are introduced during the manufacturing process [31]. HASS testing consists of short exposures of the product at fast thermal cycles and vibration stress. The temperature and vibration stress level ranges are typically chosen outside of the product specification, and, thus, it is critical that HALT is performed prior to HASS. HASS testing implies that 100 percent of the production samples are screened, and, thus, it is most effectively applied for slow production rates or for the production of mission-critical products. Otherwise, for mature large-scale productions, an audit-based screening (e.g., only a given number of samples are screened) can be performed, and Highly Accelerated Stress Screening Audit (HASA) replaces HASS. Similar to HALT, neither HASS nor HASA can provide any information about the product reliability. Additionally, both have the limitation of increased risk of provoking new FMs and/or inducing “too much” degradation during the outside product-specification testing. However, HASS provides the benefit of being a quick testing method, which can detect faults induced during the manufacturing process, and, inherently, results in many of the infant mortality cases being screened out before delivering the product to the customer.




[image: image]


Figure 3.9 Samples Operating and Destructive Limits Outcomes of Halt for a Specific Stress Factor (E.g., Vibration or Shock and Thermal Cycling)


3.5.2  Quantitative test methods

Quantitative accelerated test methods are mainly employed to measure the reliability performance of a given product in a much shorter time than its expected lifetime. This can be achieved through accelerated tests, which consist of applying increased stress levels and/or repeated stress events to a product, with the purpose of quantifying the correlation between the test stress level and the exposure time. This can, in turn, provide the basis for developing an analytical lifetime model, which can be used to predict the reliability of a given product at a given use-case condition. However, prior to performing the accelerated tests, a clear understanding of the failure mechanisms, stressors, and environmental conditions must be ensured, so that they can accurately be reproduced within the accelerated test. Some of the most common accelerated test methods are the classic ALT and Calibrated Accelerated Life Testing (CALT). A brief description of the two is given below:

● Accelerated Life Testing


Accelerated life testing is used to determine the impact that a given stressor has on the time-to-failure (or cycles-to-failure) of a product. Thus, considering a specific failure mechanism, the wear-out failure of a product can be addressed by calculating its lifetime under a given use-case condition, with the help of acceleration models and acceleration factors (AFs). By determining the time-to-failure (TH
) at an accelerated stress level (SH
), the time-to-failure (TL
) of the product under a lower accelerated stress level (SL
) can be calculated based on the AF [33].


[image: equation]
(3.2)



Depending on the acceleration model used to describe a particular failure mechanism, the AF can be determined as the ratio between two different stress levels. Otherwise, in cases where the AF is unknown, acceleration models can be employed for calculating the time-to-failure at any given stress level, and it can be defined as the product between a constant model parameter (A) and the function of the stress level (G(S)).


[image: equation]
(3.3)



Similar to the AF, the function of the stress level is dependent on the model, which best describes the considered wear-our failure mechanism (e.g., inverse power law, Arrhenius model, Eyring model), whereas the constant model parameters can be obtained by curve fitting the time-to-failure of at least three different stress conditions. The basic principle of the ALT method is presented in Figure 3.10.


[image: image]


Figure 3.10 Basic principle of accelerated life testing (based on [33])

A detailed description on the applicability and implementation of the accelerated life testing procedure can be found in [34] and in the IEC 62506 standard [32]. Since accelerated life testing methods are most effective when applied at the component or subassembly level, for grid-connected PV inverters, the main focus is usually placed on the most fragile parts, such as the IGBT power modules or the capacitors. For IGBT power modules, AC and DC power cycling test setups (as the one shown in Figure 3.11) are typically employed to expose the component to various accelerated stress levels until failure, and thus a particular failure mechanism can be induced, and the AF and acceleration model can be determined. Despite providing valuable insights regarding the product lifetime and a deep understanding of its reliability performance at different stress levels, accelerated life testing requires extensive knowledge of the product target failure mechanism, real-life stress conditions, etc. Additionally, since each failure mechanism needs to be dealt with separately, a large number of samples and stress conditions need to be tested until failure for the acceleration model and AF to have statistical significance. Thus, long testing time (e.g., up to a few months—depending on the selected stress level) can be expected.


[image: image]


Figure 3.11 Advanced AC Accelerated Power Cycling Test Setup For IGBT Power Modules [35]

● Calibrated Accelerated Life Testing


For cases when the available testing time is limited, and the classic ALT cannot be effectively implemented, the CALT method can be employed. Similar to ALT, CALT is used to quantify the reliability performance of a product in terms of its expected lifetime for a given failure mechanism but in a much shorter testing time span. Prior to CALT, HALT needs to be performed to identify the overstress level margin of the product, thus identifying the foolish stress level. The procedure commences with the testing of two samples at a stress level, which is 10–15 percent lower than the foolish stress level. Afterward, a second test is performed, during which another two samples are tested at a stress level 10–15 percent lower than the foolish stress level. Based on the outcomes of the initial two tests, the third stress level can be determined by means of extrapolation. Considering the available testing time, the suitable stress level is selected and two or more samples can be tested to failure during the third and final testing phase. Finally, based on the testing results, the acceleration model can be determined and the lifetime of the product at any given normal stress level (e.g., typical real-life conditions) can be estimated. The overall principle of the CALT method is presented in Figure 3.12, and a detailed description of its assumptions and implementation is given in [36].


[image: image]


Figure 3.12 Basic principle of CALT procedure (based on [36])


3.5.3  Qualification testing

Qualification (or design verification) testing is meant to establish if a product can fulfill a given set of specification requirements (e.g., functionality, quality, safety) and if it meets the relevant international standards for a given application. This is typically achieved by exposing the product to a series of qualification tests, which, for grid-connected PV inverters, can be performed either at subcomponent level (e.g., IGBT power module, capacitor) or at system level (e.g., PV inverter).

Although qualification standards for IGBT power modules or capacitors rated for PV applications are still in their infancy, generic qualification testing standards (e.g., IEC 60747 [37], IEC 60749 [38], IEC 60068 [39], IEC 60384 [40], JESD 22 [41]) can be considered for reference. Power modules need to undergo a series of tests including power cycling, temperature cycling, high-temperature reverse bias, high-temperature high-humidity reverse bias, high-temperature and low-temperature storage test, as well as mechanical shock, to ensure a certain level of quality. Similarly, the capacitors need to pass a series of environmental and exposure qualification tests (e.g., thermal shock, damp heat, high temperature, vibration, charge, and discharge) to be considered as market-ready qualified [42].

On the other hand, for PV inverter systems, the qualification test standards are in a more mature stage of their development. A general overview of the qualification tests, which a PV inverter must be exposed to, is presented in Figure 3.13, as described in the IEC 62093 standard [43]. The PV inverter must undergo some basic visual inspection, functionality tests, and insulation tests, after being subject to each of the environmental qualification tests, thus, assuring that certain quality requirements are met, without sacrificing the intended operation of the inverter. Additional industrial and standardized qualification stress tests for PV inverters are summarized in [7]. Despite not proving any information regarding the reliability or robustness of the PV inverter, qualification tests are important tools that can be used to guarantee that certain levels of safety and quality are achieved for various use-cases and environmental conditions.


[image: image]


Figure 3.13 Qualification testing procedure for PV inverter, as defined in IEC 62093 [43]

3.6 Summary

With the rapid integration and installation of more and more PV systems, the reliability of the PV inverter plays a crucial role in the safety, availability, and LCOE of the overall system. To deal with the ever-growing and stringent reliability requirements that the PV inverter must fulfill, a particular emphasis is placed on the accurate and effective reliability analysis of the inverter during the various stages of its development process. Thus, PV inverter manufacturers, integrators, and users have a wide array of reliability analysis methods and tools at their disposal.

During the early design and development stages, tools such as FMEA can be employed to identify the various FMs that occur at the different product levels of the PV inverter and to get a better understanding of their causes or effects and of their overall impact on the inverter’s reliability and intended functionality. Additionally, enabled by various software simulation tools, the DfR methodology can be used to assess the reliability performance of the inverter under realistic environmental and operating conditions, thus, allowing for quick design weakness detection and for the reliability-oriented optimization of the inverter.

Further down the development process of the PV inverter, different testing methodologies can be applied to assess and improve its reliability and robustness. Qualitative testing methods, such as HALT or HASS, can be performed during the “Prototype” and “Manufacturing” life cycle stages to determine its operating and destructive limits and, inherently, assess the robustness margins of the PV inverter operation. Qualitative testing methods, such as ALT or CALT, can then be employed and used to quantify the reliability performance of the PV inverter under use-case conditions, by means of acceleration models and AFs. Before its market release, the inverter and its critical components must be subject to various qualification tests to assure that specific application-dependent requirements or specific international standards are fulfilled.

Finally, it can be concluded that there is not one specific tool or method that can address the reliability challenges faced by the design engineers of PV inverters. Rather, a combination of the above-mentioned tools should be used to get an accurate overview of the reliability and robustness performance of the PV inverter and, consequently, develop a sustainable reliability growth strategy throughout its entire development process. Due to the continuous development of more efficient testing methods, new standards, and the rapid progress of simulation software in terms of computational-efficiency and capabilities, the reliability assessment and allocation strategy for PV inverters should remain subject to continuous improvement.
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Photovoltaic (PV) power systems have many vulnerable components whose lifecycle reliability is prone to relatively high risks. These risk indices generally deal with ambient environments, temperature, and power losses in the system. Meanwhile, the highly variable and uncontrollable solar irradiance, and PV system power input result in high electrical stresses for PV modules, which affect the operational lifecycles and power electronic converters. Consequently, these effects result in low system reliability when compared with the reliability of conventional generating plants. Besides, the high penetration of PV generation into the distribution networks leads to a detrimental effect causing reverse power flow and unacceptable rise in voltage at the distribution feeders. Generally, these overvoltages trigger the protection aspects of the inverter to disconnect from the grid, resulting in islanding operation of the PV system. This further contributes to abrupt voltage fluctuations, load shedding, and sudden changes in power flow. Therefore, the distribution networks associated with high-penetration PV generation have a risk of power outages and in turn increased maintenance costs. This necessitated the tools and methodologies to quantify reliability of the grid-connected PV systems. These reliability analysis tools and methods serve to evaluate the performance of PV systems and generate reliability indices, which further aid in achieving efficient design at the planning stage and determining the reduced cost and improved benefits at the operational phase. A systematic way to evaluate the reliability of grid-connected PV inverters is then presented in this chapter. The reliability analysis is carried out at the 2.2 MW grid-connected rooftop PV system installed in Jamia Millia Islamia (JMI), New Delhi, India, considering the variation of input power and failure rates of PV system components under ambient conditions. The reliability analysis is carried out for inverters at both string level and central level with the site data as a benchmark. A basic reliability indices computation method is adapted to realize the operation of both inverter systems for several risk metrics and quantify their impact on system operation.


4.1 Identifying the site for case study

PV systems have seen impressive growth around the world in the last decades. This growth is mainly due to the improving statistical average performance ratio of the new PV installations. However, the drawbacks due to probabilistic behavior and the unreliable nature of PV power demands the continuous improvement of the system. Besides, there are many vulnerable components in the PV system whose lifecycle reliability is highly affected by the operational conditions. Therefore, to improve the performance and increase the end of life of various components of PV systems, continuous monitoring and efficient reliability analysis methods need to be adapted. For facilitating the cost trade-off associated with PV systems, the reliability studies at the system and component level play a significant role. Generally, these studies are carried out at the laboratory level for various components of the PV system by subjecting them to accelerated testing scenarios. This process lacks various aspects when implemented with field operation of PV systems. Hence, meaningful statistical data of a PV plant operating under extreme climatic conditions with significant risks is the major aspect for performing the reliability analysis. Considering this, the PV installation in the northern part of India is identified for performing the case study.


4.1.1 Site details

The solar power industry in India is developing at a very fast pace with the lowest capital cost per MW. The Indian government is working toward an ambitious target of deploying 100 GW of solar PV capacity by 2022 under the national solar mission to combat climate change and avoid overdependence on fossil fuels for electricity generation [1]. By March 31, 2020, 37.6 GW had been installed [2], and rapid additional deployment is expected to occur over next years. The 100 GW target is part of the overall goal to achieve 175 GW of nonfossil fuel energy by 2022 and resonates well with India’s COP-21 obligation in Paris to have 40 percent of its electricity generated by renewables by 2030. A recent announcement that the 175 GW goal may be increased to 227 GW further emphasizes India’s commitment to renewables [3]. Out of the total installations, approximately 2.1 GW of PV systems correspond to rooftop solar power, which is the major aspect of this case study. Further, from the climatic point of view, the northern regions of India are considered to have extreme weather conditions that support the data required for the reliability analysis [4].

Given the above requirements, the reliability study of the grid-connected solar PV system in this chapter is focused on JMI central university located in the south-east part of Delhi, India. The university is in the coordinates [image: image] with an overlap between semi-arid and monsoon-influenced humid subtropical with high variations between winter and summer temperatures [5]. The location faces an extreme temperature ranging from −2.2°C to 48.4°C in four seasons [6]. The university has a 2.2 MW PV project developed by Sun Source Energy Pvt. Ltd. under renewable energy service company model. The PV installations are around 50 rooftops of various buildings in the campus such as the central library, colleges, departments, and hostels. The PV arrays on each rooftop are operated with string and central inverter-based systems. The performance of the total PV installations over the last 12 months (May 2019 to May 2020) is listed in Figures 4.1–4.8.


[image: image]


Figure 4.1 Measured and expected energy (kWh)
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Figure 4.2 Measured average power (kW)
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Figure 4.3 Measured maximum power (kW)
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Figure 4.4 Sum of expected insolation (Wh/m2)
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Figure 4.5 Average modeled expected energy ratio (EER)
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Figure 4.6 Sum of modeled normalized energy (Whac/Whdc)
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Figure 4.7 Average of modeled normalized power (Wac/Wdc)


[image: image]


Figure 4.8 Maximum of modeled normalized power


Figure 4.1 shows the measured and expected energy generation from the 2.2 MW plant. The expected energy corresponds to the predictions made based on the forecasted metrological data for the geographical location, and the measured data corresponds to the PV generation under the real operational conditions. From the graph, it is identified that the lowest expected peak is nearly around 200 kWp during January and the highest expected peak is nearly around 320 kWp during April. Further, the real-time measurements identified that the lowest peak is nearly around 150 kWp during November and the highest peak is around April. Moreover, it is identified that the sum of expected energy generation from May 2019 to May 2020 is 2.94 GWh, whereas the measured generation is 2.62 GWh for the same period.


Figure 4.2 shows the measured average power generated for every month from the 2.2 MW plant. It is identified that the maximum average generation occurs around February to April with 708 kW.


Figure 4.3 shows the measured maximum power generated for every month from the 2.2 MW plant. It is identified that the maximum average generation occurs during January with 18.5 MW.


Figure 4.4 shows the sum of expected insolation for every month for the 2.2 MW plant. It is identified that the maximum expected solar insolation is around 170 000 Wh/m2 during March and April. The sum of expected insolation is 1 716 105.4 Wh/m2.


Figure 4.5 shows the EER for the monthly operation of the 2.2 MW plant. This performance ratio is measured as a ratio of expected output based on nameplate readings to the measured output for a given reporting period. From Figure 4.5, it is identified that the average EER from May 2019 to May 2020 is 1.2.


Figure 4.6 shows the sum of normalized energy of the final yield per month for the 2.2 MW plant. This identifies the effect of temporal and local insulations that factor the reference yield obtained from the ratio of irradiated energy (kWh/m2) to irradiance (kW/m2), under standard test conditions (STC) for a given period [7]. For a given plant, the normalized energy is obtained as a ratio of plant output power to the nominal PV power generated under STC during a certain period. From the Figure 4.6, it is identified that the sum of modeled normalized energy is 1 187.6 Wh

ac

/Wh

dc
.


Figure 4.7 shows the sum of normalized power output per month for the 2.2 MW plant. This is characterized as a ratio of the total power output of PV generation to the nominal power generation capacity of the PV system under STC [7]. Generally, the average value of normalized power outputs varies from 0 to 1 and extends up to 2 depending on the cloud enhancements and PV installation area [7]. The average of normalized power is identified as 0.3 W

ac

/W

dc
. Further, the maximum normalized power shown in Figure 4.8 is identified as 8.4 W

ac

/W

dc
.


4.1.2 Components used in the system

The components used in this system are mainly PV modules and inverters of different ratings. For performing the reliability analysis of the components in the site, a base case of a PV system with 20 kW string and central inverters are considered. The details of the PV module and inverter are given as follows:


PV module: The chosen module is 310 W Sun-power type which has higher efficiency. Table 4.1 shows the characteristics of the Sun-power PV module.

Table 4.1 Characteristics of the Sun-power PV module




	
Parameter

	
Data






	Manufacturer
	Sun-power



	Model
	SPR-E19-310-COM



	Efficiency
	[image: image]



	Dimensions (module area)
	Length: 1 559 mm
Width: 1 046 mm



	Specific parameters
	Current at the maximum power:[image: image]
Voltage at the maximum power: [image: image]
Short circuit current:[image: image]
Open circuit voltage: [image: image]






The reliability analysis is done for two different designs, a string inverter system of 20 kW and a central inverter system of 20 kW, where each system uses the same module rating of 310 W.

Inverter: Two different PV system configurations with 20 kW string inverter (SG15KTL-M/SG20KTL-M) and 20 kW central inverter (SG1250UD/SG1500UD) of Sungrow are chosen for conducting the reliability analysis. The details of both inverters are available in [8] and [9], respectively. The string inverter systems are mounted outdoor near the PV strings (either beneath a module or at a wall corner) and its temperature varies between 0 ℃ and 60 ℃ considering their direct exposure to heat emitted by PV panels and environmental conditions. Further, the central inverter is installed in an electrical room with additional cooling facilities and its temperature varies between 0 ℃ and 40 ℃.

As the semiconductor modules are involved in the inverters, they are the most vulnerable components in the PV system [10]. These modules operate at high power levels and temperatures, which increase their failure risk and degrade the reliability of inverters [11, 12]. Hence, while performing reliability, sufficient data corresponding to the operation and failure rates of the PV inverter and PV modules is necessary. Sections 4.2 and 4.3 of the chapter discuss these aspects to identify the reliability indices and perform the reliability analysis.

4.2 Data collected for reliability study

The site identified for the case study achieves grid integration of PV systems by utilizing string and centralized inverter-based structures. As discussed in Section 4.1.2, a 20 kW string inverter and a 20 kW central inverter are considered for conducting the reliability assessment. The corresponding schematics of both systems are shown in Figures 4.9 and 4.10.


[image: image]


Figure 4.9 Schematic of a string inverter-based PV system


[image: image]


Figure 4.10 Schematic of a central inverter-based PV system

To distinguish, the string inverter system has each string connected to its inverter, whereas the central system has all the strings of an array connected to a single inverter. For the central system with total capacity equal to the capacity of an [image: image]-string system indicates that each string inverter capacity is [image: image] of the central inverter. Further, from Figure 4.10, it is observed that, for a system with [image: image] PV strings, each string can generate [image: image] of the power output of the total capacity. This indicates that failure in any string will not lead to system failure but will decrease the power output of the system. Considering this scenario, the reliability analysis is performed with an assumption that each PV string will have the same failure and repair rates. Further, the data required for the reliability analysis of a grid-connected solar inverter is obtained based on the failure rates of various components in the system.


4.2.1 Failure rate of power electronic switches

The failure rate of power electronics switches is calculated using empirical models discussed in [13–16]. Generally, these failure rates are determined by the thermal stress on the devices, e.g. insulated-gate bipolar transistors (IGBTs) and metal oxide semiconductor field-effect transistors (MOSFETs). This indicates that the failure rate is a function of temperature or voltage, which is directly related to system input power levels and power loss. Besides, diodes are also associated with IGBTs and MOSFETs. Hence, their reliability also depends on system input power levels and power loss through voltage and temperature. The failure rate of diodes is calculated using empirical models discussed in [17].


4.2.1.1 Thermal model of IGBT and diode

Typically, IGBTs with anti-parallel diodes are widely used in PV inverters. The thermal models of an IGBT and a diode from junction to ambient and junction to case scenarios are given in Figures 4.11 and 4.12, respectively [18, 19]. For a known power loss in the system, the temperature variation of an IGBT and diode is estimated from the linear heat transfer equation discussed in [20] as


[image: equation]
(4.1)




[image: equation]
(4.2)



where [image: image] is the power dissipation in IGBT, [image: image] corresponds to power dissipation in the diode, [image: image] and [image: image] correspond to the thermal resistance of IGBT and diode, respectively, and [image: image] and [image: image] correspond to thermal coupling coefficients between IGBT and diode.


[image: image]


Figure 4.11 Thermal model of IGBT and diode (single IGBT and diode with [image: image], and [image: image] corresponding to junction, case, heat sink, and ambient temperatures, respectively, and [image: image], and [image: image] corresponding to thermal impedance junction to case, case to heat sink, and heat sink to ambient, respectively)


[image: image]


Figure 4.12 Equivalent RC thermal network with [image: image] corresponding to resistance and [image: image] corresponding to capacitance [18]

Further, the junction temperature of an IGBT or a diode is estimated as


[image: equation]
(4.3)



where [image: image] is the case temperature, [image: image] is the ambient temperature, [image: image] corresponds to thermal resistance from junction to the case including sink, and [image: image] is the additional power loss due to other mounted devices.


4.2.1.2 IGBT failure rate

The failure rate of an IGBT is estimated using an empirical model recommended by the Fides reliability guide 2009 [14] as


[image: equation]



[image: equation]
(4.4)



where [image: image] corresponds to the effect of thermal stress on the failure rate of an IGBT; [image: image] corresponds to the effect of thermal cycling on the case; [image: image] corresponds to the effect of thermal cycling on the solder joint; [image: image] and [image: image] correspond to humidity and mechanical overstress, respectively; [image: image], [image: image], [image: image], [image: image], and [image: image] correspond to physical overstress accelerating parameters of thermal, mechanical, and electrical origin; [image: image] is the overstress caused by additional factors; [image: image] is the manufactured part quality; and [image: image] is the technical control over reliability and quality in a product life cycle.

For a known junction temperature, the temperature factor is calculated as


[image: equation]
(4.5)



where [image: image] corresponds to the IGBT junction temperature and


[image: equation]
(4.6)



in which [image: image] corresponds to the voltage applied across the IGBT, and [image: image] corresponds to the IGBT rated reverse voltage.

From (4.1) – (4.6), the failure rate of an IGBT is a function of voltage or temperature that corresponds to the power loss and system input power levels.


4.2.1.3 Diode failure rate

The failure rate of the diode in PV inverters is estimated using a standard reliability model discussed in [17] as


[image: equation]
(4.7)



where [image: image] represents the diode basic failure rate, [image: image], [image: image], [image: image], [image: image], and [image: image] correspond to temperature, electrical stress, construction, quality, and environmental factors, respectively. For a known junction temperature [image: image], the temperature factor is calculated as


[image: equation]
(4.8)



The electrical stress factor [21, 22] is calculated as


[image: equation]
(4.9)



where [image: image] is the voltage applied across the diode and [image: image] corresponds to the diode-rated reverse voltage.

From the (4.7) – (4.9), the failure rate of a diode is similar to the failure rate of an IGBT and forms a function of voltage or temperature that corresponds to the power loss and system input power levels.


4.2.1.4 Capacitor failure rate

Another important factor that leads to the PV inverter failure is related to capacitors [23]. A comparative analysis in [24] has identified that the electrolytic capacitor dominates in an inverter failure. Further, the industrial representatives at US Department of Energy (DOE) workshop [25, 26] indicated that the quality of DC-bus capacitors is a critical problem affecting the reliability of the inverter. The conventional methods for predicting the reliability of capacitors [13] have identified that the capacitor failure rate is dependent on ripple current, DC voltage applied, and ambient conditions such as heat sinking, temperature, and airflow. Further, the inverters mounted outdoor are exposed to harsh ambient environments and may suffer high capacitor failure rates. This indicates that the capacitor failure rate can be determined by hotspot temperature, which is estimated by the base life at actual and maximum hotspot temperatures [27]. The generalized expression for computing the capacitor failure rate is given as


[image: equation]
(4.10)



where [image: image] corresponds to the capacitor life expectancy, [image: image] corresponds to the base life at a maximum core temperature [image: image], and [image: image] corresponds to the actual core temperature. Further, the lifetime of the capacitor depends on the ripple current flowing through it and can be estimated as a function of the hotspot temperature in (4.10). The current ripple rate for a central inverter-based system without storage components is approximated as


[image: equation]
(4.11)



in which [image: image] is the grid voltage, [image: image] is the input DC voltage, [image: image] is the RMS output current, and [image: image] and [image: image] correspond to the fundamental frequency and power factor, respectively. It is noted that the higher-order harmonics due to smaller amplitudes of on/off switching are neglected here. Further, the RMS value of the ripple current is calculated as


[image: equation]
(4.12)



where [image: image] denotes the inverter output power.

For a steady-state condition, the hotspot temperature of the capacitor is calculated as


[image: equation]
(4.13)



where [image: image] corresponds to the ambient temperature, [image: image] represents the thermal resistance of the capacitor, and [image: image] corresponds to the equivalent series resistance (ESR) of the capacitor. Further, the power loss is obtained by substituting (4.13) into (4.10).


4.2.2 Reliability of inverter

Failure in any component of the PV inverter sometimes may lead to a complete outage indicating no parallel redundancy [11]. Hence, its reliability can be modeled as a series network with the reliability indices as


[image: equation]
(4.14)




[image: equation]
(4.15)




[image: equation]
(4.16)



where [image: image] represents the failure rate, [image: image] represents the repair time, and [image: image] represents the availability of PV inverter. Further, the subscripts C, D, and S correspond to the capacitor, diode, and IGBT, respectively, and [image: image] indicates the ith component. Besides, the availability of AC subpanel and DC disconnect is calculated from the failure and repair rate as


[image: equation]
(4.17)




[image: equation]
(4.18)



As the failure rate probability of the three-phase AC disconnect is very low, it can be assumed to be perfectly reliable and can be easily modeled if the failure data is available. Further, the reliability parameters for central and string configurations of a PV system are given in Tables 4.2 and 4.3, respectively [28].

Table 4.2 Base case reliability analysis parameters (central inverter system)
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Table 4.3 Base case reliability analysis parameters (string inverter)
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It should be noted that the unit for failure rates is 1/(106 hrs) and repair time is hrs. Further, these parameters are adapted with reliability evaluation techniques and the IEEE reliability standards [29] to assess the reliability of the PV plant. There are many techniques such as Monte Carlo simulations [30], Markov chain method [31], reliability block diagrams [32], fault tree analysis [33], and state enumeration method (SEM) [34] available in the literature. In this chapter, the SEM [35, 36] is used to perform the reliability analysis on the PV system. This method adapts the impact of voltage levels, input power levels, and power losses on the failure rate of different components in a PV system. It works on an underlying assumption that each PV system has three operating states, the normal or idle state, the working state, and the out of service state. Initially, the equivalent reliability parameters of multiple PV string in an array are identified and their reliability indices are determined using SEM. Generally, these indices are either energy-oriented or time-oriented. The methodology corresponding to states of PV array and the reliability indices for both string and central system are discussed in Section 4.3.

4.3 Reliability study for the identified site

In this section, the methodology for conducting a reliability study on a base case of the identified site is presented. The failure rates are discussed, and the data collected in the previous section are the inputs to carry out the reliability analysis of grid-connected PV systems.




	
Algorithm 4.1: Approach for PV system risk analysis






	
Step 1:

	Identify the chronological data of PV system (solar insolation, ambient temperature, power output, DC voltage, AC voltage, and frequency)



	
Step 2:

	Evaluate the discrete probabilistic distribution of power input



	
Step 3:

	● Assess the energy losses along with switching and conduction losses at each input power level in semiconductors.
● Assess the energy losses in capacitors using DC voltage and ripple current.
● Predict hotspot temperatures by thermal models of the IGBT, diode, and capacitor.
● Quantify risks in PV inverters




	
Step 4:

	State enumeration-based PV array risk analysis



	
Step 5:

	Calculate the PV system risk indices and perform sensitivity analysis (insolation, temperature, number of strings, component reliability parameters, etc.)






4.3.1 Risk modeling for components of PV system

As discussed earlier in Section 4.2, the grid-connected PV systems either deal with string/multi-string or centralized structures. The string/multi-string structure deals with an own inverter for each string or multiple strings in the PV array. Whereas, for a central system, all the strings are connected to a single inverter system that is feeding the grid. For a condition where an n string inverter system has the same capacity of a central inverter system, the capacity of the central inverter system is [image: image] times of each string inverter system. The systematic approach adopted for PV risk analysis is shown in Algorithm 4.1.


4.3.1.1 The periodic discrete probability distribution of input power

The varying energy losses in the components connected to PV systems due to the periodic input power resulted in temperature variations in a solar inverter. Hence, the input power levels play a significant role in determining the life cycle of the PV system and its components. For the site considered in this case study, the data loggers sample and record the operational quantities of the PV system for every 5–15 minutes. This helps in obtaining a linear and highly intermittent power curve with a broad set of data points. Further, to perform the periodic risk analysis, the power curve data is divided into four seasons as shown in Figure 4.13.


[image: image]


Figure 4.13 Power curve data of different periods in chronological order of spring, summer, autumn, and winter

These input power curves are aggregated into a discrete probability distribution for quantifying their effect on PV system operation risks. The K-means clustering technique is used to cluster the data point into multiple power levels by eliminating the chronology. The detailed procedure is as follows: Initially, it is assumed to divide the annual power curve into K power levels. The term K is adjusted depending on the degree of precision needed for the reliability analysis. For the system in the case study, the satisfactory results are guaranteed by setting K around 10–15. Further, the K power level clustering of the yearly input power curve data with N data points is achieved by following Algorithm 4.2.


Algorithm 4.2: K power level clustering


Step 1: Initialize cluster S = {S

1
, S

2
, ... ,S

k
} and randomly assign the data points to each cluster.


Step 2: Calculate mean for an initial cluster, where i = 1, 2, ... , 3 corresponds to the cluster S

i
.


Step 3: Calculate the distance between each data point P

j
 (j = 1, 2, ..., N) and mean μ
i of ith cluster.[image: image]



Step 4
: The data points are assigned to the nearest cluster and the cluster means are recalculated using [image: image], where N

si
 corresponds to total data points in ith cluster.


Step 5: Iterate the process in steps 3 and 4 until every μ

i
 is unchanged between any two iterations.



For a successful convergence, the mean [image: image] corresponds to ith mean power level and the probability [image: image] is given by [image: image], where [image: image] corresponds to the number of power curves.

The discrete probability distribution achieved by aggregating the periodic data of the input power curve in Figure 4.13 into 12 power levels is shown in Figure 4.14. Each power level in Figure 4.14 evaluates the availability of power electronic components, expected periodic energy output, and PV system risk indices weighted by the power level probability.


[image: image]


Figure 4.14 Discrete probability distribution of power curve data of different periods in chronological order of spring, summer, autumn, and winter


4.3.2 Reliability analysis of PV array


4.3.2.1 Equivalent parameters for reliability of PV string

The PV string consists of series-connected PV modules with a fuse inside the DC combiner box. There are three repairable failure modes of PV modules [37–40]: (i) short circuit and (ii) open circuit of PV modules, and (iii) failure at a junction box that results in an outage of the whole string. These faults can be characterized by their average failure rates and repair rates of the PV module. Further, because of shading effects, a PV module can be bypassed through diodes resulting in a lower output of the string. Hence, this phenomenon is not considered as an outage but instead represents a low input power level. Besides, the probability of the instantaneous bypass of multiple panels is low and can be negligible. Therefore, the equivalent parameters for the reliability of a PV string are given as


[image: equation]
(4.19)




[image: equation]
(4.20)



where [image: image] is the failure rate, [image: image] represents equivalent PV string, [image: image] corresponds to total number of modules in a string, [image: image] is an equivalent PV module, [image: image] indicates the fuse in DC combiner, [image: image] corresponds to repair time, and [image: image] and [image: image] correspond to the failure and repair rate of the ith PV module, respectively.


4.3.2.2 State enumeration for PV array reliability analysis

The SEM is adapted to compute the PV array reliability parameters from the data of [image: image] PV strings. This method can be applied to both heterogeneous and homogenous PV strings. Generally, the availability, unavailability, and other operating states of PV strings in an array can be given as


[image: equation]
(4.21)



where [image: image] is the availability and [image: image] is the unavailability of the ith PV string and [image: image] corresponds to the number of PV strings in an array. Further, the availability of the ith string is calculated as


[image: equation]
(4.22)



and the unavailability of the ith string is calculated as


[image: equation]
(4.23)



Considering the above aspects of the PV array, the probability of an enumerated state [image: image] is given as


[image: equation]
(4.24)



with [image: image] representing the number of the failed PV strings and [image: image] corresponds to healthy PV strings in state [image: image].

For the condition where [image: image] PV strings fail, all the enumerated states are aggregated into the ith state of the PV array. This gives the probability of enumerated states as


[image: equation]
(4.25)



where [image: image] corresponds to the enumerated states of [image: image] strings outage. Based on the above observations, state 1 corresponds to the outage of one string with [image: image] contingency, state 2 corresponds to the outage of two strings with [image: image] contingency, state [image: image] corresponds to the outage of [image: image] strings with [image: image] contingency, and state [image: image] corresponds to the outage of all the PV strings. Additionally, the common causes of failures such as lightning, environmental effects, and mechanical issues or other electrical problems that are independent of [image: image] strings failure are represented as a downstate or an additional failure event in the enumeration process.

This discussion on state enumeration for PV array incorporates the impact of voltage levels, power inputs, failure rates, and power losses to provide a viable approach for the reliability analysis.


4.3.2.3 Effect of aging and degradation

The failures in PV panels and degradation of PV modules increase with an increase in operation time and advancing age. Hence, these factors play a significant role in risk analysis while dealing with the end-stage life of PV modules. Considering this, a linear model of PV panel degradation is developed as discussed in [17] and the performance degradation of the PV panel in terms of power for a lifetime is given as


[image: equation]
(4.26)



where [image: image] corresponds to the PV module’s initial power capacity, [image: image] represents the constant slope, and k corresponds to a specified year during the observed life cycle [image: image].

Further, to assess the annual unavailability, an aging failure model is adapted as follows: for an aging failure, the probability function of failure density [image: image] with failure transition period [image: image] after surviving for [image: image] years is given by


[image: equation]
(4.27)



Further, the subsequent failure period [image: image] is divided into [image: image] subintervals with equal length Δx. This gives the failure probability at the ith interval as


[image: equation]
(4.28)



The average duration of unavailability for failures at the ith interval can be estimated as


[image: equation]
(4.29)



Further, the unavailability for a subsequent failure period [image: image] is given by


[image: equation]
(4.30)



From (4.27) to (4.30), the total unavailability of repairable and non-repairable aging failures with the failure transition period [image: image] after surviving for [image: image] years is given as


[image: equation]
(4.31)




[image: equation]
(4.32)



where [image: image] and [image: image] correspond to the total unavailability and availability of a PV string, respectively.


4.3.3 PV system risk indices

The PV risk indices quantify the performance of the PV system and are useful at the planning stage for design selection and at the operation stage for reduced costs and increased benefits. Conventionally, the outage duration and failure rate are widely adopted as PV system risk indices. Further, two new indices that are focused on energy and time are discussed for better performance quantification.


4.3.3.1 Equivalent parameters for reliability of PV string

The energy-based indices provide the annual statistics of the PV system energy yield along with the system uncertainties.



A. Ideal energy outp
ut



The ideal energy output (IEO) estimates the power output of a PV system by multiplying the clustered power levels of the perfectly reliable generation with their corresponding converter efficiency curves. This is mathematically expressed as


[image: equation]
(4.33)



where [image: image] corresponds to the input power levels per phase, [image: image] and [image: image] correspond to the input power level for the ith instant at the lth phase, [image: image], [image: image], and [image: image] correspond to the mean, efficiency, and the probability of the ith power level, respectively, and [image: image] depends on the total time considered. For an annual IEO, the total time considered [image: image] hrs. Generally, while dealing with aging and degradation failures, the IEO is estimated for the first year of the PV system life cycle as it gives the IEO.



B. Expected energy output



The expected energy output (EEO) of a PV system is associated with the non-perfect reliability, and it is estimated by multiplying the ideal output of the generation with the availability of the system. Further, the total EEO is obtained by multiplying the sum of expected outputs at each power level with the probability of each power level.

The EEO for a central inverter system is estimated as


[image: equation]
(4.34)



where [image: image] is the projected inverter input power considering failures of the PV array, [image: image] corresponds to the probability of PV array’s jth state, [image: image] corresponds to inverter availability for the ith input power level and the jth state of PV array, [image: image] represents the availability of the DC disconnect, and [image: image] corresponds to the availability of the AC subpanel. The value of [image: image] while estimating the inverter input power is obtained as a ratio that depends on the state of the PV array and number of homogenous strings [image: image] in a PV array.

Similarly, the EEO for a string inverter PV system is given as


[image: equation]
(4.35)



where [image: image] is the state probability function that defines the power flow through the DC-side voltage and the string inverters. This function implicitly incorporates the failure risk of string inverters, which is a major difference between the EEO of the central and string inverters. Further, [image: image] corresponds to the string inverter input power at the ith power level, and [image: image] represents the string inverter DC-side voltage.



C. Energy
 
availabili


ty 

[image: image]


The energy availability is calculated as a ratio of the normalized EEO to IEO, which is given as


[image: equation]
(4.36)



Generally, the IEO is a constant as it is estimated for the first year of the PV system life cycle.


4.3.3.2 Equivalent parameters for reliability of PV string

The time-based indices quantify the annual availability and unavailability time of the PV systems to justify their maintenance requirements.


A. Availability time 
[image: image]


The availability time [image: image] is the relative measure of the expected operating time for a PV system in a year under normal conditions. The availability time of central and string inverter PV systems with multiple phases are given in (4.37) and (4.38), respectively, as


[image: equation]
(4.37)




[image: equation]
(4.38)



For a PV system that does not need any repair or replacement, the availability time is represented as a percentage of the time. It should be noted that the availability time for a PV system also includes the zero-power output during no solar insolation.

Further, the time unavailability is given as


[image: equation]
(4.39)



Notably, the PV system unavailability includes the probability that it operates with parts of the PV string out of service or in different derated states. These derated states can be estimated using the SEM.


B. Available [image: image]
, derat
ed [image: image], and outage ho
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The operation of a PV system for fully available hours [image: image] is given as


[image: equation]
(4.40)



Similarly, the average down time of the PV plant gives the outage hours [image: image] of the system. [image: image] for the central and string inverter PV systems are given by (4.41) and (4.42), respectively:


[image: equation]
(4.41)




[image: equation]
(4.42)



Further, the operation of the PV system in the derated state is given as


[image: equation]
(4.43)



Hence, the time-based reliability indices are the major asset for the intelligent management of the PV system.


4.4 Results of site study for reliability analysis

The reliability analysis is carried out considering the 20-kW central and string PV inverter systems connected to the distribution network. The inverter efficiency curve is not considered for the test case as the DC voltage and inverter outputs are measured directly. Further, the required reliability parameters and the discrete probability model of annual power outputs are discussed in Tables 4.2 and 4.3 of Section 4.2.


4.4.1 Results of reliability indices

The reliability parameters in Tables 4.2 and 4.3 are used to obtain the reliability indices for the base case during the first year of service as shown in Table 4.4.

Table 4.4 Reliability indices for the base case during the first year of service
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From the results, it is identified that both the systems have similar reliability indices. The central inverter system has a slight advantage in terms of fully available time, and the string inverter system is slightly advantageous in terms of energy availability. Due to multiple inverters in the string-based system, their failure frequency is significant, which affects the fully available time of the system. Further, the impact of outage in a string inverter only affects the string, whereas the central inverter outage affects all the strings. This justifies the relatively high energy availability for a string inverter.


4.4.2 Aging and degradation effects

The long-term performance analysis for a PV system must deal with aging and degradation effects. Hence, energy availability [image: image] and availability time [image: image] indices are calculated for both central and string systems for 25 years, as shown in Figure 4.15.


[image: image]


Figure 4.15 Degradation effect on (a) energy availability of the central inverter, (b) energy availability of the string inverter, (c) availability time of the central inverter, and (d) availability time of the string inverter

From the results in Figure 4.15, it is observed that the energy availability and availability time are sensitive to change in service age for both PV systems. In contrast to both indices, the relative sensitivity of [image: image] is smoother than [image: image], as [image: image] remains insensitive for almost 15 years of the operating life and falls quickly to approach the mean life of the PV array, where [image: image] depicts a constant decrease. This indicates that the changes in the degradation of PV efficiency and aging can be identified easily by [image: image], as [image: image] only indicates the influence of aging because of the indirect impact of PV degradation. This occurs due to the effect of inverter input power on the failure rate of components. Both [image: image] and [image: image] are very low at the end of life with [image: image] nearly equal to zero, indicating a high repair requirement. This indicates the dominance of aging failure as the PV system reaches the end of life.

4.4.3 PV risk assessment


4.4.3.1 Impact of temperature

The PV risk assessment for the impact on ambient temperature is generally related to the inverter systems and their installation site. The central inverter is installed in an electrical room with additional cooling facilities, and it is assumed that its temperature may vary between 0 ℃ and 40 ℃ as per the operating scenario and climatic conditions in New Delhi, India. Further, the string inverter systems are mounted outdoor near the PV strings, and it is assumed that its temperature may vary between 0 ℃ and 60 ℃ considering their direct exposure to environmental conditions. While conducting the risk analysis, the temperatures below 0 ℃ are not considered due to low-performance risk. Besides, for a comparative analysis, the central inverter is subjected to temperatures between 40 ℃ and 60 ℃ and the sensitivity results are given in Table 4.5, Figure 4.16, and Tables 4.6 and 4.7.

Table 4.5 Impact of temperature on availability of PV inverter
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Temperature
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		Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter



	0
	0.99
	0.992
	0.98
	0.99
	0.97
	0.99
	0.96
	0.99



	5
	0.97
	0.98
	0.93
	0.97
	0.9
	0.97
	0.89
	0.97



	10
	0.93
	0.94
	0.88
	0.93
	0.86
	0.92
	0.84
	0.92



	15
	0.88
	0.88
	0.84
	0.87
	0.83
	0.86
	0.79
	0.85



	20
	0.85
	0.86
	0.81
	0.85
	0.79
	0.84
	0.76
	0.83



	25
	0.78
	0.8
	0.74
	0.78
	0.71
	0.74
	0.65
	0.7
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Time
(years)
	
Temperature




	
0

	
20

	
40

	
60




	
	Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter



	0
	0.9
	0.9
	0.9
	0.9
	0.9
	0.89
	0.89
	0.88



	5
	0.83
	0.84
	0.82
	0.83
	0.82
	0.83
	0.82
	0.83



	10
	0.7
	0.76
	0.68
	0.74
	0.68
	0.73
	0.68
	0.73



	15
	0.54
	0.56
	0.51
	0.55
	0.5
	0.53
	0.5
	0.53



	20
	0.37
	0.43
	0.33
	0.42
	0.32
	0.42
	0.31
	0.42



	25
	0.2
	0.2
	0.2
	0.2
	0.19
	0.2
	0.19
	0.2
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Figure 4.16 Impact of periodic temperature variations on the reliability of string and central inverters

Table 4.6 Statistical parameters of temperature sensitivity test for energy availability index in different periods




	
Periodic division

	
Mean

	
Standard deviation




	
String

	
Central

	
String

	
Central






	Spring
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	Summer
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	Autumn
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	Winter
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Table 4.7 Statistical parameters of temperature sensitivity test for availability time index in different periods




	
Periodic division

	
Mean

	
Standard deviation




	
String

	
Central

	
String

	
Central






	Spring
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	Summer
	
[image: image]

	
[image: image]

	
[image: image]

	
[image: image]




	Autumn
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	Winter
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From the results in Table 4.5, it is observed that the temperature rise has an equal impact on both systems. During the first service year, for an ambient temperature varying between 0 ℃ and 60 ℃, the energy availability of the central inverter decreases from 99 percent to 96 percent. In contrast, the energy availability of string inverters varies from 99.2 percent to 99 percent only. This indicates that the string inverter is more tolerant of temperature changes seen from the energy availability perspective when compared with the central inverter under the same conditions. Similarly, at the end of life operation, i.e. for the 25th year, the energy availability results indicate the dominance of aging failures over the temperature impact. Further, the availability time during the first service year decreases with temperature for both systems with a drop from 90 percent to 89 percent for central inverter systems and 90 percent to 88 percent for string inverter systems. This indicates that additional maintenance is required while considering the temperature impact on PV systems.

From Figure 4.16, it is identified that the varying temperature influences the reliability of the PV system. For the experiment, it is assumed that the temperatures vary between 10 ℃ and 30 ℃ in spring, 30 ℃ and 48 ℃ in summer, 25 ℃ and 38 ℃ in autumn, and between 0 ℃ and 20 ℃ in winter. From the results in Figure 4.16, it is observed that the string inverter system has a higher energy availability and lower availability time when compared with the central inverter system in spring, autumn, and winter seasons. This adheres to the reliability indices in Table 4.4, where the energy availability of string inverters is higher than the central inverters and the availability time of the central inverters is higher than the string inverters. However, during the summer period, both the energy availability and availability time of the string inverters are higher than the availability time of the central inverter.

Further, the energy availability and availability time in Figure 4.16 are analyzed using the mean and standard deviation of energy availability and availability time indices. From Table 4.6, it is identified that the string inverter dominates the central inverter over energy availability with high mean and low standard deviation. The higher mean value indicates the high energy production and the lower standard deviation indicates low sensitivity to change in temperature. This adheres to the condition that any failure in the string inverter blocks the power output of the only string, whereas the failure in central inverter blocks the complete power generation resulting in reduced energy availability. Similarly, the results in Table 4.7 indicate that the central inverter dominates the string inverter configuration over the availability time with high mean and low standard deviation. This adheres to the condition that the string inverter-based systems are prone to more failures due to the existence of more inverters and high redundancy. Further, the higher mean value and lower standard deviation for string inverter over availability time indicate the problems faced by the central inverter due to high-power inputs during summer. This high-power phenomenon dominates the multiplicity of string inverters and results in more failures in the central inverter during summer.


4.4.3.2 Impact of solar insolation

The solar insolation defines the PV inverter input power, which is directly proportional to the power loss in IGBTs, diodes, and capacitors. This indicates that higher solar irradiance will result in high failure rates for the inverter. Further, to test the impact of solar insolation on PV systems, a sensitivity analysis is carried out by varying the PV inverter input power from 0.6 to 1.2 times of the standard input.


Figure 4.17 indicates that the energy availability of the central inverter system is highly vulnerable to variations in solar irradiance, especially during summer and spring. It decreases from 99.4 percent to 98 percent in summer and 99.3 percent to 98.3 percent in spring as the irradiance increases from 0.6 pu to 1.2 pu. Further, the energy and availability time of the string inverter system is less affected by the variation in irradiance for all the seasons as the system design evenly impacts the input power distribution. This indicates that the string inverters are less prone to the electrical stresses for an increase in solar irradiance level >1 pu. For a better understanding of the effect of solar irradiance on the energy and availability time of both inverters, the statistical parameters for results in Figure 4.17 are shown in Tables 4.8 and 4.9.
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Figure 4.17 Impact of solar irradiance variation on the reliability of string and central inverters

Table 4.8 Statistical parameters of irradiance sensitivity test for energy availability index in different periods




	
Periodic division

	
Mean

	
Standard deviation




	
String

	
Central

	
String

	
Central






	Spring
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	Autumn
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Table 4.9 Statistical parameters of irradiance sensitivity test for availability time index in different periods




	
Periodic division

	
Mean

	
Standard deviation




	
String

	
Central

	
String

	
Central






	Spring
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	Summer
	
[image: image]

	
[image: image]

	
[image: image]

	
[image: image]
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	Winter
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These statistical parameters correspond to the mean value and standard deviation of energy and availability time indices. From Table 4.8, it is observed that the string configuration is dominant in terms of energy availability index over the central configuration with a higher mean value and lower standard deviation. The higher mean values indicate high energy production whereas the lower standard deviation indicates lower sensitivity to temperature changes, except for the mean value in winter. This superiority is achieved by the string inverters as the failure of an inverter only affects the power generation of that specific string. Further, based on the statistical parameters for availability time in Table 4.9, it is observed that the string inverter is highly sensitive to solar irradiance, as the central inverter has a higher mean value.

4.4.3.3 Impact of capacitor equivalent series resistance

The capacitor ESR corresponds to the resistive part of the capacitor impedance that is largely observed in commonly used electrolytic capacitors for inverters. Generally, the increase in ESR results in higher hotspot temperatures making the capacitor more susceptible to failures. Further, to observe the sensitivity of inverter failures for changing ESR, a base case of the ESR variations by two times is generated and the results are given in Figure 4.18.
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Figure 4.18 Impact of capacitor ESR on the reliability of string and central inverters


Figure 4.18 shows that the energy and availability time of string inverters are insensitive for ESR variations in all the seasons, whereas the central inverter system that is heavily equipped with cooling systems is insensitive to ESR variations especially in summer and spring. This is due to the even distribution of the input power among the string inverters of each phase. Further, different studies have identified in [41, 42] that the RMS ripple current for string inverters is six times less than the RMS ripple current for the central inverter. This results in a significantly lower hotspot temperature, which further leads to lower capacitor failure rate and steady energy and availability time for the string system. Moreover, the drawback of the central inverter system can be overcome by implementing an optimally rated capacitor at the design stage to ensure the system reliability.


4.4.4 Impact of the increased number of strings on PV system reliability

Further, to investigate the impact of risks due to the more distributed design of PV systems, the number of strings [image: image] in a PV array is varied by keeping the total output of the array at 7 kW. The results of the risk analysis are given in Table 4.10.

From the results in Table 4.10, it is observed that during the initial stages of service life, the energy availability and availability time of the central PV system are insensitive to an increase in the number of strings [image: image]. This is because the string failure rate reduces with several panels, but more contingencies occur with increasing [image: image]. These effects create an offset at the beginning of the PV system life cycle. As the PV system proceeds to the end of life, the energy availability and availability time decrease very quickly for an increased number of strings due to the dominance effect of the aging of components. In the case of a string inverter-based PV system, it is observed that the energy availability slightly decreases during the first 10 years of the service life with an increase in [image: image]. Similarly, the availability time drops to a significant value with increasing average repair time for an increase in [image: image]. This indicates that the maintenance requirements for increasing [image: image] in string inverters elevate quickly, resulting in higher maintenance costs.

Table 4.10 Impact of the increased number of strings on the availability of PV inverters




	
Energy availability






	
Time
(years)
	
Number of strings




	
4

	
8

	
12

	
16




	
	Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter



	0
	0.98
	0.98
	0.98
	0.98
	0.97
	0.98
	0.96
	0.98



	5
	0.91
	0.94
	0.89
	0.94
	0.88
	0.94
	0.88
	0.93



	10
	0.88
	0.91
	0.87
	0.91
	0.87
	0.89
	0.83
	0.88



	15
	0.79
	0.88
	0.76
	0.87
	0.73
	0.87
	0.71
	0.85



	20
	0.76
	0.83
	0.73
	0.78
	0.71
	0.75
	0.68
	0.7



	25
	0.73
	0.81
	0.71
	0.76
	0.68
	0.71
	0.6
	0.62



	
Availability time




	
Time
(years)
	
Number of strings




	
4

	
8

	
12

	
16




	
	Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter



	0
	0.88
	0.88
	0.88
	0.86
	0.88
	0.86
	0.88
	0.86



	5
	0.85
	0.86
	0.84
	0.85
	0.84
	0.85
	0.84
	0.85



	10
	0.73
	0.81
	0.71
	0.78
	0.67
	0.75
	0.6
	0.73



	15
	0.68
	0.69
	0.62
	0.63
	0.56
	0.58
	0.48
	0.54



	20
	0.52
	0.51
	0.43
	0.46
	0.35
	0.4
	0.26
	0.32



	25
	0.24
	0.2
	0.18
	0.12
	0.11
	0.07
	0
	0






4.4.5 Impact of panel failure rate on PV system reliability

The effect of PV panel failure rate [image: image] on the reliability of the PV system is assessed through sensitivity analysis as shown in Table 4.11.

Table 4.11 Impact of panel failure rate on availability of PV inverters




	
Energy availability






	
Time
(years)
	
Panel failure rate 
[image: image]




	
0

	
1

	
2




	
	Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter



	0
	0.97
	0.98
	0.97
	0.97
	0.96
	0.97



	5
	0.94
	0.93
	0.92
	0.91
	0.91
	0.9



	10
	0.89
	0.87
	0.88
	0.85
	0.85
	0.83



	15
	0.82
	0.83
	0.8
	0.8
	0.79
	0.78



	20
	0.8
	0.78
	0.78
	0.77
	0.76
	0.75



	25
	0.78
	0.76
	0.77
	0.75
	0.75
	0.75



	
Availability time




	
Time
(years)
	
Number of strings




	
0

	
1

	
2




	
	Central inverter
	String inverter
	Central inverter
	String inverter
	Central inverter
	String inverter



	0
	0.87
	0.88
	0.83
	0.83
	0.8
	0.8



	5
	0.86
	0.85
	0.83
	0.81
	0.8
	0.8



	10
	0.79
	0.79
	0.76
	0.75
	0.7
	0.73



	15
	0.67
	0.62
	0.56
	0.53
	0.51
	0.44



	20
	0.61
	0.53
	0.49
	0.41
	0.31
	0.33



	25
	0.34
	0.3
	0.16
	0.17
	0
	0





From the results in Table 4.11, it is observed that the failure rate has a similar effect on energy availability and availability time of both central and string connected PV systems. This is due to the high number of series-connected modules in each string. Further, it can be specified that the availability time is more sensitive to the failure rate than the energy availability. Notably, the repair time for the PV panel [image: image] has similar sensitivity characteristics with the failure rate of the PV panel. This is because the PV panel availability is equal to [image: image], where both the variables [image: image] and [image: image] are exchangeable.


4.5 Summary

This chapter discussed a case study to evaluate the reliability of a PV system. The developed approach quantified the effects of different operational conditions on the reliability of PV arrays, inverters, and overall PV system. Further, two different PV system configurations developed on 20-kW grid-connected central and string inverter systems are identified to perform the reliability analysis by adopting SEMs. Besides, the major contributions include risk analysis for periodic impacts on the PV systems and effect analysis of aging failure models and different operational conditions. These aspects of the developed approach and their implementation with actual PV systems provide efficient design options for PV systems and valuable information for operation and maintenance.
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Abstract

As an essential interface between the photovoltaic (PV) panels and the utility grid, solar PV inverters are responsible for converting intermittent solar energy to meet the utility grid requirement, where the inverter output should be synchronized with the grid voltage in terms of phase frequency and amplitude. In addition, considering system cost, conversion efficiency, power quality, and reliability of the grid-connected PV system, the control strategy of solar inverters should be carefully designed. Regarding grid-connected solar inverters, the basic control strategies include a maximum power point tracking (MPPT) algorithm (i.e., increasing efficiency and maximizing the energy harvesting), a DC-link voltage control, and a grid-connected current control (i.e., responsible for the power injection and current quality). In this chapter, the model of PV modules and a few typical MPPT methods are briefly introduced. Then, the DC-link voltage control and grid-connected current control are presented for the single-phase and three-phase solar inverters, respectively.


5.1 Introduction


5.1.1 Demands for grid-connected solar inverters

The solar systems generally consist of PV panels (i.e., module, strings, or arrays), power electronics (i.e., solar inverters, used for solar energy harvesting in grid-connected applications), and electric grid, as shown in Figure 5.1. The continuous development of solar power-generation systems can provide more clean energy, yet it also poses threats in terms of stability and economic energy management to the utility grid [1] (highly fluctuating due to intermittency). Therefore, to achieve a grid-friendly solar PV system with good performances of reliability, efficiency, and stability, the requirements for grid-connected solar inverters become more strict and flexible in many codes, exemplified as in [2]. As shown in Figure 5.1, the demands for a grid-connected solar system have three aspects. Referring to the PV side, maximum power harvesting and good maintenance of the PV panels should be ensured to enhance high energy utilization as well as a long lifetime. For the grid side, the requirements of grid-supporting capabilities have also been increased in addition to good power quality, voltage or frequency regulation as well as the abnormal grid voltage protection and recovery. As the key interface, the grid-connected solar inverter not only should consider most of the above requirements in both PV and grid sides but also has great demands for high-efficiency conversion and proper temperature management [3]. The main goal is to increase the reliability of solar inverters, producing the most energy with the least cost. In addition, communication is specifically required nowadays for intelligent and cooperative smart solar systems.


[image: image]


Figure 5.1 General control structure for the grid-connected solar PV inverter


5.1.2 General controls

To meet the above demands, reliable and efficient controls should be performed on solar PV inverters. With the drastically increasing solar capacity, more advanced features have been required in addition to basic controls of grid-connected inverters and PV-system-specific controls, as detailed below.

1. Basic controls—As presented in Figure 5.1, the common basic controls of grid-tied inverters include voltage or current controls and grid synchronization schemes. In addition to improving the efficiency and reliability of the grid-connected solar PV inverters, another control objective is to have good steady-state and dynamic performances, achieve good power quality (e.g., a low total harmonic distortion level as grid requirements [4, 5]), and synchronize well with the grid voltage.

2. PV-system-specific controls—As known, power generation from solar PV systems is highly dependent on the weather or climate conditions [1]. Thus, inverters applied in solar PV systems should have many specific controls, such as the MPPT control (i.e., MPPT at any solar radiation and temperature conditions) [6], active power limiting (i.e., alleviating the effect of the power fluctuation), anti-islanding protection, and fast recovery (i.e., grid resilience). In addition, the specific controls for the wind systems, e.g., low-voltage ride-through, are now mandatory in PV systems, as presented in IEEE 1547-2018 [2]. Correspondingly, more flexible PQ (i.e., active power P and reactive power Q) control is required to provide grid support [7], e.g., frequency control through active power and voltage control by reactive power.

3. Advanced features—Since reliability and grid-supporting capability are emphasized more and more in today’s grid-connected solar systems (i.e., high PV-capacity integration), many advanced features should be considered in the solar PV inverter controls. For instance, system condition monitoring and maintenance of PV panels achieve a long lifetime and high reliability. For a good grid-supporting performance of grid-connected solar PV inverters, delta power production control, artificial and virtual inertia controls, black start for enhancing the grid resilience, power oscillation damping, and implementing virtual synchronous generators by energy storage have been adopted in [8–10]. In addition, reliability-oriented controls (e.g., power-limiting control with weather forecasting and junction temperature control [11]) can also be employed to enhance the reliability and lifetime of the solar PV system (both the PV panels and solar inverters).

Nevertheless, those PV special controls and advanced features can be achieved by modifying the universal controls of solar inverters, e.g., MPPT control and current or voltage controls, which is the focus of this chapter. Generally, an MPPT algorithm is integrated into either the DC voltage or the AC output current control in single-stage solar inverters and implemented by the DC–DC converter in two-stage solar inverters [3]. Additionally, the DC-link voltage control and grid-connected current control are well implemented on the DC–AC conversion stage [12]. In this chapter, first, the PV model, as well as some conventional MPPT algorithms, is depicted. Then, the modeling and controller design of the DC-link voltage and grid-connected current control will be introduced for both single-phase and three-phase inverters. In the end, the controller design will be demonstrated and verified with two case studies. One is a two-stage three-phase inverter in the dq-reference frame with proportional-integral (PI) controllers, including the current controller, DC-link voltage controller, and active power and reactive power controller. Another is the proportional-resonant (PR) controller for a single-phase inverter.


5.2 MPPT control


5.2.1 Modeling of PV panels

It is known that the PV panel model and its characteristics under different temperatures and irradiance levels are of significance to the PV system analysis (i.e., especially the MPPT control design) [13]. As shown in Figure 5.2, a single-diode model of the PV cell is presented, where the output characteristics can be expressed as


[image: image]


Figure 5.2 Equivalent circuit of a PV cell model


[image: equation]
(5.1)



where I
PV and V
PV are the PV cell output current and voltage, A is the ideality factor of the p-n junction, K is the Boltzmann’s constant (1.3806503 × 10−23 J/K), T is the cell temperature in Kelvin (for simplicity, in practice, the ambient temperature is considered), q is the charge of an electron (1.6 × 10−19 C), R
S and R
P are the PV cell series and shunt resistances (i.e., R
S [image: image] R
P), respectively, and I
ph is the photocurrent, depending on both the solar irradiance G and the ambient temperature T as


[image: equation]
(5.2)



where I
scn and G
n are the nominal short-circuit current and the nominal solar irradiance (i.e., G
n = 1 000 W/m2) under the nominal cell temperature T
n (i.e., T
n = 25 ℃ = 298.15 K), respectively, and K
i is the current temperature coefficient. In (5.1), the diode saturation current I
O is related to the ambient temperature according to


[image: equation]
(5.3)



in which Vocn is the nominal open-circuit voltage under T
n, K
v is the voltage temperature coefficient, a is the diode ideality factor, and V
t is the thermal voltage.

According to (5.1)–(5.3), the irradiance and ambient temperature highly affect I
ph and I
O and, then, the PV output power. The current–voltage ( I‒V ) and power‒voltage (P‒V) characteristics are shown in Figure 5.3, which indicate that the maximum power point (MPP) is varying with ambient conditions. Thus, the solar inverter should integrate proper controllers to track the MPP under different weather conditions.


[image: image]


Figure 5.3 I–V and P–V characteristics of a PV cell: (a) different solar irradiance levels at 25 °C and (b) different temperatures at 1 000 W/m2


5.2.2 MPPT algorithm

As demonstrated in Figure 5.3, the P‒V characteristics curves are always of “hill” nature, where the hilltop represents the MPP. To track the MPP under different ambient conditions, many MPPT algorithms have been proposed, such as the Constant Voltage (CV), the Perturb and Observe (P&O), the Incremental Conductance (INC), the Sliding Control method, the fuzzy logic, and the neural network [14]. Among them, the P&O and INC, which are also known as “hill-climbing” methods, are widely used due to their good performance in terms of simple implementation, fewer sensor requirements, and relatively high efficiency.

In this chapter, the P&O MPPT algorithm is exemplified to clarify the principle. Figure 5.4 depicts the flowchart of the P&O MPPT algorithm, where V(k) and I(k) are the PV output voltage and current at the time instant of k, and the output power is P(k) = V(k) × I(k), correspondingly. As shown in Figure 5.4, the P&O operation can be summarized as:

1. When dP/dV > 0 (i.e., dP = ΔP and dV = ΔV), the P&O MPPT algorithm acts in the forward perturbation, i.e., increasing the reference voltage of the PV panel (V
ref = V(k) + V
step);

2. When dP/dV < 0, the perturbation direction of the algorithm is reversed, where the reference voltage of the PV panel decreases (i.e., V
ref = V(k) ‒ V
step, in which V
step is the perturbation step-size).

[image: image]


Figure 5.4 Flowchart of the P&O MPPT algorithm

Obviously, the larger the V
step is, the more rapid the tracking is, yet the larger the power oscillation is. Therefore, a modified P&O MPPT algorithm with a variable step-size can be adopted. According to different ΔP, the modified MPPT algorithm adopts different perturbation step-sizes V
step to achieve a trade-off between the tracking speed and the power oscillation [15].

As mentioned in Section 5.1.2, the MPPT algorithm should be integrated into the control of the single-stage inverter or implemented only by the DC–DC converter of a two-stage system [12]. In this chapter, simulation results of a 4-kW two-stage grid-connected solar inverter with a trapezoidal solar irradiance profile are shown in Figure 5.5, which compares the performance of the traditional P&O MPPT algorithm in Figure 5.4 and the variable step-size P&O MPPT algorithm in [15]. As presented in Figure 5.5, the traditional P&O MPPT algorithm can have a rapid tracking of the MPP, and the power oscillation appears near the MPP. By comparison, the MPPT algorithm with variable perturbation step-size can achieve rapid tracking as well as small power variations. It should be mentioned that the above algorithms (e.g., CV, P&O, and INC) are not suitable for tracking the global MPP of multiple PV panels under partial shading conditions [6, 14]. The prior-art global MPPT algorithms have been compared in [16], such as the particle swarm optimization algorithm [17] and the Cuckoo search algorithm [18].
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Figure 5.5 Performance comparison of the modified (line 1) and conventional (line 2) P&O MPPT algorithm (ambient temperature 25 °C)


5.3 Solar inverter control

To simplify the control analysis of the PV system, a two-stage inverter system is shown in Figure 5.6, which includes the PV array, the DC–DC optimizer, the grid-connected inverter, the passive components, and the grid. Referring to control tasks, the first stage (i.e., the DC–DC converter) aims to implement the MPPT algorithm, while the second stage focuses on transferring the extracted power from the DC–DC converter to the grid with low energy losses [19–21]. In addition, the inverter should have the performance in terms of good dynamics, robust synchronization, high power quality, and grid-supporting capability (i.e., reactive power injection, islanding protection, low-voltage ride-though capability, etc.) [22–24]. Therefore, the DC-link voltage and the grid current should be regulated effectively to achieve those goals.
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Figure 5.6 Dual-loop control for a two-stage grid-connected solar inverter

As demonstrated in Figure 5.6, the typical double closed-loop control for the two-stage grid-connected solar inverter contains a current inner loop control and a voltage outer loop control [12, 25]. As shown in Figure 5.6, v
dc, i
dc, v
g, and i
g represent the sampling value of the DC-link voltage, the DC current, the grid voltage, and the grid current, respectively. v
*
dc and i
*
g are the reference DC-link voltage and the reference grid current. I
*
g is the amplitude of i
*
g. G
v(s), G
c(s), and G
p(s) are the DC-link voltage controller, the current controller, and the plant. θ is the phase angle, which is achieved by employing a PLL on the grid voltage v
g. The DC-link voltage controller G
v(s) generates the grid current amplitude I*

g by regulating the error of the reference DC-link voltage v*

dc and the sampling one v
dc. By multiplying I*

g and the phase-locked loop (PLL)-synchronized signal θ of the grid voltage v
g, the grid current reference i*

g can be obtained. Then, the current control G
c(s) generates the pulse width modulation (PWM) signals for the plant G
p(s) to achieve the zero-tracking of the grid current i
g. The following will present the modeling and design of the grid current inner loop control and the DC-link voltage outer loop controller (i.e., including the PQ control) for both the single-phase and three-phase inverters, as shown in Figure 5.7, where an L-type filter (i.e., the inductance and its equivalent resistance are depicted) is adopted in both solar inverters.
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Figure 5.7 Circuit diagram of two general solar inverters with an L-type filter: (a) single-phase inverter and (b) three-phase inverter


5.3.1 Reference frame transformation

According to IEEE 1547 Std. [2], the solar inverters should have flexible power control capability (i.e., active power control and reactive power control) to achieve grid supporting. The PQ control based on the PQ theory is a way to achieve this goal, where the PQ theory needs the reference frame transformations in both the single-phase and three-phase inverters [26, 27]. Therefore, the following will depict the reference frame transformations, which include the Clarke and Park transformations (i.e., the AC control variables, including voltages and currents, will be transformed into two DC quantities). The reference frame transformations and the PQ controller can be applied to both single- and three-phase solar inverter system [28].

A. Clarke transformation (abc→ αβ)

The circuit diagram of a three-phase inverter is presented in Figure 5.7b, where v
ga, v
gb, v
gc, and i
ga, i
gb, and i
gc represent the three-phase grid voltages and grid currents. Assuming that the grid-connected solar system is balanced when the inverter employs a three-phase inverter, the three-phase system can be transferred to a two-phase system on the stationary reference frame (i.e., the αβ-reference frame). The transformation can be expressed as


[image: equation]
(5.4)



in which x
a, x
b, and x
c are the control variables (e.g., voltages or currents of the system) and x
α and x
β are transferred variables in the αβ-reference frame [29].

B. Park transformation (αβ→ dq)

The main advantage of the flexible control based on the PQ theory in both the single-phase and three-phase inverter is to directly synthesize the power references. To simplify the control algorithm, the traditional PI controller is enough to have good steady-state and dynamic performance. However, the variables in the αβ-reference frame in (5.4) are still AC variables rotating at the grid frequency, where the grid angle frequency is ω. In that case, the PI controller for the αβ components (i.e., being period variable) has poor performance in terms of zero-error tracking [30]. To tackle this issue, the αβ components can be transferred to the dq-reference frame (i.e., the synchronous reference frame), which is known as the Park transformation [31]. The αβ → dq transformation is given as


[image: equation]
(5.5)



in which xd and xq are the variables on the dq-reference frame. By employing (5.5), the two DC quantities on the dq-reference frame can be obtained to have a better control design, especially for PI controllers.

Referring to the single-phase systems, the αβ-reference frame (i.e., a fictitious component x
β in-quadrature with the original variable x
α) can be created by an orthogonal signal generator (OSG), which has been generally reviewed in [32]. Then, the Park transformation in (5.5) can be employed as the same as three-phase systems.

5.3.2 Grid-connected current control

As shown in Figure 5.6, the inner grid-current loop should ensure a fast transient response, where the timescale should be far smaller than the outer voltage loop. In addition, the current controller also needs good performances in terms of power quality and grid synchronization [25]. For a single-phase inverter, periodic controllers are good candidates for zero-error tracking, e.g., the proportional resonant controller, the repetitive controller, and the deadbeat controller [33–35]. By contrast, the three-phase inverter commonly adopts a classical PI controller, which tracks the grid current reference in the synchronous dq-reference frame [36].

To unify and simplify the controller design for both the single-phase and three-phase inverters in this chapter, the traditional PI controller in the dq-reference frame will be discussed for the inner grid-current control, as presented in Figure 5.6. The d- and q-components can be calculated directly by the PQ control of the outer voltage control loop. Assuming that the controller sampling rate is fast enough and the impact from discretization can be neglected, the analysis is based on the models in the s-domain. Accordingly, this section mainly discusses the design procedure of the inner current loop for solar inverters, and the design of the DC-link voltage control and PQ control will be followed.

A. Modeling of the grid current controller


Figure 5.7 shows the circuit diagrams of the single-phase and three-phase inverters, which can be modeled as current sources according to the Kirchhoff’s law. Referring to the single-phase inverter in Figure 5.7a, the dynamics for the inverter output can be described as


[image: equation]
(5.6)



in which [image: image] and [image: image] are the L-type inductance and its equivalent resistance, v
AB, i
g, and v
g are the inverter output voltage, the grid current, and the grid voltage, and A and B are the output terminals of the single-phase inverter.

Correspondingly, the dynamic equation of the three-phase inverter can be expressed as


[image: equation]
(5.7)



in which v
AB, v
BC, v
CA, i
ga, i
gb, i
gc, and v
ga, v
gb, v
gc are the output voltage, the grid current, and the grid voltage of the three-phase inverter, and A, B, and C are also the output terminals. As previously mentioned in Section 5.3.1, the single-phase inverter can obtain the dq-reference frame by an OSG and the Park transformation in (5.5), while the three-phase inverter can do so by the reference frame transformation in (5.4) and (5.5). Therefore, it can obtain the dynamics in the dq-reference frame as


[image: equation]
(5.8)



where i
d and i
q are the grid current on the dq-reference frame, v
d1 and v
q1 are the inverter output voltages on the d- and q-axis, and v
d and v
q represent the grid voltages on the d- and q-axis, respectively.

It can be seen from (5.8) that the grid current can be controlled by regulating the inverter output voltage, where the d- and q-axis output currents are coupled to each other. Thus, the controller should add a decoupling term to obtain the output voltage references (i.e., [image: image] and [image: image]), which can be modified as


[image: equation]
(5.9)



The current control loop model can then be rewritten as


[image: equation]
(5.10)



where the d- and q-axis output currents (i.e., the grid current in grid-connected solar systems) are decoupled. In addition, the dynamics of d- and q-axis output current are identical, as demonstrated in (5.10). Consequently, the control of one axis can be analyzed in detail during design. According to (5.10), the plant transfer functions from the inverter voltage references to the grid currents in the dq-reference frame can be obtained as [37]


[image: equation]
(5.11)



also indicating that the d- and q-axis output currents have the same dynamics.

B. Design of the grid current controller

As shown in (5.10), the current control loops for the d- and q-axis components are identical. Hence, the design procedure on the d-axis (i.e., for the d-axis current i
d) is depicted in Figure 5.8, which is also applicable in the controller design for the q-axis current.


[image: image]


Figure 5.8 Current control loops in the synchronous dq-reference frame, which focus on the design of the controllers: 
[image: image]
(s) = the d-component PI current controller, G
delay(s) = the elapsed delay due to the PWM and computations in the control system, and G
f(s) = the filter (plant) transfer function

As presented in Figure 5.8, these transfer functions of [image: image](s), G
delay(s), and G
f(s) can be given as


[image: equation]
(5.12)
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(5.13)
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(5.14)



where k
dp and k
di are the proportional and the integral gains of the PI current controller, T
di = k
dp/k
di is the integrator time constant, T
s is the sampling time, and T
f = L/R is the L-type filter time constant.

The cross-coupling (ωLi
q) and the voltage feed-forward (v
d) terms in (5.9) for the d-axis current component control loop are neglected, which is illustrated in Figure 5.8. Therefore, the two terms are considered as disturbances in the current control system. Thus, the open-loop transfer function can be expressed as


[image: equation]
(5.15)



Accordingly, the closed-loop transfer function is obtained as


[image: equation]
(5.16)



which can also be applied for the q-axis current.

To simplify the parameters design of the PI current controller, the integrator time T
di is chosen as the same as the filter time constant T
f in (5.16). In that case, the closed-loop transfer function can be rewritten as


[image: equation]
(5.17)



being a typical second-order system with


[image: equation]
(5.18)



where ω
n is the natural frequency and ζ is the damping ratio.

In practice, the optimal damping ratio is ζ = 1/[image: image] to achieve an overshoot of 5 percent for a step response [33]. Consequently, the proportional and integral gains can be obtained as


[image: equation]
(5.19)



Assuming that the grid current controller is optimally designed, the closed-loop transfer function can then be approximated as


[image: equation]
(5.20)



in which the bandwidth can be estimated as


[image: equation]
(5.21)



It should be noted that the reference frame transformations will increase calculational burdens in practice. Therefore, the current controller has another alternative method to achieve zero-error tracking, i.e., adopting a PR controller in the single-phase inverters or the three-phase inverters under the αβ-reference frame [33, 34] (i.e., both are typical periodic signal systems). The PR controller has better performance in terms of zero-error tracking than the PI controller in AC signal systems, where the transfer function can be expressed as


[image: equation]
(5.22)



where k
rp and k
ri represent the control gains of the PR controller G
PR(s).

It can be illustrated in (5.22) that the PR controller can approach infinity at its resonant frequency ω, resulting in good tracking for the AC signal. Referring to parameters design for the PR controller, k
rp can be tuned in the same way in (5.19), whereas k
ri can be chosen as


[image: equation]
(5.23)



where α
h is the resonant bandwidth. To maintain control stability, the resonant bandwidth should be far smaller than the current controller bandwidth.

Accordingly, the PR controller has a significant advantage in AC periodic-signal systems, reducing the complexity caused by the reference frame transformation. Obviously, a small variation of the resonant frequency ω will affect the PR controller’s performance in (5.22), possibly resulting in system instability. Therefore, an improved PR controller is introduced in [38] to have an adjustable tracking frequency, where the transfer function can be expressed as


[image: equation]
(5.24)



in which ω
c represents the adjustable cut-off frequency. Notably, the cut-off frequency ω
c will lead to a compromise of the controller gain [37-39].


5.3.3 PQ Control

A. Modeling of the PQ control

As mentioned above, the advanced grid-connected solar system should have flexible power control capability, i.e., the full controllability of the active power and reactive power [2]. The three-phase PQ control is based on the instantaneous power theory [40]. In the synchronous dq-reference frame, the instantaneous active power [image: image] and reactive power Q can be given as


[image: equation]
(5.25)



Assuming that the PLL is aligned with the grid voltage vector to the d-axis of the dq-reference frame (i.e., v
q = 0), the transfer functions from the d- and q-axis output currents to the active and reactive power can be calculated as


[image: equation]
(5.26)



which are simply the proportional gains with V
m being the amplitude of the grid voltage v
g. Notably, for single-phase inverters, the power calculation and the single-phase PQ theory can be achieved similarly.

B. Design of the DC-link controller


Figure 5.9 shows the PQ control block, which includes the DC-link voltage control in the dq-reference frame. According to (5.25) and (5.26), an open-loop control is sufficient to regulate the active and reactive power with the direct power references. That is, the active power and reactive power references (i.e., P
* and Q
*) can be employed directly to obtain the d- and q-axis currents when the DC-link voltage is an ideal DC source. However, a closed-loop control is practically employed on the active power control to improve the control performance due to uncertainties in the system (e.g., input power variations and power losses), as demonstrated in Figure 5.9 (i.e., the active power is regulated by a closed-loop DC-link voltage controller). The DC-link voltage controller design will be detailed in Section 5.3.4.
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Figure 5.9 PQ control block with DC-link voltage control loop in the synchronous dq-reference frame, where G
Q(s) represents the reactive power controller, G
cd(s) and G
cq(s) are the current controllers for the d- and q-axis components, and v*inv is the reference inverter output voltage


5.3.4 DC-link voltage control

The main objective of the outer control loop of the DC-link voltage can be summarized in two aspects: (1) alleviating the pulsating power effects on the inverter (i.e., the double-frequency ripple of the single-phase inverter and the six-frequency ripple of the three-phase inverter); (2) minimizing the fluctuations caused by the transient input power change from the PV array [12]. The most frequently used DC-link voltage controllers are based on a standard PI controller [41]. In this section, the basic PI controller design for the DC-link voltage will be introduced.

A. Modeling of the DC-link controller

Assuming that the power in the DC side is transferred to the AC side without losses, the input DC power is equal to the inverter output average power based on the instantaneous power theory, which can be given as


[image: equation]
(5.27)



where C
dc is the DC-link capacitance as shown in Figure 5.6. Here, the d-axis reference of the solar inverter is synchronized with the d-axis component of the grid voltage by a PLL, which means v
q = 0. In that case, the linear model can be achieved by applying the small-signal analysis to (5.27). In that case, the transfer functions of the DC-link voltage in the single-phase inverter and the three-phase inverter can be expressed as


[image: equation]
(5.28)




[image: equation]
(5.29)



in which V
dc and I
dc are the average DC-link voltage (v
dc) and current (i
dc), respectively.

B. Design of the DC-link controller

As presented in Figure 5.9, the outer DC-link voltage controller can generate the d-axis current reference. In addition, the traditional and effective PI controller for the DC-link voltage will be introduced, where the transfer functions can be expressed as


[image: equation]
(5.30)
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(5.31)



where k
vp and k
vi represent the proportional and integral parameters of the PI controller for the DC-link voltage, respectively, and T
vi = k
vp/k
vi is the integrator time.

Referring to the choice of the DC-link voltage reference, two aspects should be considered. One is that the DC-link voltage V
dc should be higher than the minimum required value in different applications and control conditions to ensure the current controllability and avoid the overmodulation of grid-connected solar inverters. That can be summarized as follows:

● In single-phase systems, V
dc ≥ V
m.

● In three-phase systems, V
dc ≥ [image: image]
V
m with space vector modulation scheme, while V
dc ≥ 2V
m with a sinusoidal PWM scheme.

The other aspect is that the average DC-link voltage V
dc should not be much higher than the above required value to ensure low power losses (i.e., high DC-link voltage leads to high switching losses for the semiconductor devices).

According to Figures 5.6, 5.8 and 5.9, the open-loop transfer function of the DC-link voltage control loop can be expressed by


[image: equation]
(5.32)



With the simplified current control loop in (5.20), the transfer function in (5.32) is given as


[image: equation]
(5.33)



Then, the phase crossover frequency ω
pc can be expressed as


[image: equation]
(5.34)



Accordingly, the parameters of the PI controller k
vp and k
vi at the phase crossover frequency (ω
pc) is given by


[image: equation]
(5.35)



The parameters can be selected with the consideration of the desired bandwidth or the response time, the phase margin or the transient behavior of the solar inverter system.


5.4 Case study


5.4.1 PI controller for three-phase inverters

To demonstrate the control design in Section 5.3, the controllers of a 10-kW two-stage three-phase grid-connected solar inverter are designed. Figure 5.10 shows the schematic and the entire control of the inverter stage, which includes the reference frame transformations, the current control in the dq-reference frame, the PQ control, and the DC-link voltage control. The system parameters of the two-stage three-phase solar system are shown in Table 5.1. Assuming that the MPPT control in the first stage is robust, the input power for the three-phase inverter is constant.
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Figure 5.10 Control structure of the inverter stage in a two-stage, three-phase grid-connected solar system in the synchronous dq-reference frame, where the PQ control includes a closed-loop voltage control and an open-loop control for the reactive power. The PLL is used for reference transformations.

Table 5.1 System parameters of the 10-kW grid-connected three-phase solar inverter




	
Parameter

	
Symbol

	
Value






	DC-link voltage reference
	
v
*
dc

	600 V



	DC-link capacitor
	
C
dc

	500 µF



	Grid phase voltage amplitude
	
V
m

	311 V



	Filter inductance
	
L

	5 mH



	Filter resistance
	
R

	0.1 Ω



	Switching frequency
	
f
sw

	20 kHz



	Sampling frequency
	
f
sw = 1/T
s

	20 kHz





Based on (5.19) and the system parameters in Table 5.1, the PI control parameters for the d-axis current loop can be chosen as


[image: equation]
(5.36)



where the bandwidth can be approximated as [image: image] = 1 kHz according to (5.21). Otherwise, the PI controller for the DC-link voltage can be analytically designed based on (5.35). Considering that the timescale of the outer voltage control loop should be much larger than that of the inner current control loop, the bandwidth of the DC-link voltage controller should be limited between 1/50 and 1/10 of that in the current control loop [42]. Consequently, a bandwidth frequency of 100 Hz (i.e., ten times slower than the inner current control loop) is selected, and then the PI parameters for the DC-link voltage controller are calculated as


[image: equation]
(5.37)



According to the designed parameters, Figure 5.11 shows the frequency responses of the open-loop and the closed-loop transfer functions of the two control loops. It can be seen in Figure 5.11a that a phase margin of 78.8° and 65.5° for the DC-link voltage PI controller and the d-axis current controller, respectively, is achieved. The phase margins are sufficient to ensure the stability of the closed-loop control systems, as validated by Figure 5.11b. However, the bandwidth of the d-axis current control loop (1.45 kHz) is higher than the approximated one (1 kHz), which is also shown in Figure 5.11b. Nevertheless, the outer DC-link voltage control loop has a bandwidth of 92.5 Hz, which satisfies the timescale requirements for the double closed-loop controller. In that case, the inner current loop can have a fast dynamic tracking for the outer voltage loop.
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Figure 5.11 Frequency response of the double-loop control (i.e., the DC-link voltage control loop and the d-axis current control loops) with the designed parameters: (a) open loop Bode plots and (b) closed-loop Bode plots, where BW represents bandwidth of the system

With the above parameters, a two-stage three-phase grid-connected solar inverter system is built up in MATLAB®. Then, the designed controller parameters (i.e., (5.36) and (5.37)) are applied to the three-phase grid-connected solar inverter. Simulation results are shown in Figure 5.12, which includes the performance of the grid line-to-line voltages, the grid currents, the DC-link voltage, and the dq-current components. There are two transient operations in the simulations, i.e., one is a step change in the active power from 0 to 8 kW at t = 0.2 s, and the other is a step change of the reactive power from 0 to 6 kVAR at t = 0.4 s. Specifically, when the input power is changed at t = 0.2 s, the d-axis current fast-tracks the change. As shown in Figure 5.12c, the DC-link voltage appears as a 7.5 percent overshoot and recovers to steady-state after one cycle. Moreover, the q-axis current step change occurs at t = 0.4 s, which can be achieved by directly setting the reactive power reference according to the open-loop control in Figure 5.10. That is an effective and simple reactive power control method under an abnormal grid voltage condition (e.g., the low-voltage ride-through). Furthermore, Figure 5.12e indicates that the q-axis current can regulate quickly when there is a disturbance in the q-axis current, i.e., the step change at t = 0.2 s, which verified the effectiveness of the PI controller for the q-axis current.
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Figure 5.12 Simulation results for the grid-connected three-phase AC–DC converter system controlled in the synchronous reference frame with the designed parameters: (a) grid line-to-line voltages, (b) grid currents, (c) DC-link voltage, (d) d-axis current component, and (e) q-axis current

In all, the designed controllers of the three-phase grid-connected solar inverter in Figure 5.10 can have a good dynamic performance (i.e., accuracy and quickly tracking the disturbance). Notably, the grid-connected solar inverter system is always affected by the background harmonics of the real utility grid, resulting in serious distortions on the grid current. To alleviate this, a harmonic compensation should be integrated [33]. The case study in this chapter aims to provide an exercise for the audience to better understand the control design procedures of grid-connected solar inverters.


5.4.2 PR controller for single-phase inverters

The PI controller in the dq-reference frame can be employed in both the three-phase and single-phase inverters, and yet the reference frame transformation for single-phase inverters will increase the calculation complexity. Alternatively, there are other advanced solutions to have zero-error tracking without the reference frame transformation, e.g., the PR controllers and repetitive controllers, which have good tracking performance in AC periodical signal systems [43]. In this case, the control loop can still be taken as a cascaded-control system, which includes an outer voltage or power control and an inner current control. Generally, the design of the period control can also be applied directly to the single-phase inverter or in the αβ-reference frame of the three-phase inverter. When considering without the effort of the Park transformation (αβ→dq), this control method, thus, is more beneficial to single-phase inverters.

Accordingly, an example of the current controller implemented with the PR controller in a single-phase inverter is demonstrated in Figure 5.13, being without the Park transformation (αβ→ dq). Besides, the system parameters of a 3.5-kW grid-connected single-phase inverter are given in Table 5.2, while the controller parameters are designed according to the discussion in Subsection 5.3.2. Through (5.24), the controller parameters can be calculated as


[image: image]


Figure 5.13 Control structure of the single-phase grid-connected solar inverter, where the current loop adopts PR controller

Table 5.2 System parameters of the 3.5-kW grid-connected single-phase inverter.




	
Parameter

	
Symbol

	
Value






	DC-link voltage reference
	

v
*
dc


	400 V



	DC-link capacitor
	
C
dc

	1 000 µF



	Grid phase voltage amplitude
	
V
m

	311 V



	Filter inductance
	
L

	7.6 mH



	Filter resistance
	
R

	0.08 Ω



	Switching frequency
	
f
sw

	10 kHz



	Sampling frequency
	
f
sw = 1/T
s

	10 kHz






[image: equation]
(5.38)



Figure 5.14 presents the simulation performance of the single-phase inverter with a current step change from 5 A to 10 A at t = 0.205 s. To compare with the PI control, the dynamic performance of the single-phase inverter has been transformed in the dq-reference frame, as shown in Figure 5.14. The results in Figure 5.14 indicate that the grid current can track the reference quickly and accurately, verifying the controllability of the PR controller. However, when compared to the simulation performance of the PI controller, the dynamics are slightly different in terms of overshoots and settling time, which may be related to the coupling effects and the reference frame in the three-phase solar inverter. Nevertheless, this case study with the PR controller illustrates that the control of single-phase solar inverters can be implemented in both the αβ-reference frame and the dq-reference frame. In addition, the PR controller can also be employed in the αβ-reference frame of the three-phase solar inverter.

In all, the two case studies, i.e., the PI controller in the dq-reference frame for the three-phase inverter and the PR controller in the αβ-reference frame for single-phase inverter, provide full control design procedures, which should consider the performance in terms of dynamic response (i.e., accuracy and tracking speed) and steady-state characteristics.


[image: image]


Figure 5.14 Dynamic performance of the single-phase inverter with the PR controller: (a) the grid current (i.e., the α-axis current) and (b) the d-axis current.


5.5 Summary

In this chapter, the general control for grid-connected solar inverters has been introduced, which includes the MPPT algorithm, the PQ control (e.g., the DC-link voltage control), and the grid current control. The brief introduction for the modeling and MPPT control of the PV panels is first presented, where the traditional P&O MPPT algorithm is exemplified to demonstrate the PV characteristics and the MPPT function. Then, the control procedures of grid-connected solar inverters (i.e., single-phase and three-phase inverters) have been exhibited, mainly designed in the dq-reference frame. The common procedures contain the reference frame transformations, the modeling and design of the controller, and the parameters tuning. Except for the PI controller in the dq-reference frame for the three-phase inverter, the design of a typical PR controller for a single-phase inverter (i.e., exemplified as an AC period system) has also been demonstrated. Finally, simulations are carried out to validate the controllability of the basic control strategies for grid-connected solar inverters.
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The rapid evolution of renewable-based power generation has increased the integration of distributed generation (DG) units recently. Increase in power capacity of the DGs and its feeding to the utilities has triggered many concerns. A vast range of fault, i.e., destabilization of grid due to unregulated power injection, can cause a complete grid collapse. Hence, to tackle such issues and create a secure perimeter for grid operation, utility companies along with the governments of different countries revised the grid codes. These grid codes ensure that the fault, such as frequency mismatch, overvoltage, and undervoltage is detected and depending upon the severity of the fault, appropriate action is performed by controlling the inverter to stabilize the anomaly. If the fault tends to persist even after a prescribed fault tolerance limit, the grid is disconnected from the DGs to prevent any further harm to the utilities as well as the DGs. All the important parameters such as operating voltage with fluctuation limits, frequency fluctuation limit, and permissible time up to which the fluctuation can be tolerated, are prescribed by the grid codes. The grid code enables the low-voltage ride-through (LVRT) capability of the DGs by providing set of operating instruction. In this chapter, a comparative analysis between different grid codes focusing on LVRT requirement and islanding criteria is presented along with the analysis of different control techniques proposed for islanding detection and reactive power injection.


6.1 LVRT requirement for control

The grid-connected photovoltaic (PV) system (GCPVS) is considered to be in LVRT condition when a certain criterion in the grid code is not maintained [1]. Hence, it is necessary to understand grid code and its focus on different aspects of grid integration. Various parameters such as operating frequency, operating voltage, power factor, and reactive power are monitored at the point of common coupling (PCC) [2, 3]. In this section, an overview of grid codes for different countries is presented regarding LVRT.


6.1.1 Permissible limit for voltage fluctuation

The voltage at PCC is monitored and it is maintained to ensure a continuous operation even when the voltage varies under a certain range as specified by grid code [4]. The range of voltage prescribed by different countries is listed in Table 6.1.

Table 6.1 Permissible limit of voltage fluctuation with respect to nominal voltage




	Country
	Grid code
	Requirement



	Rating
	Limit range (%)





	United States
	Federal Energy Regulatory Commission (2005) [5]
	–
	±10



	United Kingdom
	National Grid (2010) The grid code [6]
	132 kV and 275 kV
400 kV
	±10
±5



	Ireland
	EirGrid [7] EirGrid grid code [7]
	110 kV
220 kV
400 kV
	−10 to +12
−9 to +12
−13 to +5



	China
	China’s National Standard: GB/T 19963—2011 [8]
	>110 V
≤110 V
	±8
±10



	Germany
	German e-on Grid code [9]
	110 kV
220 kV
400 kV
	−12.7 to +11.8
−12.3 to +11.4
−7.3 to +10.5



	India
	CERC (Indian Electricity Grid Code) Regulations, 2010 [10]
	–
	±6



	Denmark
	Technical regulation 3.2.1 for power plants up to and including 11 kW [11]
	132 kV
150 kV
400 kV
	−10 to +10
−10 to +13
−10 to +5



	Australia
	Australia Standards Electromagnetic Compatibility (EMC) AS61000.3.100 [12]
	–
	+10 to –6





It is required that the GCPVS operates within the voltage fluctuation limits at PCC. The voltage control is in coordination with the reactive power. When the voltage is under the fluctuation limit at PCC it must also be ensured that the DGs are operating under the operating voltage range of the equipment present. Preferably the operating voltage range is between 0.9 p.u. and 1.1 p.u. [13].


6.1.2 Permissible limit for frequency fluctuation

Majority of the DGs utilizing synchronous generator for power production. The frequency can be regulated by controlling the rotor speed of synchronous generator [14]. If there is a frequency mismatch between generation and power consuming unit, a condition of power deviation will occur. This will not only harm the generation unit but also lead to a large-scale damage of equipment at consumer end [15, 16]. To prevent such issues, several grid codes has specified to limit the frequency and provide an acceptable range of operation for the system as depicted in Table 6.2. The system operates with frequency relay [17] which limits the operating range for frequency. When system operates beyond the range the relay disconnects utilities for the DGs. Based on the frequency range, the system is present in time tolerance range for that frequency level. Frequency deviation can cause a wide scale blackout if not mitigated within the prescribed time limit.

Table 6.2 Permissible limit of frequency fluctuation with respect to nominal frequency




	Country
	Grid code
	Requirement



	Frequency range (Hz)
	Tolerance limit





	United States
	Federal Energy Regulatory Commission (2005) [5]
	59.95–60.05
	Normal operation



	United Kingdom
	National Grid (2010) The grid code [6]
	49–51
51.5–52
51–51.5
47.5–49
47–47.5
	Normal operation
15 min
90 min
90 min
20 s



	Ireland
	EirGrid [7] EirGrid grid code [7]
	49.5–50.5
50.5–52
49.5–47.5
<47.5
	Normal operation
60 min
60 min
20 s



	China
	China’s National Standard: GB/T 19963—2011 [8]
	49.8–50.2
50.2–52
48–49.8
	Normal operation
2 min
10 min



	Germany
	German e-on Grid code [9]
	47.5–51.5
	Normal operation



	India
	CERC (Indian Electricity Grid Code) Regulations, 2010 [10]
	48.5–51.5
	Normal operation



	Denmark
	Technical regulation 3.2.1 for power plants up to and including 11 kW [11]
	49.5–50.2
49–49.5
48–49
50.2–52
47.5–48
47–47.5
	Normal operation
5 h
30 min
15 min
3 min
20 s



	Australia
	Australia Standards Electromagnetic compatibility (EMC) AS61000.3.100 [12]
	49.75–50.25
	Normal operation





From Table 6.2 it can be deduced that most of the counties in Asia and Europe operate at 50 Hz nominal frequency whereas, the nominal frequency for North and South American countries is 60 Hz. The permissible range various from ±3% to ±5% in majority of the cases [18]. In most of the European countries there are limit for critical frequency that permits the system to recover within specific time. For instance, in Denmark, the standard operating limit lies from +0.5 Hz to 0.2 Hz. Even if frequency drops below 49.5 Hz and is above 49 Hz, the grid is disconnected only if system does not recover under 5 h of time. Similarly, 30 min of recovery time is provided for frequency which is in the range of 48–49 Hz. A layout to represent the frequency variation range and recovery time is denoted in Figure 6.1.


[image: image]


Figure 6.1 Frequency variation as per the grid code of different countries [18]


6.1.3 Power factor, reactive current injection, and reactive power requirement

The reactive power of system directly impacts the voltage at PCC of the GCPVS. Reactive power is supplied to provide stability to the grid voltage during voltage deviation [19]. During grid fault or voltage sag, reactive power is supplied to provide static grid support and reactive current is injected for dynamic grid support [20]. At times, the DGs remain connected with the grid during fault condition for certain period as discussed in previous sections. Few grid code specify that during faulty condition the DGs must inject reactive power for supporting grid voltage recovery. As per German grid code, the reactive current injection needs to be initiated as soon as the grid fault is detected for providing support to grid voltage [21]. A specific amount of reactive current is injected into the grid depending upon the value of voltage sag. In general, ±10% variation in nominal voltage at PCC is acceptable [22, 23]. Hence, when system operates between 0.9 p.u. and 1.1 p.u., the system is in steady state. When the voltage drops below 10% of the nominal value and is still greater than 50% of nominal value [24], reactive current equivalent to 2% of rated current is injected into the grid [25, 26] for every percent drop in voltage. If the voltage drops below 50% of grid rated voltage, then the DGs must inject reactive power equivalent to the rated current. As a result, above explanation can be deduced into following equation:


[image: equation]
(6.1)



where [image: image] and [image: image] are nominal voltage and current, respectively. Voltage prior to fault is denoted by [image: image] and [image: image] is voltage during fault condition. The reactive current prior to fault is denoted by [image: image].

Recently, many of the GCPVS demands DGs to control the reactive power and utilizing it for stabilizing the grid voltage. On the basic of active power present at any instance the reactive power is controlled. The range of power factor and its relationship with active power and voltage is presented in Figure 6.2.


[image: image]


Figure 6.2 (a) Range of power factor variation with respect to active power and (b) range of power factor variation with respect to voltage [27]

Based on the grid required of different countries, different grid code specify power factor requirement as presented in Table 6.3.

Table 6.3 Grid code-based power factor requirement




	Country
	Grid code
	Requirement





	United States
	Federal Energy Regulatory Commission (2005) [5]
	0.95 lag to 0.95 lead



	United Kingdom
	National Grid (2010) The grid code [6]
	0.95 lag to 0.95 lead



	Ireland
	EirGrid [7] EirGrid grid code [7]
	0.95 lag to 0.95 lead at full production whereas active power drops to 12% when 100%



	China
	China’s National Standard: GB/T 19963-2011 [8]
	0.95 lag to 0.95 lead



	Germany
	German e-on Grid code [9]
	For reactive power injection the power factor must vary from 0.95 p.u. (inductive) to 1 p.u.



	India
	CERC (Indian Electricity Grid Code) Regulations, 2010 [10]
	0.8 lag to 0.95 lead



	Denmark
	Technical regulation 3.2.1 for power plants up to and including 11 kW [11]
	The power factor must range from 0.9 p.u. to 1 p.u., where the active power is 20% greater than the rated power



	Australia
	Service and Installation Rules of New South Wales [12]
	Should not be less than 0.9 lagging





The requirement of reactive power varies in different countries depending upon the grid codes. In UK for 100% to 50% of active power production, a reactive power of −32% to +32% of rated active power is required. For 50% to 20% of active power production, a reactive power of −12% to +32% of rated active power is required. And for 20% to 0% of active power production, a reactive power of −5% to +5% of rated active power is produced. Whereas in Ireland, for 100% to 12% of active power production, a reactive power of −33% to +33% of rated active power is required. In Germany, the reactive power requirement is based on voltage fluctuation at PCC. When there is a voltage fluctuation from minimum operating voltage to full voltage capacity than the power factor varies from 0.95 inductive to 0.92 capacitive.


6.1.4 Overview of LVRT requirement based on grid codes

In Sweden, for a system capacity less than 100 MW, the DG system shall not be disconnected from the grid for a duration of 250 ms if the system voltage is below [image: image]. The DG must be capable of supplying [image: image] of the rated voltage within 250 ms. Similarly, for a system greater than 100 MW, the DG shall not be disconnected from the grid for the duration of 250 ms if the system voltage drops to zero. The DG shall recover 90% of system voltage within 750 ms. According to the Polish LVRT requirements, the system shall be disconnected if the voltage drops below [image: image] of nominal voltage. The maximal time before beginning of the recovery voltage is 600 ms and the time before which a voltage recovering process should finish is 3 s as represented in Figure 6.3. After this time, the line voltage should reach [image: image] of the nominal voltage. In UK, the grid regulation for LVRT require that the system should be connected to the grid for a total fault clearance time of 140 ms at zero voltage. Following the fault clearance, the voltage should reach [image: image] of the nominal voltage within [image: image] s as represented in Figure 6.3. For Danish grid code the DG shall not be disconnected from the grid for the duration of 100 ms if the system voltage is under [image: image]. The DG shall recover [image: image] of the system voltage within 750 ms. Similarly, for Italian grid code, the DG shall not be disconnected from the grid for the duration of 500 ms if the system voltage is under [image: image]. The DG shall recover [image: image] of the system voltage within 750 ms. For Belgium and France, the system should be connected to grid at zero voltage for [image: image] ms and 150 ms the nominal voltage within 750 ms as per the Belgian LVRT standards, and the grid voltage shall restore completely up to [image: image] of the nominal voltage within 0.15 s as per the French LVRT standards.


[image: image]


Figure 6.3 LVRT plot based on different grid code [21]


6.2 Control strategy used to meet LVRT standards

In a GCPVS, the optimal operation of PV panels is achieved with the help of two typical topologies. These topologies are differentiated by adapting a DC/DC conversion stage between the PV strings and grid tied converter. In the absence of a DC/DC converter, the PV array is directly connected with the grid tied inverter. This approach has disadvantages as the inverter tends to draw a double line frequency current ripple resulting in deviation of the PV voltage away from the voltage at maximum power point [image: image]. Hence, in this chapter, a two-stage topology for grid-tied PV systems is utilized. The two-stage operation of grid tied PV system along with the control layout is illustrated in Figure 6.4.


[image: image]


Figure 6.4 Schematic of the control structure for a single-phase two-stage grid-connected PV system

The two-stage operation provides an additional advantage with the boost converter operating in three different modes. These modes were selected based on the amount of active power to be injected for three voltage regions: (a) the DC/DC converter using MPPT mode operates only on the grids’ voltage normal operation region; (b) the reduced power mode (RPM) operates when the voltage sag is between [image: image], where the PV power is tracked to maintain the inverter power operation; and finally, (c) the short-circuit current mode is activated for severe voltage dips. In the short-circuit current mode, the PV inverter enter to a short-circuit region of the PV panel when the system is required to deliver only reactive power. Considering the operation of the grid-connected power systems with multivariable control algorithms (MCAs) [28, 29], the LVRT operation is achieved as discussed in Sections 6.2.1 and 6.2.4.


6.2.1 Generator-side converter

For a boost converter operating in two stage grid-connected system, the current [image: image], when both states of the converter are considered is given by


[image: equation]
(6.2)



where [image: image] represents the voltage at the load [image: image], and [image: image] denotes the switching state of the boost converter that can be either [image: image] or [image: image], which indicates the states on and off, respectively. The continuous-time model can be converted to discrete-time by approximating the derivative using the forward Euler method [30–32].


[image: equation]
(6.3)



where [image: image] represents the discretization time sample. By substituting (6.3) into (6.2), the discrete-time model of the current [image: image] is given by


[image: equation]
(6.4)



The predicted current in (k+1) can be simplified to


[image: equation]
(6.5)



The presence of [image: image] in the system helps to maintain the PV voltage constant during operation, and if [image: image] is small enough, it can be assumed that [image: image]. Therefore, to obtain [image: image], both sides of (6.5) are multiplied by VPV




[image: equation]
(6.6)



The variables expressed in (6.5) consider only a one-step prediction, where all the variables can be obtained by measuring the signals indicated in Figure 6.4. Additionally, it does not consider the power required for the charging/discharging of the capacitor. The predicted PV power can be modified to include capacitor dynamics as


[image: equation]
(6.7)



where the derivative can be discretized also using Euler methods. However, the same equation can be rewritten to consider a different prediction horizon [image: image]:


[image: equation]
(6.8)



In general, the models in (6.5) to (6.8) correlate the [image: image] output power to the state of the switching signal given by [image: image], and the output voltage of the boost converter. Therefore, one can use (6.8) to predict the PV power, and in turn regulate [image: image] accurately. Similarly, (6.8) can be solved in terms of [image: image] as


[image: equation]
(6.9)



where [image: image] represents the capacitor charging/discharging power. In the notation given by (6.9), the predicted [image: image] has a different meaning. In this case, [image: image] is no longer a predicted signal, but the power reference to track. Therefore, to avoid confusion, (6.9) is rewritten as


[image: equation]
(6.10)




Equation (6.10) shows the optimal state of the boost converter that tracks, in this case, the PV power reference.


6.2.1.1 Cost function

As explained in previous sections, the predictive control scheme utilizes an optimization function that executes an algorithm in charge of finding a control action that delivers minimum error. Here, (6.8) and (6.10) provide two possible options to implement MCA; however, they differ in the cost function definition. When using the approach shown in (6.8), the main objective is to regulate the power delivered by the PV. On the other hand, when using (6.9), the cost function objective is changed to find which of the two possible states is closer to the optimal state, which in turn will regulate the PV power. When using the model given by (6.8), the cost function is defined as


[image: equation]
(6.11)



where [image: image] represents the PV power reference, in which its h-state can be estimated via an extrapolation technique such as Lagrange or vector angle methods [33, 34]. It is important to mention that for small enough sampling period, no extrapolation is required if the h-state does not exceed 2 [35, 36]. Moreover, in this case, no extrapolation is necessary because the signal reference is constant [37].

On the other hand, in the case of (9), the cost function is given by


[image: equation]
(6.12)



where [image: image] represents a vector of the states of the boost converter (0 and 1).


6.2.1.2 Control algorithm

Two control approaches can be implemented to track the PV power and they are shown in Figure 6.5. The inductor current, PV voltage, and the voltage output of the boost converter are required for both predictive algorithms (refer to (6.8) and (6.10)). Although both methods utilize a different approach to calculate the optimized control action, they deliver the same result. The main reason to utilize the state-based MCA approach over the conventional method is that the former method utilizes fewer calculations to reach the same result, as can be seen by examining both flowcharts. The cost and minimization functions are calculated the same number of times; however, the predicted step is only calculated once on the state-based technique. Although there is not a significant improvement for the generator-side controller, only one computation was saved and the benefits of utilizing the state-based approach can be seen clearly for power converters that present multiple states like two-level and three-level converters.


[image: image]


Figure 6.5 Control algorithm for generator-side stage:(a) power reference-based, (b) converter state-based


6.2.2 Grid-side converter


6.2.2.1 Inverter modeltationary reference

Modeling the inverter shown in Figure 6.4 using phase lock loop (PLL) offers an advantage for the computationally demanding MCA scheme. First, the single-phase variables are transformed from the natural frame to the [image: image]-frame. Second, [image: image] variables are naturally DC quantities during symmetrical conditions, which in turn allows the use of approximations like [image: image], where [image: image] represents a state variable. For a single-phase system, the control signals forming the switching states define the value of the inverter terminal voltages as


[image: equation]
(6.13)



For a two-level three-phase converter, three control signals labeled [image: image], [image: image], and [image: image] are available. These control signals form a total of  switching states, which in turn define the value of the inverter terminal voltages as


[image: equation]
(6.14)




[image: equation]
(6.15)




[image: equation]
(6.16)



The grid currents can be expressed in terms of the inverter voltage, the grid voltage, and the inverter filter in the natural frame as


[image: equation]
(6.17)



where for a three-phase system, [image: image], [image: image], and [image: image].

The grid current dynamics in the natural frame can be converted to the synchronous [image: image]-frame and expressed in state-space form as shown in the following equations:


[image: equation]
(6.18)



where


[image: equation]
(6.19)



where [image: image] represents the grid electrical frequency.

The discrete time representation for [image: image]- and [image: image]-axis currents can be obtained from the continuous-time state-space representation in (6.18) for a one-step prediction, as follows:


[image: equation]
(6.20)



where


[image: equation]
(6.21)



where [image: image] represents the identity matrix. As it is shown in (6.20), the predicted behaviour of the grid-side currents depends on the present grid variables and the inverter voltages ([image: image] and [image: image]).

Similar to the approach followed in Section 6.1, can be expressed in terms of the control actions, which in this case is the inverter voltage. Therefore, (6.20) can be rewritten as


[image: equation]
(6.22)



where


[image: equation]
(6.23)



where the superscript notation (−1) denotes the matrix inverse. The predicted [image: image]- and [image: image]-axis grid currents in (6.20) have a different meaning in (6.22). In this notation, the predicted currents represent the [image: image]- and [image: image]-axis reference currents. Therefore, to avoid confusion, (6.22) is rewritten as


[image: equation]
(6.24)



where superscript [image: image] indicates a reference signal.

Equation (6.24) shows that the inverter control signal at [image: image] depends on the current state variables and the reference current to track. Moreover, the matrices [image: image], [image: image], and [image: image] can be calculated beforehand to improve the algorithm execution speed.


6.2.2.2 Cost function

Similar to the cost function definition presented above for the generator-side controller, (6.20) and (6.24) allow MCA implementation for inverter control that deliver the same result. When using the model given by (6.20), the cost function is defined as


[image: equation]
(6.25)



where the reference and the grid current are compared. On the other hand, if (6.24) is used instead, the cost function is given by the state-based approach as


[image: equation]
(6.26)



where [image: image] and [image: image] represent all possible  voltage vectors delivered by the inverter on [image: image]-frame, given by


[image: equation]
(6.27)



For a three-phase system, all possible and voltage vectors delivered by the inverter on [image: image]-frame, given by


[image: equation]
(6.28)



where [image: image] is a [image: image] matrix that holds all possible voltage vectors that the inverter can provide according to the switching states. Therefore, [image: image] is a [image: image] matrix.


6.2.2.3 Current tracking control algorithm and simulation

The current tracking control can be implemented following these steps:

● Measurement: The grid voltage, [image: image] the grid currents, [image: image] and the DC-link voltage [image: image] are measured.

● [image: image]
transformation: Using the estimated grid voltage angle provided by the PLL.

● Calculation of the converter voltage: The - and -axs current reference is used in (6.24) for a single computation of the required converter voltages.

● Calculation of the inverter voltage vectors: Build the matrix of voltage vectors that is related with the converter switching states using (6.27).

● Cost function computation: Because the state-based approach was chosen to calculate the converter voltage, the cost function is calculated using (6.26).

● C
ost function minimization: Finally, the optimal control action is applied to the converter according to the minimum error of the cost function calculation.


6.2.3 Control structure on symmetrical faults

In the above sections, the details for the control of the generator and grid-side components of the PV system using MCA approach were given. In this section, both controllers are combined in a single control scheme that allows the LVRT for PV systems. Equation (6.24) shows the prediction function used to obtain the converter terminal voltages based on the inverter current references, grid variables, and system parameters. However, the control strategy utilized here is based on the power balance of the DC- and AC-side of the inverter by means of the DC-link voltage control. Therefore, the inverter current references for a single-phase system must be calculated based on the active and reactive power required during the fault event:


[image: equation]
(6.29)



for a three-phase system are calculated based on the active and reactive power required during the fault event:


[image: equation]
(6.30)



For a single-phase system, the system described in (6.29) can be utilized to calculate the inverter active current reference for the next sampling time by inverting the matrix:


[image: equation]
(6.31)



For a single-phase system, the system described in (6.30) can be utilized to calculate the inverter active current reference for the next sampling time by inverting the matrix:


[image: equation]
(6.32)



where [image: image] is given by the DC-link voltage compensator and [image: image] is obtained following grid code requirement and voltage depth.

At the same time, the generator-side controller must operate the PV array at a specific location in the [image: image] curve to avoid grid over current and eventual disconnection from the grid. Therefore, the PV power reference for a single-phase system is calculated based on the future grid current as


[image: equation]
(6.33)



The PV power reference for a three-phase system is calculated based on the future grid current as


[image: equation]
(6.34)



where [image: image] and [image: image] are the active/reactive currents obtained as per the requirement.

Finally, the control objectives for each stage include the following:

The implementation procedure is illustrated in Figure 6.6 and is as follows: (a) Variables Measurement: Grid voltages and currents, as well as PV voltage, PV current, and DC-link voltage are measured; (b) Synchronous Transformation: the grid voltage and currents are transformed to facilitate the implementation; (c) Fault Detection: [image: image] is utilized to calculate the presence and depth of a voltage sag; (d) Tracking Reference Calculation: If a voltage sag is detected, the future reference signals [image: image] and [image: image] are computed warranting the operation limits of the PV system; (e) Prediction Calculation: The predictive models for the generator- and grid-side are utilized to process the next step; (f) Minimization: A cost function is utilized to achieve the minimum error; and, finally, (g) the switching state is applied to both stages of the PV system.


[image: image]


Figure 6.6 Flowchart of the PV system implementation using MCA: (a) control algorithm for single-phase system and (b) control algorithm for three-phase system

The overall control structure, as well as the two-stage PV system is shown in Figure 6.4. It is important to mention that the active and reactive powers are considered positive when flowing from the DC-side to the grid as it can be observed in the figure. Further, for a three-phase system, the need to control the unbalanced faults is a part of LVRT control.


6.2.4 Control structure and minimization function under unbalanced faults

Severe and abrupt disturbances on the grid voltage have a major impact on the performance of the grid-side converter, especially if the fault is non-symmetrical. When the faults are unbalanced, the injected currents using the approach described in the Section 2.3 are non-sinusoidal, and the active and reactive power includes oscillatory components that are reflected on the DC-link voltage control. These impacts are explained by the presence of a negative sequence component that does not exist during balanced conditions. This new component makes it more difficult and less accurate to retain synchronization with the grid, which in turns deteriorates the output current and DC-link voltage control. According to instantaneous power theory, and considering only the fundamental frequency, the instantaneous active and reactive power can be defined as


[image: equation]
(6.35)



where [image: image] and [image: image] are the average values for the active and reactive power, respectively, and [image: image], [image: image], [image: image], and [image: image] represent the second harmonic sine and cosine components of the active and reactive powers that appear when the three-phase system is not symmetrical and balanced. The voltages and currents to calculate the coefficients presented in (6.35) can be expressed in matrix notation using the synchronous reference as


[image: equation]
(6.36)



where the superscripts + and – represent the positive and negative components of the voltage that can be obtained using PLL. The system of equations in (6.36) and a chosen control strategy can be used to find the positive and negative current references in the predictive model. One possible control strategy would be to eliminate the oscillations on the active power; in this case, the positive and negative current references are given by


[image: equation]
(6.37)



where the matrix [image: image] includes only the four first rows of the matrix in (6.36). The variables [image: image] and [image: image] are obtained based on the DC-link voltage regulation and the sag depth, respectively, Section 6.2.3, whereas the oscillatory components [image: image] and [image: image] are equal to zero to eliminate active power oscillations.

The negative current references given by (6.37) are used in the predictive model of the system under its negative sequence components. Therefore, the dynamics of the negative sequence current must be derived to obtain a predictive model similar to the positive sequence calculation shown in (6.24). In this case, the negative components of the injected currents are given by


[image: equation]
(6.38)



where the superscript – represents the negative component of the electrical parameter, and the matrix [image: image] is given by


[image: equation]
(6.39)



In general, (6.38) follows the same structure of the model presented in (6.18). Therefore, the analysis done for the positive sequence that goes from (6.20) to (6.24) to obtain the predictive model must be done as well for the negative component.

Finally, the cost function definition for the grid-side formulated in (6.26) has to be modified to include the negative sequence injection objective. Therefore, the cost function using the state-based approach is formulated as


[image: equation]
(6.40)



where [image: image] and [image: image] represent all possible [image: image] and [image: image] voltage vectors delivered by the inverter in the [image: image]-frame rotating in the opposite direction of the positive sequence, and are given by


[image: equation]
(6.41)



where [image: image] is a [image: image] matrix that holds all possible voltage vectors that the inverter can provide according to the switching states, and [image: image] is transformation. On the other hand,  represents the weighting factor for the negative current injection.

Finally, the implementation with negative compensation follows the same structure presented in the flowchart of Figure 6.6 with two additional aspects: (a) the calculation of the predictive negative current component and (b) the minimization function expressed in (6.40).


6.2.5 Experimental analysis

To assess the robustness of the developed fault ride-through controller, a line to ground fault is injected in 10 kW single-phase GCPVS. The line fault creates a voltage sag impact on the normal operation of the power system network. The voltage and current at the PCC during the action of sag fault for a single-phase system are shown in Figure 6.7. From the figure it can be identified that at t = 0.15 s, a voltage sag occurs disrupting the normal operation of the system. At this instant, the corresponding current at PCC increases up to the threshold limit. During this condition, the inverters control is designed to operate with constant peak current control through the duration of the event to ensure safe operation and avoid over current loading.


[image: image]


Figure 6.7 Voltage sag effect on single-phase GCPVS: (a) voltage and (b) current at PCC

The power output of the system during the inverter operation under the voltage sag profile is shown in Figure 6.8. At t = 0.15 s, the active and reactive power, experience high-frequency oscillations because of negative sequence components, and the PV system is exchanging power with an unbalanced grid system. The average value of PPCC drops from 10 kW to 6.9 kW and a reactive power of 8 KVar is injected with the help of proposed controller. This stabilizes the system voltage and restores the normal operation of the system before 1.35 s.


[image: image]


Figure 6.8 Active and reactive power during voltage sag effect on single-phase GCPVS

Similarly, the robustness of the developed fault ride-through controller is tested for a 10 kW three-phase grid-connected system by injecting a line fault in the system. The line fault creates a voltage sag impact on the normal operation of the power system network. The voltage and current at the point of coupling during the action of sag fault for a three-phase system are shown in Figure 6.9. From the figure it can be identified that at [image: image], a voltage sag occurs disrupting the normal operation of the system. At this instant, the corresponding current at PCC increases up to the threshold limit. During this condition, the inverters control is designed to operate with constant peak current control through the duration of the event to ensure safe operation and avoid over current loading.


[image: image]


Figure 6.9 Voltage sag effect on single-phase GCPVS: (a) voltage and (b) current at PCC

The power output of the system during the inverter operation under the voltage sag profile is shown in Figure 6.10. At t = 0.15 s, the active and reactive power, experience high-frequency oscillations because of negative sequence components, and the PV system is exchanging power with an unbalanced grid system. The average value of active power drops from 10 kW to 5 kW and a reactive power of 6 KVar is injected with the help of proposed controller. This stabilizes the system voltage and restores the normal operation of the system before 1.4 s.


[image: image]


Figure 6.10 Active and reactive power during voltage sag effect on single-phase GCPVS


6.3 Anti-islanding requirements for control

The anti-islanding detection of GCPVS is necessary during the power system failure. If the DGs are unable to recover the grid from fault condition by ride-through, an anti-islanding protection disconnects the DG from the grid and provides a necessary safety to both the utilities as well as the DGs and avoid the complete blackout for grid [38]. The main aim of anti-islanding protection is to assure power system health and make sure that no unintentional islanding has occurred in the local area for safety reason [39]. During unintentional islanding [40], the DGs tend to energies the local area at the PCC. It leads to the islanding of DGs area at local level and the grid is unaware of the islanding that has taken place. As a result, it can be hazardous for the safety personal who is working on line maintenance as he is unaware about the operation at the DGs end and he faces a threat of being electrocuted [41]. Even inadequate grounding during unintentional islanding may lead to large transient over voltage due to rapid loss in load [42]. The change of power quality and transient torque due to out of phase synchronization of machines are some other issue that can be of concern because of unintentional islanding [42]. Hence, communication between DG and the utilities is necessary for avoiding any severe issues [42]. As a result, many countries have come up with anti-islanding standards in their grid codes which specifies when the grid requires to be disconnected and based on different parameters at PCC. The severity of fault helps in setting up the priority and decide the instances at which the DGs disconnect from the grid. A few of the grid standard for anti-islanding are Section 6.3.3.


6.3.1 IEEE Standard for Interconnection and Interoperability of resources with interfaces (IEEE 1547)

The standard was documented by institute of electrical and electronics engineering (IEEE) with an aim to provide a guideline for distributed energy resource (DER) interconnection into the grid. It helps the energy industry to perform business with the different stack holders and influence the future of power system industry. The IEEE 1547 [43] provides a list of regulations at local stand and federal levels to provide transparency and fairness in implementation DER interconnection with the grid. The major areas of concern during implementation of IEEE 1547 standard are:

IEEE 1547 (2003) [43] was the first edition of the standard concerning over DER interconnection. DER comprises DG as well as energy storage system. The standard focus on technical specification regarding testing and interconnection and does not focus on the technique of DER and stand as technologically neutral. The standard provides significance to operation, testing, performance, and maintenance of interconnection with DER. The conditions such as power quality, islanding state, and response time for abnormal condition are specified.

IEEE 1547 (2003) provided a criteria for interconnection but it lacked in providing any application-based guidelines. Further issue regarding self-protection of DER along with designing and maintenance of DGs and utility grid is not presented in the standards. Hence, the IEEE 1547.1 (2005) was designed to provide the specification for testing and evaluation. IEEE 1547.1 specify the type of test, product to be tested, and method of evaluating the test that is to be performed to establish the interconnection between DER and utility grid. IEEE 1547.2 (2008) [44] provides a background on 2003 standard and includes its logic to provide justification to technical description, application guidelines, schematics and interconnection examples for improving 1547. With rise in smart grid technology IEEE 1547.3 (2007) was designed, which presented a guidance for monitoring and information exchange and controlling via communication network. IEEE 1547 (2003) did not focus on intentional islanding and microgrid-based requirement and with the rise in renewable energy it was vastly required hence in IEEE 1547.4 (2011) the standards was updated. It aims on disconnecting the grid from the DGs in case of grid loss is detected and DG operations in islanding state. It provide good practices which need to be incorporated while designing, operating, and integrating DER with the utility grid. The standards provided instruction for DG to operate separately in islanded form and reconnecting grid once the grid is stable. The standards was revised in 2013 IEEE 1547.7 which address the impact of DG on the grids.

In 2014, the IEEE 1547 (2014) [45] standard was amended, and second issue was published. There has been a lot of development in the file of interconnection of DER, i.e., smart grid advancement, since the first issue was published in 2003. During the amendment, operation of DGs and coordination between DER was considered. By changing the active and reactive power, DER were now allowed to regulate the voltage level. The manufacturer must specify the characteristics of the equipment which will inject active and reactive power for regulating the voltage. Equipment can generally respond to variation of grid voltage which can be identified either by communication setting or by time scheduling. The amendment mostly aimed on flexible operation of the DG to avoid fault ride-through and attain prescribed voltage and frequency level for interconnection DERs. Based on the amendment IEEE P1547.1a (testing procedure) was also amended. The amended standard covered testing for voltage regulation and frequency ride-through. The equipment category for DER voltage regulation was created and functionality of the equipment under testing (EUT) are as follows [46]:

In 2018, the IEEE 1547 [47] was again amended to provide a uniform standard for interoperation and interconnection of DER with electrical power system. The requirement which are relevant for interconnection and interoperability such as performance, testing, operation, maintenance, safety, and security are considered. The revised 1547 (2018) standard addresses:


6.3.2 Utility-interconnected PV inverters—test procedure of islanding prevention measures (IEC 62116)

The standard was documented by international electrotechnical commission (IEC) with an aim to provide a guideline for interconnection of PV inverter with the utility. The first issue was published in 2008 and was latter replaced by updated issue in 2014 [48]. The updated considered active power of the system for most of the clause, whereas 2008 version considered real power. According to the standard, islanding is considered when a portion of utility consisting of both load and generation unit is isolated from the power grid. Islanding is created by controlling the utility and isolating a large section of grid, such action is known as intentional islanding. On the contrary unintentional islanding is created when grid containing load and only consumer owned generation is isolated from the grid by utility control. In regular application the consumer owned generation senses the absence of utility grid and terminate energy supply to the grid. However, when there is a presence of a well-balanced load and DGs, prior isolation and a very small amount of power is being used by the utility. Then it is difficult to detect the isolation of utility taking place. It can be very harmful as utility may not be controlling the generation and it may operate in some other frequency and voltage level causing damage to equipment present at the load terminal. Even the reconnection can lead to damage as the DGs may be out of synchronization from the grid. The energize line at the islanded end also causes threat to the line worker who is assuming that the line is dead from the grid-side.

Based on these issues, PV industry has developed various islanding detection and preventive measure over the years. The test procedure were created to check the efficiency of this detection mechanism as demonstrated in this document. The standard provided a compromise test procedure for evaluation of the islanding detection process along with overview of preventive measure to be taken for power conditioning of interconnection. The standards is specific to solar inverter but with some modification can be utilized for inverters using different power generation sources. The inverters and the other devices that meet the requirement of the document can be considered for the non-islanding operation.


6.3.3 IEEE recommended practice for utility interface of PV systems (IEEE 929)

The standard was documented by IEEE with an aim to provide guidelines regarding the equipment and tasks essential for ensuring smooth operation of PV system which is interconnected with grid in parallel [49]. The factors such as power quality, equipment safety, and personal safety are considered. Recommendation regarding island operation of PV system is also presented.

The recommendation in this documents are generally applied to the PV system which are interconnected with the grid in parallel. The recommendation is for static state inverter that converts DC to AC and is not applicable for rotating inverter. The recommended practices are specifically for small system with 10 kW or less rating which can be generally applicable for individual residences. The standardization of small-scale system tends to reduce the burden over both the utility as well as PV system installer. Medium and large-scale installation may combine various standards and customize as per requirement.


6.3.4 Requirement overview for anti-islanding operation

Islanding condition takes place when the DGs are disconnected from the grid and the generated power is used to feed the local load. It is mostly dominant on the low-voltage side of the network as a result it is required to disconnect the system if the frequency is not in the range of 49–51 Hz [50]. As discussed earlier, the grid codes need to be more stringent and need to be updated regularly as the amount of PV installation is increasing and will keep on expending in the future. When the large PV plant is integrated with the LV network, a large amount of active power is generated which leads to rise in voltage at the feeder and can exceed the specified limit. Prior there was no contribution of PV inverter in grid stability. But German standard VDE0126.1.1 (2015) [51] presented the following scenario when the inverter must disconnect from the grid:

Introduction of smart inverters have made the control process more challenging. Now the inverter are required to contribute to grid stability and support the grid during abnormal operating condition.

It is necessary that all the properties regarding the power quality of the DGs are maintained as per the grid code for interconnection of PV system.


6.4 Control strategy used to meet anti-islanding standards

Islanding is a protection scheme which disconnects the electrical system from the grid and islanded DGs generated power is consumed by the local load [52] Section 6.3. One of the major constant between all the standards is that, in case of any abnormality at the grid end, the islanding detection algorithm must be able to detect it and disconnect the DGs from the grid under 2 s [53]. A few of the challenges that are presented while islanding DGs are as follows [54]:

Hence based on the standards and by keeping challenges in check, many different islanding detection methods have been proposed by the researchers over the years. The islanding detection technique can be classified into three categories: communication-based, local detection method, and intelligent islanding detection [55]. The local detection technique can be further classified into active passive and hybrid detection technique as depicted in Figure 6.11.


[image: image]


Figure 6.11 Islanding detection schemes


6.4.1 Communication-based islanding detection scheme

It is one of the most reliable islanding detection scheme in which there is a direct communication between DGs and the utilities. The method is reliable but there is an issue regarding complexity and cost of implementation [56]. A few of the commonly implemented communication-based islanding detection techniques are sections.


6.4.1.1 Power line carrier (PLC) communication

The power line is used to carry the communication signal with information regarding DGs state of operation (islanded or non-islanded). A signal generation is present at the substation of 25 kV or higher rating which is coupled with the network and keeps on broadcasting the DGs states information continuously as depicted in Figure 6.12. Because of the low-pass nature of the filter present in power system, it is required that the signal transmit either at or below the fundamental frequency and does not present any interference with other carrier signals [57]. During the normal operation, the signal received by the DGs and ensure the interconnection between utilities and DGs. Whereas in case of fault the signal is cut-off by the substation breaker and DGs stats to operate in islanding mode. The method is highly reliable and is simple in terms of control. For radial system only one transmission generator is required to communicate with multiple DGs continuously. The only time communication is disrupted is when there is a fault in line, or the line has been disconnected by an open breaker. In [57], a brief investigation on PLC-based islanding detection technique is presented and the data is verified on the field.


[image: image]


Figure 6.12 PLC islanding detection schemes

Even though the technique is vastly reliable and simple to implement, it does present few difficulties during practical implementation. At the substation voltage needs to be transformed from high potential to lower potential with the help of transformer. The transformer may present a cost barrier which may cause the installation of DGs undesirable for local network. In case of non-radial signal, multiple signal generator are required to communicate, which will lead to increment in cost by three folds. Another concern is regarding the transmission signal frequency which need to be near the fundamental frequency value. The energy required to attain such condition is very high and the value of SNR also increase with frequency in communication signal. In previous research it was reported that vibration in motor may lead to voltage fluctuations and in this method the trip signal may be generated [58].


6.4.1.2 Transfer trip

In transfer detection scheme, all the circuit breakers are linked and monitored by a centralized DG control as depicted in Figure 6.13. If a circuit breaker is tripped at any certain instance, the substation determines the islanded area and send a signal to the DG informing about islanded state and mode of operation to be performed further [59]. The transfer trip has a distinct advantage over PLC. With radial connection consisting few DG sources and a limited number of circuit breakers, the state of the system can be monitored by DG at each point [60]. It is also the limitations as for large system the complexity of control and cost of implementation are two major concerns. The size of the system makes the control complex and transfer trip obsolete.
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Figure 6.13 Transfer trip islanding detection schemes


6.4.2 Local islanding detection scheme

In case of local detection, the power producers are independent for detecting abnormality and disconnecting them from the system without any interface from the local utilities. The method is cost effective in comparison to the communication-based islanding detection. Local islanding detection can be further classified into active, passive, and hybrid islanding detection technique. During passive islanding detection scheme [61], the terminal voltage, current, and frequency of the DGs are monitored for any irregularities. Because of sensitivity limitation of the technique active islanding detection techniques was proposed. As per the literature [62] in active islanding detection method a signal is injected in the network by the DG and is constantly monitored for any reaction which is compared with preset threshold value. However, the introduction of external signal may lead to power quality degradation and system can become unstable if a significant amount of signal is injected [63]. To overcome the drawback of both the methods, hybrid islanding detection technique [64] was introduced in which the external signal is injected when abnormality is detected in the system as a result the non-detection zone (NDZ) is small. Nevertheless, the islanding detection time is prolonged as both the detection methods are implemented.


6.4.2.1 Passive islanding detection technique

Passive islanding detection is one of the most widely used islanding detection scheme in which voltage, current, and the phase variation at the PCC is measured and islanding takes place in case of any abnormality [61]. It is one of the most cost-effective method as it utilizes the relay which are already in place for protective measures. The sensor threshold is set to differentiate between the normal mode of operation and operation in islanded state. One of the biggest drawback being carried out in the field of passive islanding detection. The advantages and limitations of passive islanding detection techniques are presented in Table 6.4. The technique can be further classified as:

6.4.2.1.1 Frequency surge/over or under frequency

Table 6.4 Comparative analysis of passive islanding detection scheme [65]




	Detection method
	Advantage
	Disadvantage





	Frequency surge/over or under frequency
	Low cost of implementationSame method can be used for protection loads and equipment from damage
	NDZ is largeThe time of reaction for various protection equation is different



	ROCOF
	Faster detection speed compare to under and over frequencyHigh sensitivityHigh efficiency even for small frequency error
	The threshold selection is difficultError may occur as the cause of frequency change is unknown



	Over or under voltage
	Low cost of implementationSame method can be used for protection loads and equipment from damage
	NDZ is largeReaction time varies for different protective equipment



	Harmonics distortion
	Easy to implementHigh speed of detection
	The threshold selection is difficultNDZ is largeMultiple DGs may degrade the performance



	Phase jump detection
	Easy to implementHigh speed of detectionMultiple DGs have minimal impact on efficiency
	The threshold selection is difficultNDZ is large and can cause failure for local load if phase error is not sufficient





The frequency-based islanding detection scheme is mostly implemented for induction and synchronous machines. If power mismatch between generated and consumed power occurs, there is a possibility of frequency change for the system [66]. As discussed in Section 6.3 that as per the standards the frequency need to be constant and a variation of [image: image] is permissible. Hence, if the frequency is found beyond the threshold limit then the system is operating in islanding condition and the DG relay open the breaker to avoid any damage. As per the literature [67], the change in power or power imbalance ([image: image]) is the difference between power generated by DG ([image: image]) and power consumed by the load ([image: image]). By applying the value of [image: image] in swing equation, the value of frequency decline can be determined when the generation capacity is lower than the load requirement.


[image: equation]
(6.42)




[image: equation]
(6.43)



where the frequency change is indicated by Δf, ration of percentage load change to percentage frequency change (load damping factor) is denoted by [image: image], and system inertia constant is denoted by [image: image].


6.4.2.1.2 Rate of change in frequency

It is another frequency-based method for islanding detection. Instead of [image: image], rate of change in frequency (ROCOF) [image: image] is used. The DG is set to trip if the value of [image: image] is beyond a certain threshold value. In majority of the cases the threshold is set to be 0.1 Hz/s to 1.2 Hz/s [54]. Consideration regarding the start-up frequency variation and fault-based frequency variation need to be made clear to avoid any unwanted trip taking place. The relation between power and voltage (magnitude, phase, and frequency) needs to be clear as per the following equations:


[image: equation]
(6.44)




[image: equation]
(6.45)




[image: equation]
(6.46)



where active and reactive power are represented by P and Q, respectively. The voltage at two points are represented by V
a1 and V
b1 and impedance of the section is denoted by Z
1. The change in value of P results into frequency and phase variation whereas voltage is varied by change the value of Q.


6.4.2.1.3 Over or under voltage

Passive islanding detection can also be performed by monitoring the voltage of the system. The reactive power mismatch will result in voltage variation. The excess of reactive power will cause over voltage condition whereas the lack of reactive power will lead to under voltage condition. If the voltage falls out of the preset threshold value, the relay will open the breaker and disconnect DG from the utility, initializing islanding state of operation. Most of the studies indicate that the voltage-based islanding detection method has higher performance in comparison to that of frequency-based islanding detection technique [68].


6.4.2.1.4 Harmonics distortion

This methods of islanding detection technique is majorly implemented in system comprising of an inverter, where harmonics are likely to be present. In this method the total harmonic distortion (THD) of the system is measured and the threshold is set. The relay open the breaker if the THD exceed the desired value [69, 70]. Various factor such as motor drive, switching power supply, and nonlinear component are responsible for variation in harmonics. The level of harmonics fluctuates with variation in load. As per the standard discussed in Section 6.3, the permissible limit for THD variation is 5% for voltage waveform and 10% for current waveform [71] under full load condition.


6.4.2.1.5 Phase jump detection

In phase jump-based detection method, the change in phase angle of voltage waveform to that of reference waveform is monitored. In case of fault, an instantaneous phase shift in DG is detected to accommodate the change in power requirement [72]. Threshold based on maximum permissible jump limit is set and if the phase jump is beyond the limit then the relay is triggered. As per the standards, if a power mismatch of more than 33% is present then the relay will disconnect the DG after 300 ms of detection time [73].


6.4.2.2 Active islanding detection technique

For active islanding detection method, a small perturbation is injected into the grid. The generated perturbation will cause an insignificant disturbance when the DGs are connected to the utilities, whereas the disturbance becomes noticeable when DGs are disconnected [62]. The active islanding detection technique has a smaller NDZ which is its advantage over passive techniques. The instability of grid due to large number of inverters is one of its prime disadvantage [62]. This technique utilizes advanced controlling method along with load, voltage and current variation which is followed by measuring the detection time to monitor the islanding and non-islanding condition. The advantages and limitations of active islanding detection techniques are presented in Table 6.5. The active islanding techniques can be further classified as follows:

Table 6.5 Comparative analysis of active islanding detection scheme [65]




	Detection method
	
Advantage

	
Disadvantage






	Frequency shift (slip mode)
	NDZ is small
Highly efficient even for multiple DGs
Present highly efficient detection method, with improved power quality and improved transient stability of the system
	Multiple degrees of transient stability and power quality
Level of penetration is high, which leads to reducing the stability



	Active frequency drift
	NDZ is small
Easy to implement with the help of microcontroller
No NDZ present for resistive load
	Degradation in power quality
Chopping factor controls the NDZ
For multiple DGs the efficiency of the detection method falls



	Frequency shift (Sandia)
	For single inverter NDZ is almost equal to zero
Highly efficiency on being coupled with Sandia voltage shift scheme
Present highly efficient detection method, with improved power quality and improved transient stability of the system
	Vulnerable to harmonics
Degradation in stability and power quality



	Frequency jump
	Efficient for sophisticated frequency scheme
NDZ is negligible for single inverter
	Not effective for multi-DGs as frequency synchronization is a issue



	Voltage shift (Sandia)
	Easy to implement
Efficiency of detection improves on implementation along with Sandia frequency shift
	Dependent on inverter output as a result easily effected by implemented MPPT algorithm



	Impedance measurement method
	NDZ is small for a single inverter
	If DGs are not operating in synchronization the detection efficiency falls
Selection of threshold value is difficult as value of grid impedance is required






6.4.2.2.1 Frequency shift (slip mode)

In slip mode-based islanding detection technique, a positive feedback control is used which tends to destabilize when islanding condition take place. The method can be explained by the equation


[image: equation]
(6.47)



For a current source inverter, the phase of positive feedback is represented by φ, Hence, the value of φ needs to be varied for sliding the frequency and causing a short-term frequency change. For implementation of slip mode, modification are made in the PLL filter which lead to out of phase of fundamental value. During normal operating condition PLL track the phase and frequency changes in the network, but during faulty condition the slip mode keeps the inverter in phase. In case of frequency shift during islanding condition the PLL will observe a negative error and will try to shift the frequency away from the fundamental [66]. Because of the positive feedback the phase shift will occur in the reverse direction causing the frequency to go beyond the breaker threshold and causing the relay to disconnect the breaker.

Slid mode is easy to implement as only the value of inverter filter is to be varied. As per the literature [74] slip mode has one of the smallest NDZ and is effective with multiple inverters. However, this method weakens in case of frequency response for RLC load is greater than slip mode-based system.


6.4.2.2.2 Active frequency drift

It is a computer-based islanding detection technique in which frequency of the output is distorted to create a continuous drift of the frequency from the fundamental. By altering the frequency and by incrementing the frequency for each half cycle followed by dead time, the system tends to wait for the fundamental to match the biased frequency [74]. Current for each cycle can be deducted as per the equation


[image: equation]
(6.48)



where the output current is deduced by [image: image], maximum current is deduced by [image: image], voltage frequency is represented by [image: image] and change is frequency is denoted by [image: image].


6.4.2.2.3 Frequency shift (Sandia)

Sandia-based frequency shift techniques is an advancement of positive feedback-based frequency biased technique. The error from the dead zone is taken by the positive feedback as a frequency error as depicted in Figure 6.14.


[image: image]


Figure 6.14 Disturbance introduced by frequency shift islanding detection [76]

When the DG systems are connected to the grid, even a small variation in frequency will lead inverter to go beyond the range of line frequency, but the grid may keep the system stable. From the equation the feedback signal is represented.


[image: equation]
(6.49)



where the terminal frequency is represented by [image: image] and [image: image] represents the base frequency (50 Hz), positive feedback gain is depicted by [image: image], and [image: image] represents initial chopping fraction.

When the fault occurs, the frequency error increases along with the dead zone. The method has a significant merit over the frequency bias method [75]. Only the transient response efficiency is reduced when high-density source is present in the system. The method is implemented when a current control inverter is used, and it remains unsuitable for small DG integration [76].


6.4.2.2.4 Frequency jump

Frequency jump method is closely related to frequency biased method as dead zones are added but not for every cycle. Dead zone is added after every second cycle as per the predefined algorithm. On interconnecting the utility with the DGs the inverter current is modified whereas, grid linking voltage is observed. During the islanded condition, the current and voltage varies as per the inverter [74]. As a result, the islanding state can be detected by frequency modification. The efficiency of this method reduces when more than one inverter is interconnected.


6.4.2.2.5 Voltage shift (Sandia)

In Sandia frequency shift method, voltage shift also uses positive feedback for islanding detection. The inverter power is decreased along with voltage during the application of this detection method. During the normal operation, there is no change in output terminal voltage as the grid provide system stability. Whereas, in case of faulty condition there is a drop in voltage along with drop in power [74]. The positive feedback controller further drop the power to a point when the threshold value of relay is exceeded, and the voltage protection relay disconnects the DG from the grid.


6.4.2.2.6 Impedance measurement method

The method focus on fluctuation in voltage and its response on the current. During normal operation when the grid is interconnected with the inverter the change in output current will impact the voltage of the inverter as represented in the equation


[image: equation]
(6.50)



where [image: image] represents the active power for the DG, [image: image] is the voltage at PCC, and R denotes the resistive load. As the value of R and [image: image] is constant, the variation in voltage is directly proportional to change in active power. The method has a small NDZ and even if the PV inverter output and load are balanced during the islanding condition, the inverter output tend to vary with the load causing a trip [77]. The presence of multiple inverters reduces the efficiency of the technique as multiple inverters may cause flickering that may lead to false trip signal generation.


6.4.2.3 Hybrid islanding detection scheme

Hybrid islanding detection method comprises of both active and passive islanding detection method. The perturbation for active islanding detection is added to the system when islanding is detected by passive islanding detection algorithm [64]. Multiple passive detection techniques can be used with any one active detection techniques simultaneously. A few of the most used hybrid algorithms are as follows:


6.4.2.3.1 Frequency shift (Sandia) and ROCOF method

In this method of islanding detection Sandia frequency slip is an active islanding detection technique whereas ROCOF is the passive islanding detection technique. Whenever islanding is detected by ROCOF algorithm as explained in section 6.4.2.1 it activates the Sandia frequency shift algorithm to check if the islanding detection by ROCOF is appropriate [63]. The trip signal at multiple point of the DG-grid interconnection is activated by frequency shift algorithm. This method prevents false trip from taking place and solve the issue of large NDZ present in passive islanding detection algorithm.


6.4.2.3.2 Voltage imbalance along with positive feedback

Like previous method, the passive islanding method of voltage imbalance is coupled with active islanding detection technique of positive feedback. The voltage at the PCC of the system is monitored constantly and in case of any abnormality is observed the frequency set point of the DG is varied. The trip signal that control the relay is activated by the positive feedback [78]. The technique provide a large NDZ but because of operation of two islanding detection technique simultaneously, the operation time for islanding detection is increased.


6.4.3 Intelligent islanding detection scheme

Intelligent islanding-based technique refers to set of algorithms which are trained to imitate response like human intelligence. The techniques tends to learn from the past database and implement action based on trained dataset. A few of the most implemented techniques are artificial neural network (ANN), adaptive neuro fuzzy-based inference system (ANFIS), fuzzy logic control (FLC), and decision tree. The algorithms are equipped to solve multi-objective non-linear problems efficiently and more accurately when compared to conventional algorithms [55]. Some of the implemented techniques are discussed in Sections 6.4.3.1–6.4.3.4.


6.4.3.1 ANN-based islanding detection

ANN-based islanding detection is one of the most used machine-learning-based algorithm for solving various engineering problems. In ANN, network between neurons is represented in the form of biological interconnection between the cells. For power system-based issues, multilayer feed forward network analysis is adopted in general. Various researchers have implemented a neural network (NN)-based islanding detection techniques for multi inverters and hybrid DGs [79]. As per the literature [80], mostly the voltage at PCC is usually monitored and there is no impact on the power quality as in case of passive islanding detection technique. The feature of voltage signal obtained at PCC is extracted by discreate wavelet transform (DWT) [81, 82]. A few of the commonly used features are [83] energy, entropy, signal-to-noise ratio (SNR), etc. The obtained features are used train the ANN for identification if the system in islanded or not. During training, different condition of operation (islanding as well as non-islanding) are simulated to create a database. Non islanding condition may include line to ground fault, line to line fault, disconnection of capacitive load, three-phase to ground fault and other various states of DGs. For the obtained database, about 75% of the data is used for the purpose of training, and 15–15% of data is used for testing and validation [84]. This method of islanding detection is found to have a high accuracy as per the literature.


6.4.3.2 FLC-based islanding detection technique

Fuzzy logic controller is one of the leading tool for system modeling in absence of specified mathematical formulation. During FLC the human knowledge is imitated by the system in terms of linguistic variables which are also known as fuzzy rules set [85]. For implementation of FLC-based control for islanding detection, input need to be determined. Variation in input value will determine the complexity of the FLC. In the literature [86], three parameter (voltage, change in frequency, utilized for islanding detection. The three parameters are monitored and based on the fuzzy rule set it is determined whether the system is in islanded on non-islanded condition. In another literature [87 inputs were considered. The increase in number of input make the FLC more accurate but at the same time the processing speed of the controller is reduced.


6.4.3.3 ANFIS-based islanding detection techniques

ANFIS is implemented for modeling non-linear system with less input and output data for training. It has ability to handle uncertainty like FLC and learning-based approach is present as in ANN. Because of advantages it is preferred over other techniques. Takagi-Sugeno method of FLC is utilized for ANFIS [88]. As per the literature [89], ANFIS-based islanding detection technique five input parameters (voltage, frequency, current, power and ratio of frequency and power) are considered. During the first stage, different condition are simulated to create a database for all the input condition response in different cases. In the later stages, the database is then used for training the ANFIS to evaluate the islanding condition efficiently. ANFIS-based islanding detection technique is easy to implement and can detect islanding condition accurately even for multilayer DGs system.


6.4.3.4 Decision tree-based islanding detection method

Decision tree is a pattern recognition-based classifier which provides solution for all the input based on the statistical variables. It help in solving the problem which cannot be solved easily by analytical methods. Fast learning capability of decision tree make it more suitable over the other pattern recognition techniques [90]. The decision tree breaks down the complex decision process into several decisions. The initial entry point is known as the root node which is then split into two or more child node depending upon the number of chooses available. A leaf node is formed where no more decision are to be made [91]. The decision tree explained above can be represented by Figure 6.15.


[image: image]


Figure 6.15 Decision tree schematic with leaf and child nodes [91]

The method is widely implemented for islanding detection. In the literature [92], the voltage and current signal of the system is monitored, and DWT is used for extracting the features of the signal. The features are used to train the decision tree (DT) and random voltage and current signal is passed through the DT to classify if the system is operating in islanding condition or normal operating conditions.

Based on all the different intelligent islanding detection techniques discussed, in Table 6.6 different literatures are compared based on their accuracy of the techniques as presented in various literature.

Table 6.6 Comparative analysis of active islanding detection scheme




	Islanding detection classifier
	Signal processing techniques
	Recognition rate (%)





	ANN [93]
	Wavelet transform
	95



	Decision tree [94]
	DWT
	94



	Ridgelet probabilistic neural network [95]
	DWT
	93.3



	Multi-feature-based ANN [84]
	DWT
	98.1






6.5 Reactive power control and its effect on reliability

Based on the studies [96] it can be concluded that the electrical performance of the system is directly impacted by the thermal nature of the device leading to power loss and vice versa. The conduction and switching losses account for the major share in system power loss and even led to rise in temperature of the device caused because of the thermal impedance present at the nodes. The power loss assists in studying the thermal stress on power electronic switches which may even cause device operation failure. Because of the above aspects, the reliability analysis prior to modeling of a power electronics converter is required [97, 98]. For power electronic application, it has been observed that the temperature variation and peak presents difficulty for reliability study [99, 100]. As a result, a stable junction is considered with minimalistic variation in temperature for reliability analysis [98]. The coupling relation between junction temperature and power loss further helps in managing the device temperature by tuning the active and reactive power. The power control as discussed in Section 6.3, aid in regulating the junction temperature of a power electronics device. As a result, the power control strategies can enhance the reliability of the power electronic device and can further cause cost reduction in PV-based energy.

To further understand the thermal modeling of power electronic converter, a schematics representation is depicted in Figure 6.16. The modeling of insulated-gate bipolar transistor (IGBT) and the diode are done simultaneously because of the complementary nature of operating cycles. The power loss dissipated by the IGBT and diodes is represented by the thermal resistance [image: image] and [image: image], respectively. The thermal resistance lead to rise in junction temperature of IGBT([image: image]) and diode ([image: image]) beyond ambient condition temperature ([image: image]). The foster model [101] is mostly used for the analysis and the thermal parameter required can be obtained from the device datasheet. The relation between the power loss and junction temperature, in case of both IGBT and diode, can be expressed by


[image: equation]
(6.51)




[image: equation]
(6.52)



where power loss of IGBT or diode is denoted by [image: image] and Ptot,D
, respectively. The thermal impedance from junction to case are denoted by [image: image] and, thermal impedance from case to heatsink and heatsink to ambient condition are denoted by [image: image] and [image: image], respectively. The temperature of the case is represented by [image: image]. The steady state nature of junction temperature is mainly attributed to thermal resistance ([image: image]), whereas the dynamic behaviors is caused because of the thermal capacitance ([image: image]). The time constant for the thermal impedance is large which lead to slow dynamic response [102].


[image: image]

Figure 6.16 Schematic of the thermal model of the IGBT diode module

The relation between the temperature and power control is addressed through the flowchart presented in Figure 6.17. Power control helps us in achieving multi-objective, i.e., fault ride-he power reference ([image: image]) need to be optimized for achieving the desired outcome.


[image: image]


Figure 6.17 Flowchart for relating junction temperature with power control strategy

In Figures 6.18 and 6.19, a simulated result of 10 kW single-phase and three-phase PV system are presented, respectively, to analyze the change in junction temperature with change in power control modes. It can be observed that by power control the IGBT junction temperature can remain constant even during the fault ride-through condition. And injection of sufficient reactive power helps the system to recover in time as well. As per the observation it can be concluded that multiple objectives are satisfied out of power control strategies.


[image: image]


Figure 6.18 Simulation of 10 kW single-phase GCPVS with (a) active and reactive power, and (b) junction temperature for power device


[image: image]


Figure 6.19 Simulation of 10 kW three-phase GCPVS with (a) active and reactive power and (b) junction temperature for power device


6.6 Conclusion

The increase in installation of large capacity PV DG has reduced the pressure on the grid substantially, but at the same time has introduced many challenges during the interconnection process. The factors such as power quality, harmonics, flicker, etc., need to be regulated along with voltage and frequency level. In this chapter, the different regulation required for LVRT and anti-islanding have been discussed. And based on the regulation control strategies are presented for balancing the power and detecting the faulty condition. The aim of the chapter was to provide a brief regarding the requirement and enable the inverter controller with advance protection schemes.
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7.1 Introduction

As the concern for climate change is still increasing, the world is looking more toward clean energy resources and their efficient utilization. Solar energy has emerged as a major source of clean energy. In the last decades, solar energy installations have registered an exponential growth [1]. Amid the growing dependence on solar energy, reliability becomes an important issue in high-capacity grid-connected solar photovoltaic (PV) power systems. The two most important components of solar power systems are solar PV modules and inverters. Hence, to increase the reliability, efficiency, and safety of PV systems, fault detection and analysis of the two items become significant. Conventional fault-protection methods usually add fuses or circuit breakers in series with PV components. In general, the temperature of the components of electrical equipment is a common indicator of the health condition assessment. Loose connections, short circuits, or damaged components may cause an abnormally high temperature rise in electrical installations. Hence monitoring of temperature can be used effectively for the predictive fault analysis of PV systems. The infrared (IR) thermal imaging-based technique is a noninvasive method that analyzes the temperature of an electrical component or machinery [2]. IR thermal imaging has been successfully used in many applications [3, 4]. In this chapter, the use of IR thermal imaging has been discussed and used for fault analysis of solar PV system components.


7.2 Review of fault detection of PV modules

Many conventional methods of fault detection for solar PV modules have been proposed in the literature. Some of the widely used are PV characteristic measurement techniques, power loss analysis technique, arc detection analysis technique, ultrasonic inspection, and frequency analysis method. PV characteristic-based fault diagnosis methods [5] need a physical connection with the module to access the current and voltage output. This may interrupt the regular power supply and may be costly in terms of maintenance. In a large solar PV power plant, it is practically unfeasible to physically access every module. Other drawbacks of PV characteristic-based fault diagnosis methods include that they are time-consuming, especially in the case where a large number of PV modules at the plant level are required to be diagnosed.

A frequency analysis-based fault detection method under dark conditions using red light on PV array was proposed in [6]. The presence of an open-circuit fault in a PV array operated under dark conditions with a forward bias voltage produces an increase in the total dynamic impedance. As a result, the spectral components of the output voltage change. By analyzing the spectral components of the PV array, output voltage fault may be analyzed. However, this method can detect only the open-circuit fault in a PV array.

A power loss analysis method was used in [7] to find the faults in PV modules by comparing the simulated power with actual output power. However, one never be sure about the reason for the loss of power. Time-domain reflector and earth capacitor measurement have been used by researchers in [8, 9]. An arc detection-based fault diagnosing technique using compressed sensing has also been reported in [10]. This work adopted the high-frequency analysis using the analog-to-digital converter technology.

Although the above-discussed methods are well established, there are some limitations associated with these methods. The abnormal voltage–current characteristic curve of a PV panel is a clear indication of a fault, but to find the source or physical location of the fault (especially when a large number of modules are installed), this method may not be suitable. Hence to detect the exact location and nature of the fault, some other method is required. Additionally, the above methods are invasive techniques, which means that PV panels are needed to be physically connected to some measuring devices. Hence there is always some risk of interfering with the normal operation of PV modules.

Recently IR image-processing-based techniques for the condition monitoring of machinery are becoming popular in industries [2]. The use of IR imaging for PV plant inspection offers several advantages. Anomalies can be seen on a crisp thermal image. The exact location of faults can be detected. IR imaging is a noninvasive technique; hence, PV panels can be inspected without disturbing the normal operation. A large number of panels can be scanned in a short time duration using thermal imaging cameras. Moreover, IR imaging offers early fault-diagnosis before the complete failure of the system. Hence, to ensure failure-free operation, IR imaging is a simple, fast, and reliable method to scan the faults in solar panels.


7.3 Thermal image-processing-based fault analysis

Every object emits IR radiations above the absolute zero temperature. The intensity of emitted radiation is proportional to the temperature of the object. For correct measurement, ambient temperature values and emissivity of the material needs to be adjusted accurately in the camera. For example, the emissivity of glass is 0.85 and for the polymer back-sheet, it is 0.95. Thermal cameras capture the temperature anomaly in the form of IR images. This temperature difference arises due to the various defects on the surface of an object.

In PV modules, various types of hot-spot patterns emerge due to different types of faults. For example, one string of a module may be warmer than others as shown in Table 7.1. This may be due to short-circuited or open sub-string. It will result in power losses or reduced open-circuit voltage. In other cases, the temperature of one cell is much larger than the others. This may be due to broken cells, disconnected strings, or diode burnt. Major IR image patterns are given in Table 7.1 along with the possible causes and their effects on the PV power output.

Table 7.1 Frequently occurring fault categories in PV modules with their causes and effects

[image: image]

Thermal imaging has already been suggested in the literature for preventive fault diagnosis in PV modules. Recent research developments in the diagnosis of PV crystalline modules using thermal imaging were highlighted in [14]. A hot-spot analysis was done in [11] by analyzing the line temperature profile across the hot spots. In this technique, the temperature line profile of a healthy module is compared to the line profile of the PV module under testing.

As discussed previously, feature extraction is an important task in fault diagnosis using thermal imaging-based techniques. Various temperature-based features such as minimum temperature, maximum temperature, and background temperature can be extracted from thermal images, and then a decision-based system is employed to find the types of faults as discussed in [12]. Digital image-processing techniques have been used on thermal images to find the faults in PV modules. Canny edge detection is the most suitable method used in fault detection in thermal images of solar PV modules [13].

A process flow diagram for the fault analysis of solar PV modules using thermal image processing is given in Figure 7.1.


[image: image]


Figure 7.1 Fault analysis of solar PV modules using thermal image processing


7.3.1 Preprocessing

Thermal images are inherently prone to noise. IR detectors are very sensitive to ambient temperature conditions. They easily capture the IR rays emitted from other objects that lie nearby. Different types of noises may be present in images such as Gaussian noise, impulse noise, shot noise, and speckle noise. To have accurate information from IR images, it is necessary to enhance signal content and suppress noise to increase the signal-to-noise ratio. It is very difficult to locate the faulty regions in images due to minor intensity differences between faulty regions and background regions. Therefore, preprocessing is essential to enhance the intensity difference between the targeted region and the background region without altering the important features of an image. Image preprocessing consists of two steps, namely, contrast enhancement and de-noising. In image de-noising, residual noise in the IR image is filtered out with an appropriate kind of filter. Fixed-pattern noise consists of high spatial frequencies and can be removed by low-pass filters, which suppress high frequencies and, at the same time, preserve edges and contours [15, 16].


7.3.2 Image segmentation

Image segmentation is a process to find the region of interest (ROI) in the thermal images. In most commercial applications, predefined geometrical shapes such as rectangles or circles are used for detection. The limitation with these predefined shapes is that sometimes they include the areas that are not necessary to be included in the ROI and sometimes they leave the area that is required to be included in the ROI. To overcome this problem, automatic segmentation methods have been proposed in [17]. Segmentation algorithms are generally based on either discontinuity in the image region or the similarity of the pixels. In the first case, the approach is to partition an image based on abrupt changes, whereas in the second approach, the image is partitioned into regions that are similar as per predefined criteria. Several segmentation methods are available in the literature; some of the popular methods are thresholding method, region growing, watershed algorithm, and clustering method [18].


7.3.3 Feature extraction

Feature extraction and classification is an important part of thermal IR imaging applications. Both the classification and recognition algorithm and the selection of features, through their interaction, can affect the accuracy of the classification and recognition of targets. As one of the much-debated challenges, this issue has received a good deal of attention and research. Common shape-based features such as area, centroid, edge pixels, and Harris corner are taken for visual images [19]. The feature extraction method purely depends on the purpose of the thermal imaging application.


7.3.4 Image classification

Image classification is the process of assigning pixels in the image into different classes of interest. Inspired by the human visual system, many attempts have been made to replicate this process with computer systems. To enable computers to understand objects, it is necessary to create a system that would extract high-level features from visual “stimuli” using only numerical manipulations. For a long time, image classification was not considered as a statistical problem until the development of Artificial Neural Networks (ANNs), particularly, Convolutional Neural Networks (CNNs). CNN is a special type of ANN that works in the same way as a regular neural network except that it has a convolution layer at the beginning [20].


7.4 CNN-based fault diagnosis of solar PV modules

To overcome the drawbacks of traditional fault-analysis systems for solar PV modules, a thermal imaging-based fault-analysis system is proposed. A thermal inspection of PV plants can be done using three methods.

1. thermal inspection using handheld cameras

2. thermal inspection using IR cameras mounted on the crane

3. thermal inspection using drone-mounted IR cameras.

Handheld cameras are generally used to inspect stand-alone PV power systems or small-capacity roof-mounted PV modules. Crane-mounted IR cameras are used for large power plants up to 1 MW capacity. However, for very large power plants, manual inspection is costly and time-consuming. In such cases, IR cameras mounted on drones are most viable economically and time-saving [21].

Deep learning has emerged as a powerful machine learning tool in recent times. It is a biologically inspired model that simulates the human visual cortex that can extract important semantic information from an image or a region. Deep learning networks have found applications in almost every area and especially data mining and image classification [22]. A deep learning network consists of a large number of hidden layers. Although a simple neural network also contains multiple layers in the deep learning network, hidden layers are much larger than a simple neural network. CNN is the most common network used in deep learning networks. For training the CNNs, a large number of images are needed. The general architecture of CNN is shown in Figure 7.2. It consists of four layers: convolution layer, rectified linear unit (ReLU), pooling, and fully connected (FC) layer.
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Figure 7.2  General architecture of CNN


7.4.1 Convolution layer

In the convolution layer, a matrix known as the kernel is passed through the input matrix to create a feature map for the next matrix. Kernel size can be varied to calculate another set of features. Convolution filter maps a set of points to a single point in the next layer. It takes the sum of the element-wise product of the filter and a part of the input matrix.


7.4.2 Rectified linear unit

ReLU is a piecewise linear function that will output the input directly if it is positive; otherwise it will give a zero. ReLU has become a default activation function for many neural networks because it gives better results and it is easier to train.


7.4.3 Pooling

While using the convolution filter on input images, a large number of small images are generated. To collect these small images into one single image, we use a pooling layer. Pooling takes the maximum of the filtered output from all these small matrices.

In this chapter, images extracted from a video of the aerial survey of a large PV power plant are fed to a deep convolution neural network. The input image layer is built with a dataset of 3 072 images, where each image is of size 393 × 424 × 3. Here 3 is the channel size and is used for color images. For grayscale images, the channel size is taken as 1. In convolution layers, the kernel size is taken as 3 × 3 and the number of filters taken per layer is 8. This parameter determines the number of feature maps.

Convolution layers are followed by a down-sampling operation. The down-sampling operation makes it possible to accommodate more convolution filters in deeper stages and hence increases the accuracy of the network. There are many methods of down-sampling. Max pooling [20] is one way of down-sampling, which is taken in this paper. Max pooling returns the maximum value of the rectangular regions of the inputs.

The number of fully connected layers gives the total number of categories in which the input images are to be classified. In the present work, seven fully connected layers are taken to classify the images according to the fault categories given in Table 7.1.

For different deep learning models and classification tasks, choosing the appropriate optimization algorithm plays an important role in improving the training speed and classification accuracy of the model. In this chapter, the three most commonly used optimization algorithms including adam (Adaptive Moment Estimation), rmsprop (Root Mean Square Propagation), and sgdm (Stochastic Gradient Descent with Momentum) are tested and compared as shown in the training graph for the deep learning network in Figure 7.3.
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Figure 7.3 Training progress curve for adam, rmsprop, and sgdm

A deep learning net was tested for 674 images that included faulty as well as non-faulty images. The adam training network solver provided the best results among the three solvers taken. The confusion matrix for adam is shown in Figure 7.4. It provides an overall accuracy of 93.76 percent as compared to 88.5 percent and 91.69 percent in the case of rmsprop and sgdm, respectively, as shown in Table 7.2.


[image: image]


Figure 7.4 Confusion matrix for adam algorithm

Table 7.2 Performance of training algorithms for the proposed deep net




	Training algorithm
	Number of iterations
	Accuracy (%)
	Training time (s)
	Testing time (s)





	adam
	100
	93.76
	115
	0.171



	rmsprop
	100
	88.50
	118
	0.184



	sgdm
	100
	91.69
	114
	0.176





The performance of all the three training algorithms in terms of training accuracy, training time, and testing time are summarized in Table 7.2. It is concluded from the results that adam is the most accurate as well as fast training-solver among the three. It takes 115 seconds to train the deep learning net and 0.171 to test 674 images, whereas rmsprop is the least accurate among the three training solvers.

Results of fault category-wise correct and incorrect classification for the three training methods are given in Table 7.3. In the case of adam, 118 out of 674 PV modules were found non-faulty. A total of 138 modules were found faulty due to the patchwork pattern, which is a common cause of faults in PV modules due to bird-droppings. From the results, it is also inferred that dust is also a major cause of the health degradation of panels.

Table 7.3 Category-wise fault classification for deep learning net




	Training accuracy



	 
	adam
	rmsprop
	sgdm



	Fault category
	Total images
	Correct
	Incorrect
	Correct
	Incorrect
	Correct
	Incorrect





	Non-faulty
	124
	118
	6
	115
	9
	117
	7



	Dust
	128
	115
	13
	108
	20
	112
	16



	Manufacturing defect
	47
	39
	8
	36
	11
	36
	11



	Diode burnt
	116
	108
	8
	110
	6
	106
	10



	Patchwork
	144
	138
	6
	126
	18
	137
	7



	Physical damage
	73
	71
	2
	68
	5
	70
	3



	Array fault
	42
	39
	3
	34
	8
	40
	2






7.5 CNN-based fault diagnosis of solar PV modules

Fault analysis of solar inverters is generally based on the electrical parameter’s measurement and its analysis. Fault detection based on the current trajectory and its instantaneous frequency at the output side of PV inverters was done in [23]. ANN-based multilevel inverter fault detection system was proposed in [24], which delivers the power even when the fault occurs. A transformer-based multilevel converter was proposed in [25, 26]. A research facility design was proposed in [27] to detect inverter faults. Most of the research in PV inverter fault detection has been done to bypass the faulty components. Multilevel inverter strategies are suggested to make the system fault-tolerant. Research on pre-fault condition monitoring is rare in the literature. Besides, these techniques are invasive. In this chapter, a thermal imaging-based PV inverter condition-monitoring method is proposed, which diagnoses the thermal health of the inverter so that preventive actions can be taken before the complete system fails. The proposed method uses fuzzy decision-making to classify the health status of the transformer. The decision is made based on the maximum temperature of the components of the inverter and comparison of images of a non-faulty inverter with a faulty inverter. Thermal imaging is a noninvasive method that helps in quickly diagnosing the thermal health of inverter components. Thermal image processing is used to analyze the change in temperature distribution over the surface of the components and possible faults are predicted based on failure mode effect analysis (FMEA). Condition abnormalities due to aging, overloading, corrosion, and ambient temperature can be detected with this technique very easily and accurately.


7.5.1 Feature extraction

In the proposed technique, thermal images of the inverter under monitoring are taken with an IR camera. These images are quantitatively analyzed with the Smart View software, which gives two features of the image as similarity index and maximum temperature as shown in Figure 7.5. The inverter IR image is divided into zones. Each zone contains major components of the inverter as shown in Figure 7.6. For each zone, the maximum temperature is determined.
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Figure 7.5 Condition monitoring algorithm for inverter
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Figure 7.6 IR image of a solar inverter

The manufacturer provides the maximum and minimum temperature rating of each component. Fault severity is decided based on the temperature of each component and the similarity index. The similarity index is calculated by taking the correlation between the IR images of the inverter under monitoring and the IR image of the same inverter when it is working in perfect conditions as


[image: equation]
(7.1)



where [image: image] is the correlation between images [image: image] and [image: inline].

If-then rule is designed using the similarity index and the temperature corresponding to the components of inverter. The IR image of a solar inverter is given in Figure 7.6.

A list of all major components of the inverter is prepared and the maximum temperature is determined for each component. The temperature range and similarity index are divided into low, medium, and high. The range of similarity index varies between 0 and 1 000. A fuzzy rule base is designed as given in Table 7.4.

Table 7.4 Fuzzy rule base




	
	Similarity index
	
	Temperature (T)
	
	Fault category





	if
	LOW
	and if
	LOW
	then
	No fault



	if
	LOW
	and if
	MED
	then
	Minor fault



	if
	LOW
	and if
	HIGH
	then
	Major fault



	if
	MED
	and if
	LOW
	then
	Minor fault



	if
	MED
	and if
	MED
	then
	Major fault



	if
	MED
	and if
	HIGH
	then
	Major fault



	if
	HIGH
	and if
	LOW
	then
	Major fault



	if
	HIGH
	and if
	MED
	then
	Critical fault



	if
	HIGH
	and if
	HIGH
	then
	Critical fault





Fault due to temperature rise of major components of an inverter is given in Table 7.5. Based on the FMEA, if the temperature goes out of the range given in Table 7.5, possible failure reasons are given. Maintenance actions are to be taken based on the severity of the fault. Critical faults are needed to be rectified immediately.

Table 7.5 Fault prediction based on FMEA




	Important components
	Manufacturer temperature range (°C)
	Failure impact



	Maximum
	Minimum





	STP80NF10
	−65
	170
	Fault in DC–DC converter switching



	LVC541A
	−40
	85
	DC–DC converter driver failure



	Inductor
	−40
	85
	Smoothing fault



	Capacitor
	−55
	105
	Charging and discharging rate fault



	Heatsink
	−55
	150
	Inductor and capacitor burnout



	BD-135
	−55
	150
	DC–AC switching fault



	Current sensor
	−25
	100
	Problem in fault detection



	Heatsink
	−55
	150
	Switch burnout



	Winding of transformer
	0
	115
	Transformer malfunction or coil burnout



	Heatsink
	−55
	150
	Disconnection of battery half



	Resistance
	−55
	155
	Overcurrent flow in system



	Fuse
	−55
	125
	Fault left undetected





The proposed technique helps to maintain the health of the solar PV inverter without interfering in the inverter operation, i.e., the system does not need to be shut down. This technique may also be used for quality testing at the inverter manufacturing unit before the product is sent to the market.


7.6 Summary

To increase the reliability of solar PV systems, condition monitoring of PV modules and inverters is needed without interfering the operation of the system. Thermal image-processing-based techniques are noninvasive and simple and can be used remotely with communication technologies. In this chapter, simple algorithms have been demonstrated using intelligent techniques such as CNN and fuzzy logic to analyze the conditions of PV modules and inverters. Simulation results illustrate the efficacy of these algorithms. Since the thermal images are taken in harsh environmental conditions, the reliability of the proposed methods depends on the selection of detection and classification algorithms.
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Chapter 8
Failure mode classification for grid-connected photovoltaic converters
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Anomaly detection with machine learning (ML) techniques has been extensively used to assist the decision-making process during abnormal conditions. However, these approaches were majorly constrained in the fields of medical and image processing-based applications. This is because of the complexities due to the unavailability and uncertainty of the input data of real-world and mainly industrial applications. In light of the above observation, this chapter proposes a failure mode classification (FMC) for power electronics converters (PECs) that are associated with grid-connected photovoltaic (PV) applications. Generally, the failure mechanisms are a critical aspect of determining the reliability of power electronic converters. The failure mechanisms deal with the physical, chemical and electrical processes through which the failure occurs in the system. Based on the type of failure process, these failure mechanisms can be modelled when appropriate material and environmental information are available. Moreover, with the advancements in ML approaches, the failure data along with the modelled mechanisms can be used to identify the operating state of the PEC. This helps to monitor the operation of the system, performing risk analysis, estimating the reliability of the product and reducing the probability that a customer is exposed to a potential product and or process problem. Further, the development of an FMC for a PEC can be discussed as follows: Initially, all the possible failure modes for PEC components can be identified. Further, the identified data is represented as a function of time and frequency domain to perform the feature extraction process. Further, the extracted feature data is minimized and subjected to classification using ML techniques. Finally, the trained ML classifier is implemented in a feed-forward loop to identify the operating state of a PEC.

8.1  Introduction

With the immense expansion in the global population rate, the proportionate growth in the global energy demand is inevitable. There is an immediate need to incorporate renewable energy solutions to the existing energy infrastructure [1]. During the past few years, these renewable energy solutions are being preferred to reduce the stress on the traditional energy resources. Among the available renewable energy resources such as solar PV, wind energy, hydro, tidal, biomass, PV is considered to have highest generation capacity. To provide sustainable energy solution, grid-connected PV systems are increasingly utilized worldwide due to their inherent advantages. They help in reducing greenhouse gas emissions and provide clean and green energy. The reduction in the PV installation and maintenance cost along with the advanced and innovative power electronics technology has taken the grid-connected PV systems to a higher level. The grid-connected PV systems utilize power electronics converters for efficient power conversion. The switching devices based on semiconductor technology serve as the building blocks of power electronic converters [2]. These power devices are utilized for the conversion of current and voltage waveforms. These switching devices provide many benefits such as packaging size, high switching speed and flexible control. The conversion may include the increase or decrease in the current and voltage levels of the input or it may include the power conversion from DC to AC or vice versa. The power conversion should take place such that the system stability and reliability is maintained [3]. For grid-connected PV applications, inverters and converters are commonly used power electronic systems. An inverter acts as an interface between PV and the grid supply and it is responsible for the transfer of power from the DC side to AC side. These converters provide ancillary services such as voltage regulation and reactive power support at the point of grid connection.

The grid-connected PV systems are considered highly reliable. However, like any other complex electrical system, they are also susceptible to failures. These PV systems are modular in nature. Their capacity may vary from a few watts to megawatts. Thus, they can have different types of topologies and configurations [4], which further contributes to complicating the evaluation of failure modes of the system. Researchers have found that the vast majority of grid-connected PV system failures are inverter related. Inverters essentially are much different in behaviour from the rotating machines such as induction and synchronous machines. Their fault currents decay with a fast rate because they are deficient in inductive characteristics and their characteristics mainly depend upon the time constants of the circuit [5]. However, they can be controlled in such a way that their fault response time can be varied programmatically. Inverters can utilize voltage or control algorithm as the response to fault occurrence. During the transient period, the fault contribution is higher if the voltage control algorithm is used. With the current control algorithm, the increment or decrement rate is much lower. Inverters predominantly consist of the switching devices such as IGBT (insulated gate bipolar transistor) and MOSFET (metal oxide semiconductor field effect transistor). It is found in a research that around 34 per cent of failures in power electronic systems are due to the switching devices and soldering-joint failures [6]. In addition, the DC-link capacitor is another most vulnerable component of the system [7]. Faults in these switching devices can be of two types. First type is failures that occur suddenly such as sudden overvoltage or overcurrent, or sudden temperature increase. Second type is the failures that occur by undergoing through gradual deterioration over a long period.

A typical grid-connected PV system is shown in Figure 8.1. It consists of a PV array as the generator of DC power; further, there is a DC-link capacitor at the output of PV. For applications requiring a very-high-quality and reliable power, the system requires a DC/DC converter for changing the PV output voltage level. This DC/DC converter is responsible for implementing the maximum power point technique to extract maximum power from the PV generator [8]. In addition, there is a DC/AC power electronics converter, i.e., inverter for flexible and efficient power conversion from DC to AC. The fault may occur anywhere in the system and can pose many challenges to the system. These challenges include maintaining reliability, maintaining optimum power quality in the event of a fault, dealing with the incurred energy loss, detecting and identifying the nature of fault. Therefore, for better and improved reliability, it is required that the system should have a mechanism for prior forecast of possible occurrence of fault. Sometimes the fault detection is delayed and sometimes the fault may remain undetected. Both these events may lead to catastrophic consequences. Essentially, the major challenge is continuous system operation in the event of fault. It is required that the system must have a fault tolerant mechanism in place so that the system does not shut down even in the event of an unexpected failure [9].


[image: image]


Figure 8.1 A typical grid-connected PV system

Failure can occur at the DC side or at the AC side. The DC side failure is caused due to the fault at the PV panel, capacitor or boost DC/DC converter. The AC side is affected by the fault at inverter or fault in the filter elements. Since PV works in intermittent environment conditions, it may experience material deformation due to ageing, which affects the PV performance badly. Human errors such as wiring mistake, careless handling and manufacturing error may be another potential cause of poor operational performance of PV, which may lead to fault events. Arc fault, local hotspots and cell material sensitivity to temperature are various other possible fault occurrences [10]. However, the most hazardous faults for the solar PV are the ground faults. Careful ground protection schemes must be employed for the PV systems. They may depend upon several factors including the plant size, installation type and the location of the plant. Irrespective of the ground protection method employed, sometimes there may be ground fault occurrence due to unavoidable reasons. These reasons can be due to damage of the cable insulation, ageing, corrosion, unintended short circuit, moisture entrance, etc. These fault events may lead to the system shutdown. Hence, there needs to be proper fault tolerance mechanism along with the ground protection strategy. Bypass diode failure, open circuit fault, line-to-line fault, double ground fault, etc. are other failure events that may happen in the PV systems [11]. Among these, line-to-line faults are quiet dangerous. Unintended low impedance path between two points on a PV panel may cause line-to-line fault. It may lead to change in the current path and may further lead to fire in worst-case scenarios [12]. Generally, fuses and overcurrent protection methods are utilized to avoid line-to-line failure events. Arc faults may also be harmful for the PV system’s efficient operation. Arc faults may be categorized into series and parallel arc failure events. Loose screws, misconnection in the wiring, increased thermal stress, etc. may cause these events [13]. Therefore, the reliability of PV systems play a major role in ensuring the efficient and continuous operation of the overall system.

As discussed above, the failure analysis is of utmost importance for a robust and reliable system. Recently, fault tolerant techniques for grid-connected PV systems have become a major research hotspot. Various fault tolerant techniques have been reported in the literature [14]. They can be categorized into two types: (1) fault tolerance based on device redundancy and (2) fault tolerance based on modification in control algorithm. Once a fault is detected, the next step is the fault isolation. It is important to isolate the faulty part from the healthy part to ensure the safety of the working personnel. In addition, the next step is to apply the adopted fault tolerance algorithm. It is required that the fault tolerance algorithm should be utilized considering the overall system requirements along with the inverter configuration. Whenever a fault occurs in the system, the inverter output experience a change, i.e. the output voltage and current waveforms are distorted. To diagnose the type and nature of fault, these distorted waveforms are analysed. There are various fault diagnostic techniques proposed in the literature. Park’s vector method is proposed in [15], which requires the calculation of magnitude and phase angle of current vectors along with the analysis of their space vector trajectory. The normalized and improved park’s vector method is also proposed [15]. Centroid-based method [16], current pattern recognition method [17], spectrum analysis method [11], wavelet-fuzzy method [18], logic-based method [19] and model-based methods [20] have also been proposed. Recently, the artificial intelligence (AI)-based methods are increasingly adopted for fault diagnosis and identification, and they are considered to provide immensely improved results. These methods require signal processing as the first step towards fault diagnosis. Signal processing may include noise removal from signal, removing redundant signal information and normalizing signal data. Further, feature extraction is also a part of signal processing. Feature extraction is required to extract useful information. For signal processing, various techniques can be used such as discrete Fourier transform (DFT), fast Fourier transform (FFT), short-term Fourier transform (STFT) and wavelet transform (WT) [21] depending upon the system requirements. Among these, WT-based techniques are mostly preferred since they provide better signal time-frequency characteristics compared to other techniques. After the signal processing part, the next step is to apply AI-based techniques for fault detection and classification. ML and deep learning-based intelligent classification techniques provide high accuracy and efficiency as compared to other techniques [22]. Supervised, unsupervised or semi-supervised learning can be utilized according to the requirements. One of the supervised learning-based fault classification methods is artificial neural network (ANN) [23]. However, ANNs may sometimes suffer from overfitting and may fail to predict correctly. An improved version of ANN, multi-layer perceptron network (MLPN), has also been proposed to overcome the issues associated with the ANN [23]. Decision tree [24] and random forest [25]-based methods have also been proposed in literature. Other ML-based techniques such as k-nearest neighbour (K-NN) [26] and support vector machine (SVM) [27] have been presented for grid-connected PV systems. Recently, deep learning-based fault classification techniques, which utilize convolutional neural network (CNN) [28], have taken precedence over other techniques since they provide outstanding accuracy. A grid-connected PV system with fault diagnostic approach is shown in Figure 8.2.


[image: image]


Figure 8.2 Fault diagnostic block diagram for grid-connected PV system


8.2  Components of power electronic converters

Today, PV is considered a promising energy source that is utilized not only in power sector, but in transportation, lighting, construction and residential sectors as well. It is pollution free, green and abundantly available. However, it provides DC power and requires an inverter for DC/AC power conversion. With inverter as an interface, PV can be connected to grid and other AC loads. The inverter is responsible for providing clean sinusoidal output with the desired voltage and frequency. Inverter must be able to synchronize with the grid for a proper and efficient grid connection. Sometimes, the system might require a boost DC/DC converter for enhancing the output of PV array. Both these power electronic converters, i.e. DC/DC converter and DC/AC converter (inverter) consist of semiconductor-based power switching devices as a major component. With the advancement in semiconductor technology, IGBT (insulated gate bipolar transistor) have become the most suitable switching devices for power electronic converters [29]. The IGBT has combined the advantages of both BJT (bipolar junction transistor) and MOSFET. It has high switching speed, high input impedance and low saturation voltage. However, along with the DC-link capacitor, it is the most vulnerable component of the grid-connected PV system. The majority of failures in the power electronic converters occur due to the IGBTs and DC-link capacitors. Therefore, the study of IGBT’s electrical and thermal characteristics is of paramount importance.

IGBTs have incorporated huge developments in the last few years in terms of dimension, cost, thermal efficiency, reliability, etc. The IGBTs now come with higher power densities owing to the innovative assembly and packaging techniques. In addition, the power outputs of commercial IGBTs can be as high as millions of watts. It is expected that in future also, the IGBT power output will further increase. Today, not only IGBTs have undergone structural and operational advancements, they also have better and improved cooling capabilities, which make them a great choice for power electronics converters. IGBTs are widely used in many critical applications such as switched-mode power supplies (SMPS), uninterrupted power supply (UPS) and inverters. These applications require efficient modulation techniques for the proper operation of the switching devices. However, despite the continuous improvement in the IGBT characteristics, the reliability concerns still exist [30]. Due to the electrical, mechanical and thermal overstress, the IGBTs are susceptible to failure. IGBT failures may be of two kinds – one is the wear out failure and other is catastrophic failure. The wear out failure may occur due to the bond-wire lift-off, bond-wire heel crack, solder-joint failure, avalanche breakdown, latch-up, secondary breakdown, etc. These wear out failures are experienced owing to the long-time operation of the device. The other reason might be the power cycling [31]. The catastrophic failure in IGBTs occur due to the overstress events such as sudden increase in voltage, current or temperature. When the device capacity is not enough to handle this sudden change, the device fails.


8.2.1 IGBT failure

The requirement of modern power electronic systems is to meet the specific reliability and robustness level. To fulfil these requirements, it is desired that the efficient cooling and proper thermal efficiency be ensured for the IGBTs. From the reliability perspective, the junction temperature of IGBT play a vital role. It is also important to analyse the heat losses in the IGBTs for any power electronics converters. The heat losses can be categorized into two categories – conduction and switching losses. The conduction losses depend upon the conducting current when there is on state voltage drop across the IGBT. The switching losses occur due to the turning on and off stages of the device depending upon the duty cycle, switching frequency, current and the voltage of the device [32]. The mechanical and thermal losses might also be there which are caused due to the overstress events. The various kinds of failures occurring in the IGBTs are summarized in Table 8.1 and detailed here.

Table 8.1 IGBT failures and their causes




	Failure
	Failure categories
	Causes of failure





	Catastrophic failure



	High-voltage breakdown
	High-voltage spikes



	Latch-up failure
	High dv/dt during turn off



	Electrostatic discharge (ESD)
	High-voltage application to the gate



	Secondary breakdown
	High-current stresses



	Mechanical overstress
	Surface metallization



	Wear out failure



	Bond-wire lift-off
	Mismatch between CTEs of aluminium (Al) and silicon (Si)



	Bond-wire heel crack
	Ageing



	Solder-joint failure
	Mismatch between CTEs of Copper and Si



	Gate-oxide degradation
	High temperature and high electric field






8.2.1.1  Wear out failure

For ensuring the reliability of the power electronic converters, the study of wear out failure in the IGBTs is very important. The IGBT material experiences these failures due to thermo-mechanical fatigue stress. These failures can further be categorized as:

Bond-wire lift-off – The bond-wire lift-off failure occur due to mechanical events. The bond-wire can be raptured due to the mismatch between the coefficients of thermal expansion (CTE) of Al and silicon (Si). Due to the temperature swings and difference between the CTEs, the bond-wire crack occurs and due to the growth of the bond-wire cracks, bond failure occurs. The strain difference between the two materials causes stress and that stress depends on the temperature. This results in the initiation of crack and is further propagated by the stress-strain energy loss [33]. This hysteresis energy loss is represented by the temperature swings. When the junction temperature swings are sufficiently high, the crack travels from the sides of Al wire to the centre. That is where the bond-wire lifts off.

Bond-wire heel crack – The bond-wire heel crack is a rare event in the advanced IGBT. After long time operation of the IGBT, bond-wire heel crack can be observed and is considered as the fundamental reason behind the failure mechanism for power electronics converters [34]. It can be detected through the measurement of saturated collector to emitter voltage [image: image]. The criteria to detect this particular failure is an approximate increase of [image: image] in [image: image].

Solder-joint failure – Solder-joint failure occurs very frequently and is one of the major causes of the wear out failure of IGBT. Copper has a higher CTE than Si. This difference in CTE results in a shear stress between the Si die and copper substrate, which further leads to the formation of cracks or voids. These voids result in the effective area of heat dissipation being decreased leading to the concentration of heat on the surface [35]. This further accelerates the formation of voids leading to extremely localized heating due to increased thermal resistance. This together with the power cycling process is responsible for solder fatigue. The solder-joint failure adversely affects the collector to emitter ON voltage ([image: image]) and its value reduces in the linear region of operation of the IGBT.

Gate-oxide degradation – The gate oxide in the IGBT can be degraded over time owing to high temperatures and high electric fields. This is caused by the dielectric breakdown dependence over time [36]. Due to impact ionization, hot electrons damage the gate-oxide layer. Gate-oxide damage leads to the increase in the gate leakage current. It also adversely affects the collector to emitter threshold voltage [image: image].


8.2.1.2  Catastrophic failure

Other than the wear out failures in the IGBT, there are catastrophic failures, which occur due to the excessive electrical, mechanical and thermal stress events. They adversely affect the operation of IGBT and sometimes may permanently damage the device. These failures can be further categorized as:

High-voltage breakdown – Due to high-voltage conditions, heating effects can be significant which further affects the IGBT operation. This becomes a major concern in power electronic converters. High-voltage spikes may occur due to the high decay rate of collector current. Repetitive occurrences of these spikes may destroy the IGBT during the turn-off conditions [36]. This can further lead to increase in the leakage current and high local temperature. Higher values of collector to emitter voltage ([image: image]) or gate to emitter voltage ([image: image]) during the turn off conditions may lead to short circuit. It then becomes necessary to ensure the suitable safe operating area (SOA) for the particular power device to meet the desired heat-sink specifications.

Latch-up failure – Latch-up occurs when gate is no longer able to control the collector current. High [image: image] during the turn-off conditions may lead to the triggering of the parasitic transistor of the IGBT further leading to latch-up. High collector current may also lead to latch-up through the turn-on of the parasitic transistor [37]. The loss of gate control due to latch-up damages the IGBT. However, there has been an improvement in the latch-up immunity of the recent devices; it needs further attention to ensure the reliability and robustness of the power electronics converters.

Electrostatic discharge – ESD is very similar to the high-voltage breakdown failure. It can cause partial puncture of the gate oxide, which allows the device to work properly for a particular operation period and ultimately leads to the failure of the device after a certain duration of time [37]. When excessive voltage is applied to the gate, it leads to the short at the gate, which further affects the operation of the device.

Secondary breakdown – The high stresses of current may lead to the local thermal breakdown of the device during the switching on and off of the device. Secondary breakdown is a kind of thermal breakdown. As the current increases, so does the space charge density at the collector-base junction, along with the decrease in breakdown voltage, in turn causing a rise in the current density [37]. This cycle continues until the time the area of the high current density region is reduced to the minimum area of a stable current filament. Consequently, the temperature of the filament increases rapidly because of self-heating leading to a sudden decrease in voltage across the IGBT.

Mechanical overstress – Due to the mechanical overstress events, atomic migration may occur which in long run may affect the reliability of the device. Surface metallization has been observed in IGBT devices, which may happen due to the Al bond pad reconstruction [37]. This can further cause unequal thermal resistance distribution, which leads to the high temperature in the device. This may even cause device local burnout if proper mitigation steps are not taken.


8.2.2 Thermal modelling of IGBT

With the continuous advancement in the switching frequency and power density of the IGBT devices, the electrothermal and thermo-mechanical analysis becomes imperative. These multidimensional studies are required to attain the optimized device operation. Sometimes, one kind of fault may induce another kind of failure in the device, which might be depending upon some different electrical traits of the device. Hence, there is a need to devise optimum holistic thermal or electrothermal or thermo-mechanical model, which is able to include overstress mechanical events, high junction-temperature events, bond-wire failures, high dielectric events, heat-sink issues and all the potential failure causes. The most widely used models are thermal models, which can easily incorporate device characteristics through the resistance-capacitor (RC) network model. These thermal models are computationally efficient and require minimal effort in extracting the junction temperature information. They can be easily simulated electrically and provide satisfactory output. The modelling should be done such that the accuracy of the model is high, and it is able to analyse the reliability parameters as well. These thermal models can be categorized here.


8.2.2.1  Analytic models

Initially mathematical thermal models were developed for the reliability analysis. However, there has been a continuous development in these models over the years and now they have become highly efficient. Based on the two-port theory, they have devised computationally efficient tools for effective junction temperature rise calculation and heat flux distributions. Boundary element method (BEM) was used for simulating an IGBT of high power with power cycling [38]. It was able to significantly reduce the complexity in the device geometry and was able to solve the heat losses calculation. The 3D finite difference methods (FDMs) was also proposed to solve the equation of heat-conduction for the thermal model of IGBT. The mechanism of thermal interface material (TIM) was also introduced for optimizing the model’s geometry-based operating conditions and analysing heat dissipation of the heat sink.


8.2.2.2  Numeric models

Finite element method (FEM) based on the numeric simulation was proposed to obtain the temperature distribution of the device with a significantly high accuracy. It was based on the material properties along with the detailed geometric structure of the device. Over the years, they have incurred huge developments and have become more advanced than before. They can calculate the power loss occurring in the device along with the device temperature using coupled approaches. They can correctly model the thermal characteristics along with the model parameter sensitivity. They can further help in identifying the heat-sink characteristics to provide an efficient cooling mechanism for the device.


8.2.2.3 Network models

These are widely utilized for the dynamic and steady state thermal analysis of the power device [39]. It can be represented with the help of basic thermal resistance ([image: image]) and capacitance ([image: image]). Initially, a charge-controlled model was developed which was analytical in 1D and was able to implement the circuit simulator for the IGBT. The calculation methods were developed for heat diffusion equations and temperature distributions. This method was able to easily to connect to the electrical network, which further helped in fast dynamic calculations along with the estimation of the electro-thermal characteristics. During the switching cycle of the device, this method was able to accurately determine the IGBT temperature rise. Two networks classified under this particular model are Foster and Cauer RC networks [40]. These networks have some structural differences but accuracy-wise they reflect almost the same behaviour. These models have very high accuracy with low time-consumption, and they can deal with thermal, electrical as well as physical properties of the power devices.


8.2.3  Cooling measures

The reliability of the switching devices such as IGBT can be enhanced if a proper cooling strategy is adopted. One of the major design considerations for IGBTs is the heat-sink considerations since it directly affects the thermal management and hence, reliable operation of the IGBT. Many failures of IGBT devices can be prevented if there are improved cooling measures are taken. The heat-sink operation is not influenced by the geometrical structure; rather its operation is mainly affected by the material used for cooling. Air cooling methods are mostly utilized since they are low cost and easily available. However, they have poor cooling efficiency as compared to the liquid cooling methods. There are direct liquid-based cooling solutions proposed in literature such as heat-sink cooling method and spray cooling method. These cooling methods perform much better than the air-cooling methods since they have the ability to reduce the thermal resistance by 30 per cent [41]. The conventional indirect cooling was based on heat sink having power module mounted on it through thermal grease leading to high thermal resistance. Nevertheless, with the direct liquid cooling method, there is no thermal grease and hence, reduced thermal resistance and better cooling efficiency. There are micro-channel cooling solutions proposed in the literature. They require minimum amount of coolant, have compact size and possess unique cooling behaviour. Two-phase forced convection cooling solution is also proposed, and it provides better heat transfer coefficient compared to other methods. These solutions are preferred where there are high reliability requirements since they have superior characteristics of maintaining uniform device surface temperature. Jet impingement and spray cooling methods are largely employed for high-power applications. They have amazing cooling properties and are one of the best solutions for larger surface areas since they can easily eliminate large amount of heat. One of the modern and novel cooling methods is hybrid solid and liquid cooling solution for isothermalization of switching devices [42].


8.2.4  DC-link capacitor failure

Capacitors are one of the most unreliable components of any electrical system after the semiconductor-based switching devices. For power electronics converters applications, electrolytic capacitors are popularly used since they are cost effective. However, they suffer from some major issues such as low filter-bandwidth, sensitivity to variations in temperature and short life. The MPPF (metallized polypropylene film) capacitors are a better choice for power electronics applications [43]. They have goof filter bandwidth, low ESR (equivalent series resistance) and self-healing property. Along with these advantages, they are rarely affected by the surrounding temperature variations. Nonetheless, both these capacitors are vulnerable to fault occurrences.

There can be various kinds of ways in which capacitors fail. Early failures may occur due to the issues in manufacturing process. Random failure events are very rare in case of capacitors. Mostly, the capacitor failures are wear out failures. Due to longer exposure to temperature variations, partial discharges and ageing may cause capacitor failures. They can also fail due to electrical and mechanical overstress events along with general environment wear and tear events. The gradual breakdown of dielectric may also lead to fault current and reduction in capacitance, and ultimately complete failure. Capacitors may also fail due to improper operation, e.g. continued overvoltage or overcurrent events. Open-circuit fault occurrence may not cause the failure to spread further, but short circuit fault events are regarded as more harmful for the capacitor health. Hence, it is important to take some action in the initial phase only, otherwise short-circuit fault may further propagate and may lead to failure of the neighbouring devices. For capacitors mounted on PCB (printed circuit board), corrosion of leads may occur due to the external materials leading to failure. Repeated overstress events are very harmful for capacitors as they may lead to increase in ESR value causing more heat losses.

Electrolytic capacitors are one of the weakest components of the grid-connected PV systems. Their equivalent circuit consists of a capacitor in series with an equivalent resistor and inductor. These capacitors are susceptible to fault events in the system and may be affected by the external temperature changes. The primary wear out failure may be caused by the vaporization of the electrolyte between the cathode and anode terminals of the capacitors. This vaporization leads to effective decrease in the electrolyte area causing decrease in capacitor value and increase in the ESR value. This leads to rise in temperature and further vaporization of the electrolyte causing the repetition of the same process. There are standards, which suggest that for the electrolytic capacitor to fail completely, the ESR increment should lead to the doubling of ESR value and the capacitor value should decrease by 20 per cent. Various failure detection techniques have been proposed in the literature to identify and diagnose the failure mechanism in the capacitors. These techniques are based on identifying the corresponding ESR and capacitor value change and the temperature variations.


8.2.5  Power diode failure

Si power diodes serve as one of the important components of the power electronic converters. However, they may suffer from failures under extreme stresses of voltages or currents. It is observed that the major failures occur in power diodes due to high-voltage spikes. Even if the voltage or current spike does not have enough energy to produce temperature rise of the device, it can still cause damage to the device [44]. This kind of failure can be detected through the analysis of current density since it will be higher at a certain point. Other major diode failure occurs due to secondary breakdown. The power diode VI characteristics consist of positive resistance in the low-current region and high-current region has negative resistance characteristics. The current density in both the regions remain balanced. If due to any reason, the current density imbalance is observed, then a higher current density appears at a certain concentrated area, which can give rise to secondary breakdown. This secondary breakdown eventually leads to the failure of diodes. Therefore, for the proper operation of the grid-connected PV systems, it is imperative to consider the failure mechanism of the power diodes.


8.3  Failure mechanisms of power semiconductors


8.3.1  Failure mode, mechanisms and effects analysis

Failure mode effect analysis (FMEA) is a method for developing comprehensive lists of failure modes for a system and analysing the effects of the failure mode to the larger system. Failure mode effect and criticality analysis (FMECA) expands upon FMEA by introducing a criticality metric through which the failure modes are ranked based on the severity, occurrence and detectability of each failure mode. The criticality analysis allows engineers to focus on these critical failure modes, identified by a risk priority number, to reduce the effects to the end user or system manufacturer.

Further, these methods for identifying failure modes and were first established in the 1940s by the United States military. The US Department of Defense published and updated MIL-STD-1629A – Procedures for Performing Failure Mode, Effect and Criticality analysis [45]. The Society of Automotive Engineers (SAE) published ARP926 in the 1960s [46]. The electronics industry had used it but formally codified adopted the FMEA process when Joint Electron Device Engineering Council (JEDEC) Solid State Technology Association published of JEP131 [47]. The JEP131 document defines FMEA as: ‘an anticipatory thought process designed to utilize as much knowledge and experience of an organization as possible toward the end of addressing potential issues defined in a new project. The objective is to reduce the probability that a customer is exposed to a potential product and or process problem by performing a thorough risk analysis’ [48]. FMEA should be completed by a group of subject matter experts for the systems identified. In this work, the JEP document is used as a primary source since it is particularly developed for semiconductor components.

The development of an FMEA is as follows. First the system which is to be analysed must be clearly defined. Then the system should be broken down into subsystems either in a functional, geographical/architectural, or combination of the two. In this step, all the functions of the subsystems should be identified. Next, identify all the possible failure modes that the subsystem can experience which may be done using a variety of techniques including testing, engineering judgement and simulation. Then, for each mode, identify the possible causes of failure for each of the failure modes. Here, a life cycle profile for the product should be developed to help understand the various stresses the component may see not only during operation but also during manufacturing, storage and transportation. Finally, identify how the failure affects the end user. Like the life cycle profile, this information is application-specific. Once these steps have been taken the FMEA is completed.

A final step for FMEA and failure mode mechanisms (FMM) and effects analysis (FMMEA) is to attempt to prioritize the failure modes, mechanisms and effects to allow for effective usage of resources to address reliability concerns. Here again, the analysis is highly application specific. As opposed to FMEA which identifies the high-risk-failure modes to update the design and reduce risks to acceptable levels, FMMEA takes the FMEA an additional step and identifies the failure mechanisms associated with failure causes and modes [49]. For failure mechanisms, relevant failure model(s) can be identified which can illustrate how the stress leads to the failure of a system. Failure mechanisms are highly dependent on the materials, geometries and stresses within a system.

In the literature, Patil et al. [50] have published a FMMEA for Si power devices, see Table 8.2; however, this FMMEA is limited to only discrete IGBT parts, power cycled at high mean temperatures with large junction temperature swings [50]. The FMMEA was developed for the purposes of identifying failure precursor parameters for prognostics applications and it served that function well. Such an FMMEA is limited in several respects, first as will be discussed in failure mechanism criticality analysis, FMMEA requires application knowledge, therefore this is not truly an FMMEA and it makes no effort to account for failure mechanism criticality. Second, Patil et al.’s list does not include all relevant failure mechanisms for Si power devices in the reasonably expected operating conditions.

Table 8.2 Potential failure modes, causes and mechanisms in literature




	
Potential failure modes

	
Potential failure causes

	
Potential failure mechanisms






	Short circuit, loss of gate control, increased leakage current (oxide)
	High temperature, high electric field, overvoltage
	Time dependent dielectric breakdown [image: image]




	Loss of gate control, device burnout (Si die)
	High electric field, overvoltage, ionizing radiation
	Latch-up [image: image]




	High leakage currents (oxide, oxide/substrate interface)
	Overvoltage, high current densities
	Hot electrons [image: image]




	Open circuit (bond-wire)
	High temperature, high current densities
	Bond-wire cracking, lift-off [image: image]




	Open circuit (die attach)
	High temperature, high current densities
	Voiding, delamination of die attach [image: image]







8.3.2  Power semiconductor failure mechanisms

This section provides a description of relevant failure mechanisms that have been observed in Si power devices and a table summarizing the failure modes, sites, causes and mechanisms. Once a life cycle profile has been identified, a list of failure modes and mechanisms that may be precipitated from the stresses present in the life cycle profile must be established in an FMMEA. While there are many potential sources of thermal, mechanical and electrical stresses on the power semiconductor components, the mechanisms which may be precipitated are dependent on the physical characteristics of the power semiconductor component. This section provides an overview of the failure mechanisms which have been reported in power semiconductors. It is not intended to be a comprehensive listing of all the relevant literature on each possible failure mechanism; however, a basic description and several sources are identified for each of the mechanisms.


8.3.2.1  Aluminium reconstruction

The die metallization for power semiconductors is typically Al. Additionally, if the substrate is direct bonded aluminum (DBA) then there is Al metallized on the ceramic substrate. Due to thermal cycling of the component due to joule heating, switching losses, changes in the temperature of the environment and the mismatch of thermal coefficients of expansion between the Al and Si and ceramic substrate and thermo-mechanical stresses are generated within the package. These stresses can be significant enough to cause yielding of the Al metallization, causing it to buckle and form hillocks. This mechanism is referred to as Al reconstruction [51-53]. The reconstruction of Al can increase in the resistance of the metallization layer. Al reconstruction can be exacerbated by electromigration which can happen if significant current densities are present in the metallization. Al metallization that is coated with a passivation layer, typically silicon nitride, has been shown to resist reconstruction; however, bond pads, which make up a significant portion of the total metallized area, are not passivated and therefore remain unprotected.


8.3.2.2  Bond fatigue

Bond-wire fatigue is also a thermo-mechanically driven failure mechanism. Due to the large diameter of wire used to handle high current densities in power devices, Al bond-wire must be wedge-bonded on both ends of the connection unlike gold or copper bond-wire which are typically used in low-power applications with smaller wires that can be ball bonded. Fatigue of these wedge bonds occurs due to joule heating, switching losses, changes in the temperature of the environment and the mismatch of thermal coefficients of expansion of the Al wire and the Si die [51-53]. Bond-wire fatigue manifests itself as either lift-off or heel cracking. The heel of the wedge bond acts to as a stress concentrator and a crack propagates through the heel. In bond-wire lift-off, the wedge delaminates from the surface of the bond pad at the heel and toe sides of the wedge bond and propagates inward. Bond-wire fatigue results in an increase in the on-state resistance of the power device and can lead to an open circuit.


8.3.2.3  Die-attach fatigue and delamination

Another location of thermo-mechanical stress due to CTE mismatch is the die attach which connects the die to the substrate. As the die is vertically conductive, the die attach must be conductive as it is part of the electrical path of the power semiconductor component. Similar to the Al metallization and wire bonds, the die attach is in intimate contact with the die and undergoes thermo-mechanical fatigue and possible delamination [54, 55]. Delamination occurs when the separation is between the die itself and the die-attach material; however, fatigue can occur and propagate through the die attach. Additionally, the delamination of the die attach increases the thermal resistance of the die attach, decreasing the ability of the die attach to dissipate heat generated at the die. Increased thermal resistance results in higher die temperature impacting the electrical characteristics of the device.


8.3.2.4  Substrate cracking

The substrate itself is a possible location of failure within a power module. The ceramics in the direct bonded copper (DBC) and DBA substrates can crack when subjected to thermo-mechanical cycling due to operational and environmental loading [56]. The substrate acts to insulate the conductive paths of the power package from the heat-sink or other cooling mechanisms. Therefore, when cracking occurs, the insulation properties of the ceramic break down and a reduced insulation strength is observed. Depending on the electrical connection of the heat sink, this can create a significant leakage path within the power package.


8.3.2.5  Bond-wire melting

While the die is the most significant source of joule heating within the power package, the parasitic resistance of the bond-wires also acts as a heat source. The bond-wires are encapsulated in either silicone gel or an epoxy moulding compound (EMC) depending on whether or not the package is a discrete or a module. Both silicone gel and EMC are poor conductors of heat. This means heat generated within the bond-wires is difficult to dissipate and the wire can see elevated temperatures. If the power package is used near or at its current rating and effective measures are not taken to cool the package, the bond-wires can melt [57]. The result of this failure is an open circuit of the transistor.


8.3.2.6  Die-attach voiding

Another failure mechanism related to the die attach is voiding of the die attach [58-60]. Small amounts of voiding are residual in the die attach from the manufacturing process. Power cycles grow and coalesce the smaller distributed voids which are initially present in the solder. Like die-attach fatigue, die-attach voiding results in an increase in the on-state resistance of the power package and increases the thermal resistance of the packaging, thus increasing the junction temperature of the package.


8.3.2.7  Aluminium corrosion

When moisture is present within the package, corrosion of the Al wire bonds and bond pads can be of concern [61, 62]. In the presence of moisture, Al reacts to form [image: image] which passivates its surface and passivates the Al. This passivation layer can become soluble in the presence of contaminants such as halogens. During power cycling of a component, the encapsulant layer can delaminate from the base plate thus developing a path for moisture and contaminants to ingress into a component. Similar to the thermo-mechanical fatigue mechanisms, corrosion would cause an increase in the on-state resistance of the power semiconductor and is a wear out failure mechanism.


8.3.2.8  Latch-up

There are parasitic circuit elements associated with the power package as semiconductors and metals have non-ideal material properties associated with them. One particularly harmful parasitic element within power components are parasitic thyristors. Thyristors are switches which only require a voltage or current pulse to turn on, unlike other switches such as MOSFETs or IGBTs which require a voltage on a gate be maintained for the switch to be in the on-state. Thyristors continue conducting after the removal of the gate voltage or current pulse until the electric potential between the anode and cathode is zero. Power semiconductor device have a parasitic thyristor incidentally built in.

Switches such as MOSFETs and IGBTs are expected to conduct only when a gate voltage is applied and, therefore, the activation of the thyristor may cause the loss of gate control of the device. Such an event is referred to as latch-up and is observed as a short circuit between the conduction terminals [63]. The thyristor is activated when the current exceeds the so-called latching current of the device. In an IGBT, this overcurrent forces current into the base of the parasitic NPN transistor, as the local high-current density in the P region at the base increases the resistance locally.

Latch-up of a device does not inherently cause a destructive failure of the component. In the unlikely event that the latch-up event is detected and measures are taken to remove the current from the device, the event can be stopped and the device will function normally. However, if the latch-up event is not identified, it can lead to a thermal runaway causing the device to burn out. Latch-up is an overstress failure mechanism and is observed as a short circuit of the device.


8.3.2.9  Avalanche breakdown

The avalanche breakdown [64, 65] mechanism can precipitate, often during switching, when the drain-source or collector-emitter voltage exceeds the breakdown voltage of the power device. Electrons within the device gain sufficient energy to impact atoms within the device and ionize the atoms and releasing additional electrons. If these impacts continue, the device can ‘avalanche’ as an increasing number of electrons are freed and able to impact atoms to free addition electrons. Avalanche breakdown often occurs during switching of a device when the inductance of the power semiconductor or the system within which it is operating, creates a voltage spike on the system. Avalanche breakdown manifests itself as a short circuit of the device and is considered an overstress mechanism.


8.3.2.10  Partial discharge

The silicone gel that encapsulates the metallization’s and bond-wires within power modules is used to increase the breakdown strength of these conductors. However, due to the high-voltage and geometries of the conductors the electric field within the package can still be enhanced and cause a partial discharge within the silicone gel [66, 67]. Over time, these discharge events can develop a carbonized, conductive path within the gel leading to increased leakage. Locally, partial discharge can cause bubbles in the gel to form due to the local heating events. Partial discharge within the gel is observed as increased leakage, developing towards a short circuit and is a wear out mechanism.


8.3.2.11  Electrochemical and silver migration

Often die attaches contain silver, as a sintered silver paste or a tin–silver alloy solder, which has a strong propensity to migrate under a variety of conditions [68, 69]. In the presence of moisture, silver and other metals show some slight solubility. If an electric field is also present, the silver and other metals will migrate from the anode to the cathode through electrochemical migration. At the cathode, the silver will deposit and form dendritic structures back towards the anode. Given time, these dendrites can grow long enough to short the cathode and the anode. Mass transport of silver can also happen through corrosion, particularly in the presence of sulphur. Unlike electrochemical migration, in silver migration due to corrosion, there is no expectation of growth direction. Silver migration and electrochemical migration manifest themselves in an increased leakage current and are wear out failure mechanisms.


8.3.2.12  Dielectric breakdown

It is essential that the insulated dielectric that forms the gate of voltage-controlled devices maintains dielectric integrity for the device to operate. If the electric field through the gate exceeds the dielectric strength of the insulating material, then the terminals will short and permanent damage will be done to the gate [70]. For Si devices, the gate is made of silicon dioxide. Dielectric breakdown can occur due to an overvoltage event on the die for a short period of time. One possible cause of this overvoltage is an ESD. Such cases would be overstress events and likely result in a shorting of the gate to one of the conduction terminals.


8.3.2.13  Time-dependent dielectric breakdown

Dielectric breakdown can also occur over time through a process called time-dependent dielectric breakdown [71]. One leading explanation for this mechanism is that Si–Si bonds within the dielectric are weak and over time the application of an electric field breaks down these bonds, creating locations within the dielectric through which electrons can jump to and travel through the insulating gate. Time-dependent dielectric breakdown manifests itself as high gate leakage current and is a wear out mechanism.


8.3.2.14  Hot carrier injection

Some electrons may gain sufficient energy while travelling through the MOS channel to be able to tunnel through the gate-oxide layer [72]. These electrons become ‘hot’, referring to their individual speed, and as a consequence energy, as opposed to the bulk temperature of the device itself, as they travel along through the gate channel when the device is conducting. These electrons can cause impact ionization near the end of the channel which can produce electrons which can inject themselves into the gate dielectric. All these steps can cause damage at the interface of the Si and silicon dioxide or allow the carriers to become trapped within the dielectric itself. Hot carrier injection (HCI) causes parameters associated with the gate such as the gate threshold voltage to shift. Under HCI damage, gate threshold voltage would drift higher, requiring higher gate voltage to be applied to achieve the same level of conduction in an otherwise healthy device. HCI is reported to be more common at low temperatures, unlike most other mechanisms which are thermally accelerated. At lower temperatures, lattice scattering is reduced allowing longer free paths for electrons to accelerate, gaining energy to create hot carriers. HCI is a wear out mechanism.


8.3.2.15  Competing failure mechanisms

The failure mechanisms discussed in this section are not all independent of each other. In many cases one failure mechanism may lead the device to failure through another mechanism. For example, the degradation of the die attach can cause a latch-up event on the die. Power cycling through delamination and voiding causes both an increase in electrical and thermal resistance. This leads to an increase in the temperature of the die during operation as more power is dissipated due to the resistance increase and heat cannot leave the package as easily. Additionally, as portions of the die attach have ‘disconnected’ from the die, current crowding occurs, leading portions of the device susceptible to latch-up failure event though the device itself is still conducting the same amount of current. In such an instance, it is evident that one failure mechanism drove the device to failure through another mechanism. Due to the potential of failure mechanisms to convolute each other, it is important for engineers to understand such mutually accelerating factors when designing systems.


8.3.3  Power semiconductor failure modes and mechanisms

In Section 8.3.2, a list of relevant failure mechanisms was developed for Si power semiconductors. Such a list that we name FMM is the foundation of any FMMEA which may be developed for a component. This list, as well as information from the life cycle profile in the context of the application should be combined to establish an FMMEA. The failure mechanisms discussed in Section 8.3.2 are listed in Table 8.3.

Table 8.3 Failure modes and mechanisms of Si power devices




	
Potential failure mode

	
Potential failure location

	
Potential failure causes

	
Potential failure mechanisms






	Short circuit
	Collector-emitter path (die)
	Collector-emitter current above latching trigger current, high temperature, cosmic rays
	Latch-up (overstress)



	Collector-emitter voltage exceeds breakdown voltage, high-frequency switching, unclamped inductive switching
	Avalanche breakdown and secondary breakdown (overstress)



	Gate oxide (die)
	Gate voltage exceeds the breakdown voltage of the gate
	Electrical overstress and ESD (overstress)



	Encapsulant (package)
	The electric field between bond-wires exceeds the dielectric strength of encapsulant
	Partial discharge (overstress)



	Increased collector-emitter leakage current
	The periphery of die (package)
	Presence of moisture, high temperature, mobile ions, high electric field
	Electrochemical migration (wear out)



	Presence of silver within package, moisture, high temperature, high electric field
	Silver migration (wear out)



	Reduction of dielectric strength
	Insulating substrate (package)
	Temperature and power cycling, CTE mismatch
	Substrate cracking (wear out)



	Increased gate leakage current and gate threshold voltage
	Gate oxide (die)
	Prolonged gate voltage application, high temperature
	Time-dependent dielectric breakdown (wear out)



	High MOS-channel currents, low temperature
	Hot carrier injection (wear out)



	On-state resistance increase (may develop into open circuit)
	Bond-wire (package)
	Temperature and power cycling, CTE mismatch
	Bond-wire cracking and lift-off (wear out)



	Presence of moisture and contaminants such as halogens
	Al corrosion (wear out)



	Surface metallization (die and package)
	Temperature and power cycling, CTE mismatch
	Al reconstruction (wear out)



	Die attach (package)
	Temperature and power cycling, CTE mismatch
	Voiding, delamination of die (wear out)



	Open circuit
	Bond-wire (package)
	High temperature due to power dissipation
	Bond-wire melting (overstress)






Table 8.3 is organized to include the failure mode, location, causes and mechanism. Systems integrators will find this information useful for identifying the failure causes and mechanisms that should be considered in the design of the system. For example, if they are aware that moisture will be present in the application, they should consider relevant measures to prevent ECM and silver migration. The corollary to this is that if they are confident that no significant moisture will be present then such measure may not be necessary in the design of the system.

Another possible application of this table is for failure analysis engineers. Based on the information that they establish during the failure analysis; this table can help lead the failure analysis team to identify the cause and mechanism associated with the failure. Once the cause has been identified, the proper steps can be taken to reduce the likelihood of future failures or identify risks for fielded systems.


8.4  Data preparation and feature extraction

The main objective of the proposed fault classification methodology is to determine the suitable wavelet coefficients to detect and classify the PV system faults accurately.


8.4.1  Wavelet transform

Conventionally, FT has been widely used as the main signal analysis technique that can provide an amplitude-frequency domain representation. However, the main limitation with the FT is the lack of time-domain related information. To overcome this limitation, the STFT (8.1) and WT (8.2) have emerged as time frequency transforms which can provide both time and frequency information of the analysis signal.


[image: equation]
(8.1)



where x is a time domain signal, X is the transformed signal in the frequency domain, g is the window function, e is the index to define the size of the fixed window function and [image: image] is the angular frequency.


[image: equation]
(8.2)



where x[t] is the target signal, w[t] is the chosen wavelet and υ and φ are the scale and shift parameters, respectively.

Generally, the WT represents a signal-processing tool that was applied to capture the features contained in the signal. There are many methods for applying WT, namely, Hilbert–Huang transform [73], Wigner-Ville distribution [74], stationary WT [75], continuous WT [76] and discrete WT (DWT) [77]. It is considered that DWT offers an exact representation for any given signal, providing frequency sub-bands at different resolutions. This phenomenon provides a great advantage for discrete wavelets over the continuous WT. It also provides significant reduction in the computational complexity by just computing the wavelet coefficients at the frequency sub-bands. Therefore, the computational complexity for the discrete wavelets is only O (n), is significantly less compared to the continuous wavelets, with n as data size. The major advantage of DWT is its extensive library of the wavelet functions, making it adaptable for transient analysis. This provides different resolutions for time-frequency spectrum. Table 8.4 depicts the computational time for various WT techniques.

Table 8.4 Computational time of various wavelet transform analysis techniques




	Technique
	SWT
	DWT
	HHT
	CWT
	WVD





	Computational time (s)
	0.195
	0.004
	0.241
	0.245
	0.08





For every level of wavelet decomposition j, the discrete-time signal is decomposed into approximation wavelet coefficients [image: image] and detailed wavelet coefficients [image: image]. The approximation and the detail wavelet coefficients can be computed using the following:


[image: equation]
(8.3)




[image: equation]
(8.4)



where [image: image] is the low-pass filter and [image: image] is the high-pass filter. The energy of the wavelet coefficients at the details [image: image] and the approximations [image: image] of the [image: image] decomposition level can be calculated using the following:


[image: equation]
(8.5)




[image: equation]
(8.6)




8.4.2  Harmony search algorithm

The harmony search algorithm (HSA) is a meta-heuristic optimization technique, which was developed by Geem et al. [78], and has been recently utilized in several power system benchmark with success [79]. The HSA is a simple concept and is easy to implement since it requires less parameters with simple mathematical analysis. Furthermore, the need for setting an initial value of decision variables is completely eliminated. The limitations of conventional techniques, mainly the need for initial values and considerable gradient details, were highlighted in [80]. Furthermore, the study in [80] concluded that the HSA was capable of providing a superior accuracy in comparison with present meta-heuristic optimization algorithms.

The optimization steps of the HSA can be outlined as, optimization problem preparation, decision variables description, harmony memory (HM) initialization, generation of a new harmony solution and HM updating [81]. The basic elements of HAS are harmony, HM, HM size (HMS), maximum iterations, HM considering ratio (HMCR), pitch considering rate (PCR) and fret width (FW). Here, harmony is defined as a set of values corresponding to an objective function and the place where these values are stored is abbreviated as HM. Generally, the best harmony is stored in the first place and the rest are classified according to their performance. This arrangement helps in depicting the HMS and is considered as an important aspect while calibrating a model. A brief overview of functioning of harmony search optimization is depicted in Figure 8.3.


[image: image]


Figure 8.3 HS optimization algorithm

Further, HS algorithm is implemented for identifying the wavelet coefficients of discrete WT for the purpose of developing an efficient fault classification mechanism.


8.4.3  Statistical features

This section develops a wavelet-based fault classification technique, by choosing an optimum combination of mother wavelets and the number of wavelet decomposition levels. This combination helps in extracting the most important attributes from a given signal, which can be trained for fault classification for PV systems.


8.4.3.1  Feature vector representation


8.4.3.1.1 Signal preprocessing

In signal preprocessing, the voltage and current parameters extracted from various faults in PV systems are considered. Initially, these signals are sampled at a rate of 64 samples per cycle, which is mostly used in digital protective relays as reported by [82]. To remove the steady state information from the signal and keep only the transient information following the fault inception, the difference between the samples in each two successive cycles as shown in Figure 8.4 is calculated using the following:


[image: equation]
(8.7)




[image: image]


Figure 8.4 The analysis window of the sampled signal: (a) one window of two cycles, (b) the difference between two cycles

where V is the type of the signal (current or voltage).

The discrete WT is applied to the sequences ([image: image]) of the currents and voltages. Equations (8.3)–(8.6) are utilized to calculate the approximation and detail wavelet coefficients. The number of decomposition levels is selected to be four to guarantee that the power system frequency (i.e., 50 Hz) is centred at the approximation level (i.e., [image: image]), which spans between 0 and 100 Hz as shown in Figure 8.5.


[image: image]


Figure 8.5 Wavelet decomposition levels for signal preprocessing

The outcome of the WT analysis is a vector consisting of the wavelet coefficients, which is then used to compute the energy of the wavelet coefficients of the details ([image: image]) and the approximation ([image: image]) for each current or voltage sampled signals. The steps of implementing the DWT analysis, which are described in Section 8.4.1, are then repeated for various types of faults to calculate the energies of the wavelet coefficients for each fault type and then tabulate them into one array [image: image], which consists of the all-fault types coefficients energies.


8.4.3.1.2 Normalization

The energy of the wavelet coefficients, which are described by the vector as depicted in Figure 8.6, usually needs normalization. There is a need for normalization to ensure that, there is no unbalance in the values of the energy of the wavelet coefficients that may arise due to the large values of the approximation coefficients compared to those at the detail levels. To address this issue, the energies vector ([image: image]) of the wavelet coefficients is normalized to get the normalized value ([image: image]) of the energy of the wavelet coefficient vector and the remaining elements in the energy’s vectors for all other fault types are computed in a similar way.


[image: equation]
(8.8)




[image: image]


Figure 8.6 Energy vector of wavelet coefficients


8.4.3.1.3 Reference vector

Each type of fault is represented by a vector, which holds the energy of the wavelet coefficients. To represent each fault by only one value, another vector was generated, which uses as a reference vector. Consequently, the distances between the vectors for all other fault types and this vector (reference vector) can be easily calculated.

To generate a reference vector, the DWT is applied to the current and voltage signals at a non-fault (i.e., healthy) case and then the wavelet coefficients energies of that non-faulty case are sorted in a vector Eh
 and then normalized to get [image: image] using (8.9).


[image: equation]
(8.9)




8.4.3.1.4 Euclidean distance

The distance among the vector ZE
 of every fault and the non-faulty condition vector [image: image] is computed with (8.10).


[image: equation]
(8.10)



All the values of the Euclidean distances among the fault types are sorted in a single vector Dt
.


8.4.3.1.5 Variance

The variance [image: image] between the distances in the distance vector Dt
 is calculated as in (8.11):


[image: equation]
(8.11)



Hence, the value of the variance [image: image] needs to be maximized for maximum differences between all fault types. Moreover, the variance is affected by the wavelet functions combination choice used in the analysis. To overcome this problem HSA is utilized.

In this work, the variance [image: image] represents the objective function which is to be maximum.


[image: equation]
(8.12)



The decision variable set is y, the total number of decision variables is Ny
, each decision variable yx
 are restricted by the maximum value y
max and minimum value y
min. The HSA randomly allocates the values for each decision variable. In every iteration, the decision variable vector y consists of various elements, where each element is allocated a numeric value. At the beginning, the HSA algorithm arbitrarily generates the initial values for every decision variable as in (8.13):


[image: equation]
(8.13)



where rand1
 is an arbitrary number created using the uniform distribution between 0 and 1. Equation (8.14) depicts the decision variables arranged in the HM matrix, where Ny
 is the number of decision variables and Hs
 is the HMS, which is an input parameter to the algorithm.


[image: equation]
(8.14)



The values of the fitness function are computed using each row in HM and are then stored in a vector [image: image]. The main objective of the HSA is to search through multiple trials for the optimal values of decision variables by maximizing the value of fitness function. Hence, in each trial the HSA finds the highest value of the fitness function and tries to replace it with another new one with a lower value.

A new solution vector with new values for the decision variable values is generated as [image: image]. The solution vector considers HM rate [image: image], the pitch adjusting rate [image: image] and the bandwidth ([image: image]). Each value of the decision variable in the new vector [image: image] is generated according to (8.15).


[image: equation]
(8.15)



where rand2
 is an arbitrary number created using the uniform distribution between 0 and 1. The new decision variable value is adjusted according to [image: image].


[image: equation]
(8.16)



where rand3
 is an arbitrary number created using the uniform distribution between 0 and 1. The HSA parameters [image: image] and [image: image] are updated in every epoch to improve the performance of HSA using [83]:


[image: equation]
(8.17)




[image: equation]
(8.18)



where PA

rmn
= minimum pitch adjusting rate, PA

rmax
 = maximum pitch adjusting rate, bw

min
 = minimum bandwidth, bw

max
 = maximum bandwidth, I

r
 = current iteration and MI

r
 = maximum iteration.

If the value of objective function for the new harmony vector is less than the worst member value, the HSA change (update) the HM matrix by replacing the worst harmony vector by the new one. The db5 wavelet coefficients obtained through harmony search were applied to the voltage signals of various PV faults and operating conditions.


8.4.3.2  Feature extraction

Once the wavelet coefficients and level of decomposition and reconstruction are determined, the feature extraction process can be initiated. During this process, the most relevant information from different signals is extracted and represented in a lower dimensional space. This relevant information regarding the signals helps in discriminating and distinguishing different objects or faults [84].

Spectral analyser is widely used in the first step of the feature detection process. The spectrogram can be useful in gathering information about a signal and in determining which features can be extracted from a signal. The spectrogram is used for defining statistical features of the signal, such as mean value, standard deviation, skewness and kurtosis. These features build a feature vector to retrieve similar signal from the database. Some of the other features that can be extracted are peak to peak value, power, energy, entropy, total harmonic distortion and signal to noise ratio. The process of feature extraction using wavelets is explained in [21].

Feature extraction process is initiated after the level of decomposition and reconstruction is performed with the wavelet coefficient. During the process of feature extraction critical information from the signals are obtained which aids in classification of different fault states [36]. The process of feature extraction is usually performed using spectral analyser. The spectrogram aids in attaining information regarding signal and identification of feature that can be extracted. Statistical feature such as mean value, standard deviation, skewness and kurtosis are defined using spectrogram. A feature vector is formed by the features for retrieving similar signals from the database. Feature that can be extracted are peak to peak value, power, energy, entropy, total harmonic distortion and signal to noise ratio. These features can be expressed as follows:

Mean of the reconstructed signal is calculated by


[image: equation]
(8.19)



where [image: image] denotes the number of samples and [image: image] is the sampled reconstructed signal.

Standard deviation of the reconstructed signal is calculated by


[image: equation]
(8.20)



Skewness and kurtosis of the reconstructed signal is given by


[image: equation]
(8.21)




[image: equation]
(8.22)



Peak to peak value of the reconstructed signal is given by


[image: equation]
(8.23)



Energy of the decomposed signal is formulated using


[image: equation]
(8.24)



Power of the reconstructed signal is given by


[image: equation]
(8.25)



where V(t) is the reconstructed signal.

Entropy is defined as a major tool in information theory. It is also used to estimate the type of wavelet suitable for decomposing and reconstructing a given signal. The entropy of a given signal is found by


[image: equation]
(8.26)



where [image: image] is given by probability of sample of voltage signal.

To estimate the total harmonic distortion of a sinusoidal signal in time domain, we use (8.28):


[image: equation]
(8.27)



where α

i
 =coefficients of Taylor series.

The signal to noise ratio for a given signal is determined by the ratio of reconstructed signal to original signal:


[image: equation]
(8.28)



Once the required features of all the faults and operating conditions of PV systems were extracted, we apply principal component analysis (PCA) to minimize the feature set.


8.4.4  Principle component analysis

PCA is a statistical analysis tool that utilizes multiple dimensions data set for minimization and highlighting the similarity within data set. In case of high dimension data, the similarity identification is very difficult hence for such conditions the PCA analyses the data graphically. After the similarity are identified then the data is reduced with insignificant loss of information. These dimensions reduction can be achieved by transforming the original data set into a series of uncorrelated principal components. Principle algorithm for PCA is shown in Figure 8.7.


[image: image]


Figure 8.7 Diagram flow of the PCA algorithm

By applying PCA, the features are minimized into three uncorrelated variables which were in turn utilized with the ML techniques to obtain the trained data for fault classification.


8.5  Machine learning approach

ML is a cluster of algorithms that are used to obtain models from data. There are two main types of ML models. First is the supervised learning model and second is the unsupervised learning model. In this research, the supervised ML model is adapted through K-NNs for the classification process [85].


8.5.1  K-nearest neighbour classifier

The K-NN is a classification learner method which is used for categorizing data into different classes. An assumption in matric space [image: image] regarding set of points is considered and each point is assigned a label of either 0 or 1. The labelled samples are represented by [image: image] and [image: image] are in query. The label of query is predicted based on the most common class among the [image: image] closest point to the labelled sample [image: image] as illustrated in the Figure 8.8.


[image: image]


Figure 8.8 Illustration of K-NN

Case of ties has been avoided in the considered example. The figure illustrates two possible cases where ties can occur in algorithm. It is feasible to having multiple classes transpiring in identically frequently among the query of K-NNs. Even equal distance tie from the multiple points in query is possible. Distribution with density has also been discussed in may research for avoiding distance tie. Random selection is also one of the common methods for breaking ties, hence if a voting tie occurs then a random tie is selected from the most common labels and in case of a distance tie, a random point is selected at a distance. To avoid issues of binary classification, the vote tie is broken by selecting the label 1. By generating random variable [image: image], distance tie is broken in case of uniform distribution on [0,1]. In case of distance tie between two point [image: image] and [image: image], [image: image] is selected if [image: image] and [image: image] is selected if [image: image]. The pseudocode is presented in algorithm as follows.


Algorithm: k-NN pseudocode

Require: [image: image], X is a domain, Y is the response (must be a finite set{1,2,…, p}),


[image: equation]


{Calculate input point distance from all the data points}


for i = 1 to n do



d

i
 ← d (a, x

i
)


end for


{Finding k-nearest neighbours response for the input point}


for i = 1 to k do



m ← argm min {d

m
 such that 1 ≤ m ≤ n not previously selected}


[image: equation]



end for


{Finding the number of iterations}


for i = 1 to p do



d

i
←d(a,X

i
)


end for



r←{y

i
 |1≤i≤p such that v

i
 is maximum among v

1

,v

2

,…,v

p
}

{identification of most common response among k nearest neighbours, and in case of multiple responses pick a fixed one}


return r {retuning the common response}




8.5.2  Fault classification algorithm

The methodology adapted for fault classification is structured as depicted in Figure 8.9. In this research, the fault classification technique is used to learn a model called a classifier. Data corresponding to various faults and operating conditions of PV system is divided into two groups: training set and testing set. In the training phase, the training set is fed to the classifier for labelled data set into one of the classes depending on the target output. A fivefold cross validation is applied to validate the trained data. In the testing phase, the test samples are verified depending on the target output. Once essential features have been identified, the classification of a fault condition is straightforward performed. The K-NN technique discussed in Section 8.5.1 is used for fault classification due to its advantages with nonlinear data classification as mentioned in Section 8.5.1. For simulation analysis, the input data (i.e., the extracted features) are tabulated and imported to the classification program. The classifier models are trained for functional fault classification.


[image: image]


Figure 8.9 Block diagram for the wavelet-based fault detection technique.

To observe the performance of the proposed methodology, a 4-kW two-stage PV system for a fixed load is simulated for a varying climatic and load conditions. For experimental purpose, six different modes of operation (normal, bond-wire failure, solder fatigue, overstress due to ESD, wear out due to substrate cracking and other failure conditions) are categorized for the operation of the power PV inverter. The terminal voltage and current measurements of the inverter under different modes of operation for a determined time period are logged. A sample of waveforms recorded for all the operating conditions and failure mechanisms for developing the fault classification algorithm are depicted in Figure 8.10. The process of feature vector representation and applying DWT through HSA for the purpose of feature extraction is carried out. Eight different features such as energy, entropy, power, peaks, harmonics, signal to noise ratio, skewness and kurtosis are extracted for voltage and current outputs of each condition. This forms a feature set matrix [image: image], where the normal operation has [image: image] features, bond-wire failure has [image: image] features, solder fatigue, overstress, wear out and other failures have [image: image] features each.


[image: image]


Figure 8.10 Various operating and fault conditions of PV inverter

The parameters of the classifier for the training process and the corresponding outcomes are shown in Table 8.5.

Table 8.5 Model type and training performance results for K-NN




	
Model type




	Number of neighbours
	10



	Distance metric
	Euclidean



	Distance weight
	Squared inverse



	Standardize data
	True



	
Results




	Accuracy
	96.1%



	Total misclassification cost
	157



	Prediction speed
	∼22 000 obs/s



	Training time
	4.5238 s





The classification accuracy is defined as the ratio of correctly classified samples to the total number of samples in the test data set. The corresponding equation is given as


[image: equation]
(8.29)



To confirm the developed classifier data, a set of input data not used within the training stage, is given to the trained data. This technique improves the average accuracy about 96.1 per cent in training process. The corresponding results were depicted in Figures 8.11–8.13.


[image: image]


Figure 8.11 Scatter plot of the trained data


[image: image]


Figure 8.12 Confusion matrix for trained data


[image: image]


Figure 8.13 ROC for trained data


Figure 8.11 displays the scatter plot between two features of the training data. The scatter plot, explores the data for important predictors, outliners and visual patterns.


Figure 8.12 depicts the confusion matrix for the experiment. The confusion matrix aids in understanding the performance of the classifier in each of the classes. It supports the understanding that, if the classifier is executed poorly in identifying a class or all the classes are identified accurately. From the result, it is clear that all the classes were classified with almost precision after seeing the confusion matrix. It helps in assessing how currently selected classifier performs in each class.


Figure 8.13 depicts the receiver operating characteristics by plotting the sensitivity (true positive rate) and 1-specificity (false positive rate) for different possible cut points in a training network. It is observed in Figure 8.10 that all the classes are close to the left and top border of the receiver operating characteristic (ROC) space making the training and testing process most accurate.


8.6  Failure mode effect classification analysis

Both FMEA and FMMEA call for a criticality analysis to prioritize failure modes and mechanisms, respectively. Such prioritization allows for efficient allocation of resources for enabling and improving reliability of a system. One difficulty for prioritizing failure mechanisms for component level FMMEA is that the information necessary to make the decision is highly application dependent. This section will describe the traditional method for defining and estimating criticality and establish component-level information-based guidance for ranking failure mechanisms based on criticality.


8.6.1  Approaches for criticality analysis

Through JEP131B, JEDEC outlines three components for critically ranking failure modes: severity, occurrence and detection [48]. Each of the three categories is separately given a ranking from 1 to 10 based on the judgement of the team that is completing the analysis with 10 being the most severe, highest occurrence and most difficult to detect. These three metrics are then multiplied together create a risk priority number (RPN). Failure modes with higher RPNs are determined to be of more concern than those with lower RPNs. Corrective actions meant to be prioritized to lower the RPN of the highest failure modes. The RPN should be updated after corrective actions are taken and the design should be re-evaluated. As the rankings are based on the judgement of the team, RPN rankings should not be compared with another group’s RPN ranking for the same or any other system.

The severity of a failure mode is dependent on the effects to the end user. First and foremost, severity should consider any potential to harm the users of a system. If there is potential to harm due to the effects from a certain mode (or mechanism), that mode (or mechanism) should be assigned a higher severity rating. The next considerations should include costs to the user and the system manufacturer. Costs take on a variety of forms but may include legal, warranty and returns, associated maintenance and brand reputation. Based on the judgement of the team a severity ranking should be given which takes into consideration these factors. It is evident that the severity of the failure is application dependent. Component level severity will be discussed subsequently.

The occurrence of a failure mode is how likely it is to occur. Considerations for occurrence should include environmental and loading conditions as well as system materials, geometries and part types. Using this information, it is possible to establish a probability of a mode or mechanism that can then be ranked according to the judgement of the FMEA development team. This information is also application dependent.

Finally, the detection metric for a failure mode is traditionally defined as the ability to detect a failure mode before shipping the product to the customer. Traditionally, in the electronics industry detection deals with the escape rate of any given test or screen. JEDEC suggests using inverse of the escape rate as one way of quantifying the detection of the mode. As the scope of the FMEA developed for a system level, individual power semiconductors are not assumed to be tested at the system integration level. Therefore, a different approach to detection will be taken in the subsequent discussion.


8.6.2  Approaches for severity analysis

Severity is determined by the effect to the end user. In the absence of this information, severity must be viewed in a different context. However, all Si power devices will be used in a larger circuit and thus have other electrical components nearby. For the purposes of a component level prioritization, severity will be determined by the potential of the failure to be catastrophic and effect nearby components.

With respect to Si power devices, overstress mechanisms which result in short circuit failure have the most potential to damage the system around them. Short circuits can create significant joule heating, which, if uncontrolled can damage nearby components and potentially start a fire thus increasing the associated costs of failure. The wear out mechanisms can be considered less severe because it is likely that only the Si power device fails, not harming other nearby components, and the system can potentially be repaired or replaced.


8.6.3  Occurrence

Occurrence is dependent on the application operating and environmental conditions. Certain failure mechanisms can only be expected to occur when specific stressors are present. For example, electrochemical migration is not a concern in an application where humidity is below the threshold for initiation. To calculate a value for an occurrence there are two approaches: one for wear out mechanisms and one for overstress mechanisms. For wear out mechanisms, one must identify a failure model which relates the stressors with the materials and geometries of the system, from this a time to failure or equivalent can occur giving an indication of the occurrence of the mechanism in the application. One example of this is the use of the Norris–Landsberg model for calculating fatigue of die attach. Failure models express time-to-failure, or equivalent, as a function of the stresses action on a system. Overstress failures are given a high priority with respect to occurrence as the stresses which are reasonably expected in the life cycle profile should be designed against. Assuming the proper design precautions have been taken, overstress mechanisms are unlikely to occur in the field and can only be quantified by identifying a probability that an overstress condition could occur. For example, the probability that a lightning strike causes a burnout of a device due to overcurrent can be a ‘measure’ of occurrence.


8.6.4  Detection

Detection in the traditional sense is determined by the ability to detect a failures, defects and non-conformities before it leaves manufacturing or assembly. For a component level discussion, this traditional definition is not applicable. Therefore, detection will be considered as the ability to detect a failure in operation, before the failure occurs. For an expected loading profile, overstress mechanisms can be avoided through proper selection of parts and appropriate de-rating. However, overstress failures may still occur due to random and unpredictable loading excursions such as lightning strikes or crashes.

Not all mechanisms are unpredictable as accumulating damage changes some observable and measurable parameters. The ability to monitor and predict failure is a field of study referred to as prognostics and health management (PHM). In PHM, in situ data is monitored and analysed for purposes of anomaly detection, fault classification and remaining useful life calculation. Wear out mechanism can be detectable and several groups have successfully implemented PHM for Si power devices [50, 86, 87]. Certain wear out mechanisms are more detectable than other wear out and overstress mechanisms depending on the feasibility and correlation with damage of electrical parameters associated with the mechanism. PHM techniques and methods are developing rapidly and reducing in cost and ease of implementation; however, the development and implementation of a PHM framework is not yet trivial and therefore it may only be cost efficient for certain critical components and applications. Additionally, competing failure mechanisms may convolute the measurement signals as they have the same or similar failure modes making it difficult to distinguish between the failure modes and take necessary corrective action.


8.7 Summary

This chapter developed a failure mode classification mechanism for condition monitoring of PV inverters. The developed algorithm performed signal preprocessing by DWT for noise removal, feature extraction and region of interest segmentation. The wavelet coefficients associated with the DWT were optimized by a novel approach based on HSA. Various types of features were extracted once the signal preprocessing is completed. The harmony search analysis proved to be very efficient in choosing the best wavelet coefficient depending upon the structure of the signal. The extracted features are assigned towards corresponding classes and randomly divided as training and test data for the purpose of evaluation of the classifier. K-NN is used to classify the fault conditions of PV inverters into normal and faulty status. A fivefold cross validation is performed to measure the performance of the classifier with input data. On validation, the developed approach depicted a training accuracy of 96.1 per cent. Further, criticality analysis is established from component-level information-based guidance for ranking failure mechanisms.
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