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This is the first comprehensive guide to the range o f  research methods available 
to applied psychologists. Ideally suited to students and researchers alike, and 
covering both  quantitative and qualitative techniques, the b ook  takes readers on 
a jo u rn ey  from  research design to final reporting.

T h e  b ook  is divided into four sections, w ith chapters w ritten by leading 
international researchers w orking in a range o f  applied settings:

• G etting Started
• Data C ollection
• Data Analysis
• R esearch Dissemination

W ith  coverage o f  sampling and ethical issues, and chapters on everything from 
experim ental and quasi-experim ental designs to longitudinal data collection 
and focus groups, the book  provides a concise overview not only o f  the options 
available for applied research but also o f  how  to make sense o f  the data pro­
duced. It includes chapters on organisational interventions and the use o f  digital 
technologies and concludes w ith chapters on how  to publish your research, 
w hether it ’s a thesis, jo u rn al article or organisational report.

This is a must-have b ook  for anyone conducting psychological research in 
an applied setting.

P au la  B ro u g h  is Professor o f  Organisational Psychology in the School o f  
Applied Psychology, Griffith University, Australia. Paula conducts research in 
organisational psychology w ith a specific focus on occupational health psychology. 
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w ell-being, w ork-life balance and the psychosocial w ork environm ent. Paula 
assesses how work environments can be improved via jo b  redesign, supportive 
leadership practices and enhanced equity to improve employee health, work 
com m itm ent and productivity. Paula is an editorial board m em ber o f  the Journal 
o f  Organisational Behavior, Work and Stress and the International Journal o f  Stress 
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1 Introduction to Advanced 
Research Methods fo r  Applied 
Psychologists

Paula Brough

Introduction
T h e necessity for this b ook  prim arily arose from  the long-term  recognition 
that many post-graduates do not seem to be suitably equipped to consider the 
multiple nuances involved in conducting high quality psychological research. In 
addition, their available pathways to suitably educate themselves about research 
designs, research methods, data cleaning, statistical analyses, academic w riting, 
and so on were multiple and somewhat convoluted. W hat was needed was a 
‘one-stop shop’ discussing current research dilemmas to inform  and assist them  
in their research training. A n inform ed collection o f  current research methods 
and analyses issues providing a broad overview o f  the most relevant research 
topics for thesis students and other researchers in this field was considered to be 
o f  the most value, w ith clear directions also provided to explore m ore detailed 
discussions about each topic.

T h e  aim  o f  this b ook , therefore, is to assist (novice) researchers to understand 
how  topics such as research design, data collection techniques, missing data 
analysis, and research outputs, for example, are all inter-related and that each 
should be duly considered w hen starting a research project. T h e  ‘siloing’ o f  such 
key research topics (e.g., ‘research design’, ‘statistical analysis’, ‘research publica­
tio n ’) is acknowledged to be necessary for a suitable depth o f  detail. However, 
this com partm entalisation also contains the risk that researchers, even at the 
post-graduate level, may overlook the broad context and may not fully consider 
all the essential factors required to produce high quality research. Importantly, 
this book  is intended to provide a direct bridge betw een pertinent academic 
research in research methods and the conducting o f  a research thesis w ithin the 
applied psychology field. This b ook  therefore fills a widely acknow ledged gap 
concerning the difficulties interpreting the enorm ous field o f  research m ethod 
literature, including recent developments, by ju n io r  researchers.

T h e  increasing volum e o f  postgraduate researchers in psychology and related 
fields is indicative o f  several key drivers, namely: a growth in  intrinsic interest 
to conduct psychological research; recognition o f  the value o f  a postgraduate 
qualification for career developm ent; and arguably the strongest driver (within 
Australia at least), the increased requirem ent for psychologists to com plete a



postgraduate qualification containing a research thesis com ponent for profes­
sional psychology registration purposes. H ence the motivations o f  postgraduates 
to undertake their research project are m ixed, to say the least. At the same time, 
most university academics are experiencing significant w ork-intensification 
processes. Academ ic tim e spent in  teaching, research, and supervision work 
tasks are subject to increased m onitoring and being reduced into specific allo­
cations o fw ork  hours (e.g., a form al allocation o f1 8  hours per year to supervise 
a psychology master’s student in their thesis research), w hile annual academic 
outputs in both the research and teaching com ponents are subject to increasing 
(and often unrealistic) pressures. T h e  resulting tim e available for the supervi­
sion o f  theses research students is therefore becom ing increasingly compressed. 
Therefore, this b ook  is intended to be o f  direct value to both  (increasingly busy) 
academic supervisors and their theses students as a useful reference point for 
the most relevant issues concerned w ith the conducting o f  postgraduate thesis 
research.

This book  provides pertinent reviews o f  24  key and current topics relevant 
to researchers w ithin applied psychology and related fields. This book  discusses 
the entire research process and is divided into four sections for clarity:

1 Section 1: G ettin g  started . This first section focuses on the initial research 
planning and design stages and consists o f  four chapters discussing the 
design o f  impactful research (Chapter 2); research sampling techniques 
(Chapter 3); research ethics and legal issues (Chapter 4); and instrum enta­
tion (Chapter 5).

2 Section 2 : D ata  co llection . This section provides a review o f  10 o f  the most 
com m on methods o f  data collection. T h e  chapters discuss the most rel­
evant issues concerning systematic reviews and meta-analyses (Chapter 6); 
the use o f  archival data (Chapter 7); an overview o f  qualitative research 
methods (Chapter 8); interview s, focus groups and the D elphi technique 
(Chapter 9); experim ental and quasi-experim ental research designs (Chap­
ter 10); surveys and web research (Chapter 11); assessing cognitive processes 
(Chapter 12); longitudinal data collection (Chapter 13); diary studies, event 
sampling, and smart phone ‘apps’ (Chapter 14); and the design o f  organisa­
tional interventions (Chapter 15).

3 Section 3 : T h e  nitty g r itty : data  an alysis. This collection o f  eight chapters 
discusses what to do w ith data once it is collected. These chapters focus 
on the different methods o f  treating missing data (Chapter 16); prepar­
ing data for analysis (Chapter 17); content analysis and them atic analy­
sis (Chapter 18); conducting ‘real’ statistical analyses (Chapter 19); using 
m ediation test and confidence intervals w ith bootstrapping (Chapter 2 0 ); 
the use o f  structural equation m odelling (Chapter 2 1 ); multilevel m odel­
ling (Chapter 2 2 ); and finally data assessments via social netw ork analysis 
(Chapter 23 ).

4 Section 4 : R esearch  d issem in ation . T h e  final section consists o f  two chap­
ters w hich discuss the two main methods to w rite up and disseminate

2 Paula Brough



Introduction 3

thesis research, namely, a discussion o f  how  to publish research (Chap­
ter 2 4 ), and finally, the key considerations in w riting up research for theses 
and organisational reports (Chapter 25 ).

I am extrem ely grateful to the esteem ed group o f  experts featured in  this 
collection, w ho each provided thoughtful discussions about these 24  perti­
nent topics im pacting applied psychological research and related fields. I am 
appreciative o f  m y invitations answered from  all over the world w ith enthusi­
asm from  key leaders in  their fields. This has provided the b ook  w ith a strong 
international perspective, w hich was my goal, for none o f  these research issues 
are lim ited to any one specific geographical context. I also aimed to ensure rep­
resentation o f  the chapter authors from  all fractions o f  applied psychology (e.g., 
clinical, organisational, social, occupational health, developmental, forensic, and 
cognitive) and a variety o f  related fields (e.g., business, law, managem ent, m ath­
ematics, and com puter science).

I believe this b ook  has achieved m y aims o f  providing an initial ‘one-stop 
shop’ for those at the early stages o f  conducting applied psychological research. 
All researchers regardless o f  their level o f  experience are certainly encouraged 
to produce high quality research w hich offers a meaningful contribution to the 
advancement o f  applied psychological knowledge. I hope this b ook  directly 
assists you to achieve this research quality w ithin your own project, and also 
conveys to you the excitem ent and enthusiasm for research and its multiple 
processes, w hich I and all the chapter authors readily expressed.

W ith  my very best wishes for your research adventures!
Professor Paula Brough
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Section 1

Getting Started

This first section o f  this book focuses on the initial research planning and design 
stages.The four chapters here will furnish you with valuable information about 
what research is all about and will hopefully help you to answer your own basic 
question o f  why you are doing all o f  this. These chapters remind you about 
the value o f  designing y o u r research so that it can actuahy have an impact 
(Chapter 2) and o f  how to decide upon your research sam ple and how to 
recruit (and retain) your research participants (Chapter 3). Chapter 4 provides 
essential information about how to conduct ethical research, and Chapter 5 
discusses how to choose and/or design research  m easures for inclusion in 
your study.
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2 Designing impactful 
research

Paula Brough and Amy Hawkes

Introduction: ensuring research has impact

T h e necessity o f  spending sufficient tim e designing a research project can­
not be emphasised enough. In practice, research projects are often influenced 
by tim e, resources, or sampling constraints, and these are, o f  course, the key 
‘research lim itations’ com m only listed in  both  published research articles and 
research theses. It is unfortunate that producing research w hich has relatively 
little im pact (other than for the researcher themselves) is quite easy to accom ­
plish. W e acknowledge that a student’s experience o f  research training gained 
via the production o f  a research thesis is a viable outcom e in  itself. However, we 
also recognise that student research projects can often produce minimal other 
im pact (i.e., for an organisation and/or for scholarly know ledge), and this is 
often a consequence o f  an inadequate project design. Appropriately designing 
a research project to produce useful insights and actual advances in knowledge 
requires tim e and thoughtful consideration. A llow ing for insufficient tim e to 
thoroughly design a project is a com m on mistake made at all levels o f  research. 
In this chapter we discuss five o f  the basic features o f  applied psychological 
research w hich are essential to consider in the appropriate design o f  research 
and w hich maxim ise the opportunities o f  research achieving an actual external 
impact.

The applied scientific method
T h e training in how  to conduct impactful research is a continuous develop­
mental process that is improved w ith direct experience and w ith the value 
o f  hindsight. However, good research is also directly inform ed by the exist­
ing scholarly evidence and the critical consideration o f  key research principles, 
namely those o f  the scientific method. As researchers we are taught the basic 
principles o f  conducting good science, w hich in sum consists o f  the planned 
inclusion o f  ‘reliable and valid measures, sufficient and generalisable samples, 
theoretical sophistication, and research design that promotes causal generalisa­
tions’ (Sinclair, W ang, &  Tetrick, 2 0 1 3 , p. 397). Additionally, as applied research­
ers, appropriate considerations must also be given to the implications o f  the
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research for society, organisations, and/or other end users. Pertinent discussions 
o f  the evolution o f  the scientific m ethod for applied psychology research are 
plentiful and are recom m ended for further reading (e.g., Gurung et al., 2016 ; 
Hubbard, 2016). These discussions also include notable critiques o f  pertinent 
research issues, such as the recognition o f  com m on weaknesses (e.g., bias, rep­
licability), avoiding arbitrary choices o f  analyses (e.g., Ioannidis et al., 2014), 
and an understanding o f  conceptual and terminological diversity, w hich is the use 
o f  multiple names w ithin the literature for the same essential ideas (Sinclair 
et al., 2013 ). T h e  com ponents o f  the applied scientific m ethod identified can 
be considered as a useful guide to planning and designing research projects. W e 
discuss these five research principles in m ore detail here and strongly encour­
age researchers to confirm  that their projects do adequately address each one 
o f  these principles.

T h e  inclusion o f  reliable and valid measures

It is rare for a psychological construct to be assessed by ju st one specific meas­
ure. Instead, multiple measures com m only exist w ithin the literature purporting 
to assess any single construct. For example, even a construct as specific as psy­
chological burnout is typically assessed by one o f  three instruments: the Maslach 
Burnout Inventory (M BI) (Maslach, Jackson, &  Leiter, 1981), the Copenhagen  
Burnout Inventory (C BI) (Kristensen, B orritz , Villadsen, &  Christensen, 2005), 
and the Oldenburg Burnout Inventory (O L B I) (Halbesleben & D em erouti, 2005). 
However, a very com m only assessed construct such as jo b  satisfaction is meas­
ured by a multitude o f  different instrum ents, some o f  w hich assess jo b  satisfac­
tion w ithin specific occupations such as human services (Spector, 1985) and 
nursing (M ueller &  M cCloskey, 1990 ; Stamps & Piedm onte, 1986). O ther jo b  
satisfaction measures are targeted m ore generally across workers from  multiple 
occupations (e.g., Brayfield & R o th e , 1951 ; Lam bert, Hogan, &  B arton , 2001 ; 
Seashore, Lawler, M irvis, &  Cam m ann, 1982 ; Warr, C o ok , &  Wall, 1979), while 
other ‘measures’ o f jo b  satisfaction are devised o f ju s t one item ; for a pertinent 
review o f  these single item  assessments, see, for example, W anous, R eich ers, and 
Hudy (1997).

T h e  diligent researcher is therefore recom m ended to amass the multiple 
measures o f  each research construct from  the literature and review each meas­
ure for appropriate levels o f  validity and reliability (as well as other character­
istics such as relevance to the research sample, e tc .). These two psychom etric 
characteristics for each measure should be described w ithin the thesis (both 
as reported w ithin the literature and as produced by the researcher’s project), 
thereby clearly demonstrating evidence for the suitability o f  each individual 
measure included in  the research. W ith  such an array o f  published measures 
to choose from, the inclusion o f  an instrum ent w ith inadequate psychom etric 
characteristics (e.g., a scale reliability coefficient o f  below  .70) is difficult to ju s ­
tify w ithin a research thesis and is indicative o f  an inadequate level o f  research 
skills and/or com prehension. It is, therefore, surprising and very unfortunate 
how  often measures described by inadequate psychom etric characteristics are
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actually included in  post-graduate research projects. A  m ore detailed discussion 
about the selection o f  appropriate research measures is provided in Chapter 5 : 
‘Instrum entation’.

T h e  inclusion o f  sufficient and generalisable research samples

O ften  applied psychological research is restricted by the access to an appropri­
ate research sample. T h e  inclusion o f  a relatively easy to access (‘convenient’) 
undergraduate student research sample is often utilised w ithin pilot studies 
testing new  methods or measures. However, the m ajority o f  applied research 
requires the inclusion o f  specific ‘real life ’ samples such as full-tim e workers, 
school children, or clinical health populations. C ertainly the ability to publish 
applied research may be restricted for studies w holly reliant on student research 
samples; for pertinent discussions, see, for example, Dipboye and Flanagan 
(1979) and Gordon, Slade, and Schm itt (1986). This restriction is prim arily due 
to the relevance o f  the research, that is, the degree to w hich a student sample 
can adequately represent a ‘real life’ sample, or the degree to w hich  the research 
results can be generalised to a ‘real life ’ sample.

T h e  development o f  electronic survey administrations has increased the scope 
for including large samples w ithin research investigations. T h e  tim e and costs 
associated w ith hard-copy pen and paper survey administrations are no longer 
considered to be limitations for the design o f  electronic-based survey-based 
research. Instead, for example, researchers often have the capacity to sample all 
workers w ith access to a com puter employed by an organisation, as opposed 
to sampling only a small proportion o f  workers w ith hard-copy surveys. T he 
development o f  com puter m odelling for data analysis (e.g., structural equation 
m odelling, or SEM ) has also increased the need for large numbers o f  survey 
respondents, w hich in turn has also resulted in large samples o f  workers being 
invited to participate in research investigations (taking into account participant 
non-response and attrition). T h e  inclusion o f  large research samples in research 
investigations is accom panied by a num ber o f  strengths and weaknesses w hich 
require consideration, and these are discussed in m ore detail in Chapter 3 in this 
book: ‘Research  sampling’, as well as elsewhere (e.g., Sarpy, R abito , &  G old­
stein, 2013). Two key advantages o f  large research samples, for example, are o f  
course that concerns about statistical power and the representativeness o f  the 
respondents are greatly reduced. However, questions about the representative­
ness o f  the research respondents to workers external to a specifically sampled 
organisation or em ploym ent sector, or even a specific country or geographical 
region, are now  increasingly being raised (e.g., Brough et al., 2013) and hence 
require appropriate consideration in the research design stage.

T h e  inclusion o f  evidence o f  theoretical sophistication

As noted earlier, it is paramount that a research investigation is designed on 
the premise that it is able to contribute to current scholarly discussions o f  the 
research topic. This requires dem onstration by the researcher that they are aware



o f  these current discussions and also aware o f  the w ider older research w hich 
inform s these discussions. Failure to conduct a thorough literature review can 
produce instances o f  ‘reinventing the w heel’, simple replications o f  existing 
research, or the omission o f  key theoretical approaches and/or research co n ­
structs. R esearch w hich purports to introduce ‘new ’ measures or constructs 
should especially take care to ensure the genuine novelty o f  these constructs 
and should appropriately demonstrate that the new  measure/construct is not 
simply re-badging existing tools/variables, as is m ore broadly described by con­
ceptual or terminological diversity, noted previously.

T h e  issue o f  theoretical sophistication also includes consideration being 
given to the advancement o f  scholarly know ledge by actually building on exist­
ing research findings and recom m endations. O n e pertinent example o f  w here 
research recom m endations are often ignored — and the research field conse­
quentially suffers from  stagnation — is the continued popularity o f  designing 
and conducting cross-sectional research investigations for the study o f  concepts 
w hich are well established as a process rather than a state, such as the stress 
and coping process, for example. Despite repeated calls for stress and coping 
research to incorporate longitudinal research designs (Biggs, Brough, &  D ru m ­
m ond, 2 0 1 7 ; Brough, O ’D riscoll, Kalliath, C ooper, &  Poelmans, 2 0 0 9 ; Taris & 
Kom pier, 2 014 ; Zapf, D orm ann, &  Frese, 1996), the vast m ajority o f  investiga­
tions in this field still adopt cross-sectional research methods. This, o f  course, 
is prim arily because cross-sectional research is easier, cheaper, and quicker to 
conduct and analyse com pared to research based on longitudinal designs, but 
consequently does little to advance our knowledge o f  the process o f  stress and 
coping (see also Brough, D rum m ond, &  Biggs, 2018). Thus, due consideration 
must be given to both the specific topic being investigated and its appropriate 
m ethod o f  assessment in order to adequately address the issue o f  theoretical 
sophistication.

T h e  inclusion o f  research designs that promotes causal generalisations

A  com m on mistake w hen w riting the hypotheses and results o f  a cross-sectional 
research investigation is to describe the associations betw een the research vari­
ables using language w hich implies a causal relationship, i.e ., X  predicts Y  or X  
causes Y. Even though a research investigation may have been designed based 
upon an independent variable ‘having an im pact’ upon a dependent variable, 
and we may test this ‘im pact’ w ith multiple regression analyses, w hich (some­
what confusingly) describes independent variables as ‘predictor’ variables, i f  this 
investigation is cross-sectional, then it is unable to demonstrate any causality. 
Cross-sectional research designs only inform  us o f  ‘associations’ or ‘relationships’ 
w hich exist betw een the variables, and this is the correct term inology to adopt 
in the w rite-up o f  this research. Longitudinal research designs w hich assess how 
a variable impacts upon a second variable over tim e do provide a test o f  causal­
ity, although this is dependent upon a ‘suitable’ tim e lag occurring; see Chap­
ter 1 3 . ‘Longitudinal Data C ollection ’, for a detailed discussion o f  this point.

10 Paula Brough and Amy Hawkes
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As we noted earlier, the inclusion o f  a research design w hich does test causal­
ity remains in the m inority w ithin applied psychological research. This is despite 
repeated reviews promoting the need for this research and calling for researchers 
to conduct m ore investigations based upon longitudinal or quasi-experim ental 
research designs, for example (e.g., Brough & Biggs, 2 0 1 5 ; Brough & O ’D riscoll, 
2 0 1 0 ; Taris &  Kom pier, 2 0 1 4 ; Z ap f et al., 1996). B o th  experim ental and quasi- 
experim ental research designs in  the field o f  applied psychology are discussed 
in detail in  Chapter 10 o f  this b ook . W hile  we acknowledge the increased dif­
ficulties associated w ith conducting research investigations based upon longitu­
dinal or quasi-experim ental research designs, these difficulties alone should not 
actively hinder their use.

T h e  inclusion o f  research implications fo r  the end users

O n e o f  the prim ary aims o f  applied psychological research is to provide in for­
m ation and/or an ou tcom e for the end user, be that a client, an organisation, a 
research participant, or such like. R esearch  articles and theses com m only pro­
vide this evidence in  a section headed ‘practical im plications o f  the research’, 
in  addition to a section discussing the ‘theoretical im plications’ . It is im p or­
tant that the practical im plications or outcom es o f  the research are duly co n ­
sidered in the initial research design stage, and it is surprising how  often this 
consideration is lacking. So it is im portant to actually consider and specifi­
cally describe how  an em ployee self-report survey, for exam ple, w ill actually 
improve the w orking conditions for the respondents and w ill improve the 
social and/or financial outcom es for the sampled organisation. Such co n ­
siderations are doubly im portant for research, including an intervention  or 
training com ponents. This process o f  research evaluation  should be considered 
during the research design process and form ally built in to  the research pro ject, 
but it is surprising how  often this evaluation process is not considered in  suf­
ficient detail.

In their recent chapter discussing the research evaluation process, Brough, 
Cam pbell, and Biggs (2016) emphasised the im portance o f  identifying exactly 
why a research intervention succeeds or fails and how any success can best be 
objectively assessed. Thus, the purposeful design and adoption o f  evidence-based 
practices is a core characteristic o f  applied research, and this certainly includes a 
form al research evaluation process. Brough et al. (2016) described a basic model 
o f  the research evaluation process, consisting o f  four key characteristics:

1 A  fo r m a l n eed s assessm en t. To ascertain that the intervention is actually 
required for the specific research participants and to identify the specific 
behaviours or procedures requiring change.

2 T h e  in te rv e n tio n . Appropriately designed to achieve the identified 
changes and including a consideration o f  how  both  organisational (macro) 
and individual (micro) processes may im pact on the intervention success 
(see also Biggs & Brough, 2 0 15 ; Brough & Biggs, 2015).



3 Im p r o v e m e n t o f  p e r fo rm a n c e . D em onstrating via objective evidence 
that the intervention actually did improve the goals specified in the needs 
assessment. Careful consideration o f  the appropriate length o f  tim e required 
to show evidence o f  any im provem ent is required.

4 F e e d b a c k  p ro cess . Feedback about the im pact and difficulties experi­
enced during the intervention stage is necessary for organisational learn­
ing and development and to ensure the validity and efficacy o f  any future 
delivery o f  the intervention programme. This simple research evaluation 
process is illustrated in Figure 2 .1 :

12 Paula Brough and Amy Hawkes

Figure 2 .1  A  basic research evaluation process 

Source: From  (Brough et al., 2 016 ), cited w ith perm ission

Conclusion

In this chapter we have focused on the intrinsic principles w hich govern good 
psychological research, focusing specifically on the five key characteristics o f  
the applied scientific m ethod. D ue to space restraints we have not addressed 
the m ore basic research com ponents such as types o f  research variables (e.g., 
independent and dependent variables), associations betw een these variables (e.g., 
direct, indirect, moderating, and reciprocal relationships), and the development 
o f  research hypotheses and research models. This inform ation is o f  course, also 
essential in the research design process and does require appropriate considera­
tion (see, for example: Badia & R unyon, 1982; Becker, 2 005 ; Creswell, 2013 ; 
Goodw in, 2 009 ; Marks & Yardley, 2 0 04 ; Som m er & Som m er, 1991; Spector & 
M eier, 2014). W e discussed how the five key characteristics o f  the applied sci­
entific m ethod should each be duly considered by researchers in the design o f  
research w hich aims to have an external impact. These five characteristics consist 
o f  the inclusion o f  reliable and valid measures; the inclusion o f  sufficient and 
generalisable research samples; the inclusion o f  evidence o f  theoretical sophisti­
cation; the inclusion o f  research designs that promotes causal generalisations; and 
the inclusion o f  research implications for the end users. In the discussion o f  the 
research implications for the end users we also described the four basic com ­
ponents o f  the research evaluation process and urged researchers to ensure this 
process is directly addressed by their research projects. In sum, this chapter sug­
gests that by directly considering each one o f  these five m ethodological charac­
teristics, a researcher will take the correct steps to ensure their research project 
is appropriately designed and actually does have some form  o f  external impact.
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3 Research sampling
A  pragmatic approach

Andrew Robertson and Chris G. Sibley

Research sampling: a pragmatic approach

Im agine you’re a dog. N ow  im agine that you spend a lot o f  your tim e trying to 
guess w here your family m em bers go w hen they leave you at hom e and drive 
away in the car each workday m orning. Y ou’re a highly intelligent dog, and so 
you base your guesses on your own experiences o f  being in the car. Based on 
these experiences, you know  that the options for w here your family drive to 
each m orning w ithout you are (a) the beach, (b) the dog park, (c) or the vets. 
You think this last one is unlikely as they only drive there w ith you once or 
tw ice a year.1 O f  course our hypothetical dog w ill never be able to reliably 
estimate w here its family drive to during the day w ithout it. First because, well, 
i t ’s a dog; but m ore im portantly because the dog’s sample o f  car trips is not 
random. T h e  sample is in  fact very seriously biased. B y  contrast, i f  the dog is 
only interested in trying to guess w here it is being taken w hen it gets taken in 
the car itself, then its previous experience should w ork quite well for guessing 
w here it is likely to go. In the first case the dog is not drawing a sample that is 
representative o f  the target population about w hich it wants to make guesses 
(where its family drive to w ithout it). In the second case the dog’s sample frame 
reliably represents the target population about w hich it wants to make guesses 
(where its family drive to w ith it also in the car).

T h e  basic concept o f  taking a sample that is representative o f  the population 
about w hich you want to make inferences is as critical to scientific research as 
it is to hypothetical dogs left alone at hom e. Sampling can also get com plex 
very quickly, and there are a large num ber o f  ways that you can design your 
sampling strategy or analyse your data to help increase the reliability and pre­
dictive validity o f  your estimates. In the first half o f  the chapter we describe the 
core concepts o f  sampling, including different types o f  samples, considerations 
about response rate, m argin o f  error, sample w eighting, and adjustment. In the 
second half o f  the chapter we outline practical recom m endations and present a 
series o f  hypothetical case studies for how  researchers m ight go about design­
ing a sample in  a variety o f  com plex organisational and research contexts, 
including examples from  com m on types o f  research based on our experience 
in  industry. W e also discuss factors to consider i f  you are on a lim ited budget



and relying on sampling from  undergraduate students or M turk (if this is the 
case, then a lo t o f  the other technical details in  this chapter about sample design 
are redundant).

Core concepts relating to sampling

Types o f  samples

For the purpose o f  this chapter w e’ve divided sampling into two broad categories -  
probability and non-probability. W h en  researchers discuss ‘scientific sampling’, 
they’re usually talking about probability sampling, w hich is also called random 
sampling. However, it can be costly, tim e consuming, and often impractical to 
collect a purely random sample. Alternative approaches are often used.

Probability sampling

Y ou’re using probability sampling w hen each person sampled has a know n 
probability o f  random  selection, or i f  i t ’s possible to calculate a person’s chance 
o f  selection. I f  you can’t do this, you’re using non-probability sampling.

Sim ple random sampling (a pure probability sample)

T h e simple random  sample is the building block for all scientific sampling. 
In a survey that employs simple random sampling, each respondent has an 
equal chance to be included. L et’s say you random ly select 300  employees in 
an organisation w ith a total w orkforce o f  2 ,0 0 0  and ask them  to com plete a 
questionnaire. L et’s assume that in this hypothetical sample, the response rate is 
100% , because the 300  employees were ‘com pelled’ by their C E O  to take part. 
This is a pure simple random  sample, because every one o f  the 2 ,0 0 0  employees 
has a know n and equal chance to be included. A  summary o f  this sample design 
is presented in Figure 3 .1 .

In reality, i t ’s nearly impossible to collect a purely random sample. T here are 
two reasons for this:

1 N on-response error (and response bias). Som e people w ill n ot respond to 
a request to com p lete  a survey. In fact, som e types o f  people, such as 
young m ales, are less likely to  respond than others. People opting not 
to  participate con trib u te  to  non-response error. I f  the people that do take 
part are meaningfully  d ifferent from  those w ho refuse, this creates response 
bias.

2 Non-coverage error. It can be difficult to invite everyone in a target popula­
tion to take part. For example, i f  you carry out a telephone survey o f  all 
adults living in a country, you will be systematically excluding people w ho 
do not have a landline. This is a type o f  non-coverage. This problem occurs 
w ith many different types o f  sampling, because very rarely do researchers 
have access to every individual in  the target population.
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Total workforce 
(N = 2,000)

Sim ple random 
sample

Sam ple 
(n = 300)

Prob. of selection 0.15

Figure 3 .1  Example o f  a simple random sample

Total workforce (N = 2,000) Sample (n = 300)

Operations 
(N = 1,570)

HR
(N  = 30)

Stratified random

Operations 
(n = 236) 
prob. of 
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HR 
(n = 5) 
prob. of 

selection 0.15
sample

ICT Sales
ICT Sales (n = 15) (n = 45)

(N = 100) (N = 300) prob. of 
selection 0.15

prob. of 
selection 0.15

Figure 3 .2  Example o f  a stratified sample

Stratified sampling

Stratified probability sampling can help to reduce the im pact o f  survey error. I f  a 
researcher knows in  advance that response rates w ill be lower or higher for cer­
tain groups, they can stratify their sample by know n characteristics in advance 
and target a specific num ber o f  respondents in each stratum. A simple example 
m ight be departmental group, w here two departments w ithin an organisation 
are less likely to com plete a survey than two other departments. I f  you know  in 
advance the department w ithin w hich each employee works, you can stratify 
the target population and target a specific num ber o f  employees w ithin each 
o f  four strata. To achieve the desired num ber o f  com pleted surveys w ithin each 
stratum, we may need to send out additional reminders or use other strategies 
to maxim ise response (e.g., incentives) w ithin a specific stratum. A summary o f  
this sample design is presented in Figure 3 .2 . This approach is still a probability 
sample, as long as you are randomly selecting the employees w ithin each stratum 
and each respondent has a know n chance o f  being selected.

Disproportionate stratified sampling

Continuing with this example, you might also apply a different selection prob­
ability to each stratum. That is, you might randomly select a higher num ber o f  
employees from departments w here you anticipate a lower response and vice 
versa (see Tables 3 .4  and 3 .5 , where we provide this inform ation for key fac­
tors in the N ew  Zealand context). This is know n as disproportionate stratified
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Total workforce (N = 2,000) Sample (n = 300)
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HR
(N = 30)
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sample
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Figure 3 .3  Example o f  a disproportionate stratified sample

probability sampling. You can also use this approach to over-select a particular 
group o f  respondents. L et’s say you’re interested to know  the views o f  IC T  and 
H R  staff, but based on your proportionate sampling scheme, you’ll only receive 20  
com pleted questionnaires from these departments in total. In this situation you 
may want to disproportionately over-select staff in these departments and under­
select staff in larger departments. A  summary o f  this sample design is presented 
in Figure 3 .3 . In this example w e’re attempting to survey all H R  staff, and w e’re 
over-selecting IC T  staff by almost half. Sales staff are still sampled proportionately, 
and operations staff are under-sampled. This approach can still be considered a 
probability sample. Each employee has a known chance o f  random selection.

You would be correct i f  you argued this sampling scheme is delivering an unrep­
resentative sample o f  employees at the organization; however, this can be corrected 
for at the weighting stage (we discuss this later). And again, it can often be worth it 
i f  you want to make inferences about small subgroups in the population.

C luster sampling

Som etim es it ’s im practical to attem pt to gather a pure random  sample. Take 
national d o o r-to -d o o r surveys as an example. A lthough it would be possible to 
random ly select 1 ,000  individual households in a country, it would be unfea­
sible to send an interview er to each random ly selected household. T h e  travel 
costs for each interview er would blow  any survey budget. In these circum ­
stances a m ore practical approach would be to stratify the cou ntry ’s geography 
in  som e way (e.g., high density urban, sem i-urban, provincial, and rural), ran­
dom ly select areas w ithin each stratum, and then carry out a ‘cluster’ o f  in ter­
views w ithin  each random ly selected area. This is still probability sampling 
because you’re able to calculate the probability o f  the area and person being 
selected. T h e  problem  w ith cluster sampling is people w ithin a cluster can be 
m ore similar to each other than they are to people in  other areas (e.g., similar 
ethnic identity or socio -econ o m ic status), w hich  leads to an unrepresentative 
sample. You can reduce the im pact o f  this on your survey estimates by select­
ing a larger num ber o f  areas and using a smaller cluster size (i.e., six interview s 
rather than 10 interview s per cluster), but o f  course this all adds to the cost.
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T h e  importance o f  response rates

I f  you’ve read this far you probably appreciate that response rates are im por­
tant in  survey sampling. Response rates are important. A  high response rate is an 
indication your sample is a good reflection o f  the population it was taken from 
and is not skewed toward or away from  any particular type o f  person. However, 
the response rate is not the only indicator o f  sample quality. It is easily possi­
ble to encounter situations w here a higher response rate may potentially pro­
duce a poorer quality sample. For example, the D epartm ent o f  Conservation 
in N ew  Zealand measured visitation to recreation areas in three different ways 
over eight years. Initially, questions were placed in a telephone ‘omnibus’ survey, 
w ith a range o f  other questions from  other clients. W h en  being invited to take 
part, respondents had no know ledge o f  the content o f  the survey. T h e  survey 
then moved to a customised telephone approach. U nder the customised approach, 
potential respondents were random ly selected and were sent a pre-notification 
letter explaining what the survey was about and that an interview er may 
call. Som e interview s were carried out using an online panel, but no pre­
notification letter was sent. This m ethod increased the response rate over 
the omnibus approach. Finally, the survey moved to a sequential mixed-method 
approach, where people were selected at random from  the electoral roll and sent 
an invitation via post to com plete an online survey. Those w ho didn’t com plete 
the online survey w ithin a given timeframe were then sent a paper-based self­
com pletion questionnaire. This m ethod delivered the highest response rate, but 
under this approach potential respondents find out m ore about the topic o f  
the survey, and in many cases may even see all the questions, before deciding 
w hether to take part.

T h e  risk w ith  giving people a lo t o f  in form ation  about a survey is that 
those w ho are m ore involved or interested in  the topic (and h ence also m ore 
likely to have visited recreation sites) are m ore likely to take part. Figure 3 .4  
shows the approxim ate response rates for each approach and reported rec­
reation area visitation over tim e. You can decide yourself w h ich  results are 
m ore plausible, but in  our op in ion  the data suggest that the visitation figure 
may be correlated w ith  the am ount o f  pre-interview  inform ation  given to 
respondents.

R esponse rates are declining in  many surveys around the globe. Table 3.1 
shows the declining response rate reported by Pew R esearch from  1997  (36%) 
to 20 1 2  (only 9%). However, w hile Pew reports some quite dramatic declines 
in response rate, their analyses indicate that samples w ith a low  response rate 
can still provide reliable inform ation about the population w hen designed well 
and w hen using sensible sample weights (Pew R esearch  C entre, 2012). T h e  
take-hom e message is not that response rates aren’t im portant. It’s that they 
should not be seen as the main driver o f  sample quality. M inim ising response 
bias is m uch m ore crucial for producing reliable population estimates. W e could 
probably increase the response rate for every survey by m aking the topic sound 
exciting and interesting, but we w ouldn’t be m aking the research m ore robust.
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Figure 3 .4  Sample estimate o f the proportion o f people w ho reported visiting a Department 
o f  Conservation recreation area in the past 1 2  months

Source: D epartm ent o f  Conservation Annual Survey, 2017

Table 3 .1  Response rates reported by the Pew R esearch C enter for typical household tel­
ephone surveys they conducted between 1997—2012

1997% 2000% 2003% 2 006% 2 009% 2 012%

C ontact rate 90 77 79 73 72 62
Cooperation rate 43 40 34 31 21 14
Response rate 36 28 25 21 15 9

N ote : C o n tact rate defined as percent o f  households in  w hich an adult was reached. C ooperation  rate 
defined as percent o f  households that yielded an interview. R esp on se rate defined as percent o f  house­
holds sampled that yielded an interview. R ates w ere calculated follow ing the A m erican  Association for 
Public O p in ion  R esearch  standards. Source: data reported in  report from  Pew R esearch  C entre (2012) 
assessing the representativeness o f  public opinion surveys

W eighting and adjustment

As m entioned earlier, a sample can never be truly representative, due to dif­
ferent types o f  sampling error (i.e., non-coverage and non-response error). To 
mitigate this, researchers will often ‘w eight’ their data. T h ey ’ll also do this w hen 
they’ve employed a disproportionate sample scheme, like in the sample above 
to illustrate disproportionate stratified probability sample. In the example in

Phone omnibus
(30-40% response rate)

Phone customised Self-completion, online/postal
(30-40% response rate) (45-55% response rate)
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Figure 3 .3 , we would need to calculate ‘cell weights’ for each cell in the table 
and assign that weight to each respondent based on w hich cell they’re in. Each 
m em ber o f  the operations team  would receive a weight o f  1 .3 , the H R  team 
0 .2 , the IC T  team  0 .3 , and the sales team  1.0 (we sampled the sales team  in  the 
correct proportion, so their responses are not up- or dow n-weighted). O n ce  
you’ve calculated the w eight for each respondent, com m on data analysis pack­
ages will allow you to easily apply it w hen you’re analysing your data. For m ore 
inform ation about sample weights, see Groves, Fowler, Couper, Lepkowski, 
Singer, and Tourangean (2004).

Sam pling error

Sam pling th eo ry  provides a m ethod  for d eterm in ing  the degree to  w h ich  
a result based on a random  sample may differ to the ‘tru e result’ ( i f  a cen ­
sus w ere taken). L e t’s say a poll o f  1 ,0 0 0  people found that 50%  supported 
interest b ein g  charged on  student loans, and 50%  opposed it. U sin g  E q u a­
tio n  3 .1 , w e could  say this result, based on a random  sample o f  1 ,0 0 0  p eo ­
ple, has a m argin o f  error o f  around + / - 3 .1  percentage points at the 95%  
con fid en ce level. In the form ula p  is the prop ortion  (p =  .5 ), and n is the 
sample size.

This means, i f  you were to re-run the survey 100 times, taking a random 
sample each tim e, in 95 o f  those times your survey estimate for percentage sup­
port/oppose would fall somewhere betw een 46.9%  and 53.1% . So we can say 
that we are 95%  confident that the ‘true score’ lies somewhere betw een these 
two values. You can see in  Figure 3.5 that the margin o f  error decreases with 
larger sample sizes, and as percentages move away from  50% . That is, for a given 
sample size, a poll result o f  10% or 90%  w ill have a lower margin o f  error than 
a poll result o f  50%.

I f  your population is small and know n (i.e., the total num ber o f  people w ork­
ing in a company, as opposed to the total num ber o f  people living in  a country), 
then you should instead use Equation 3. 2 . This version includes what is often 
referred to as the ‘finite population correction ’ (N  is the total population size).

(Equation 3.1) Margin o f  Errror

(Equation 3.2) Margin o f  Errror

You can also calculate confidence intervals for means as well as percentages. 
Equation 3 .3  is the standard formula for estimating a 95%  confidence interval 
for the sample mean. As w ith the margin o f  error for a proportion, i f  you were
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Figure 3 .5  95%  m argin o f  error as a function o f sample size and percentage estimate in 
sample

to rerun this survey 100 times, taking a random sample each tim e, in 95 o f  those 
times your survey estimate would fall somewhere w ithin this interval.

SD
(Equation 3.3) 95%  Confidence Interval =  M ean ±  1 .9 6 —̂ =-

Vn

D esign effects

W h en  you weight your data to adjust for sampling error or a disproportionate 
sampling scheme, you introduce a ‘design effect’. A  design effect increases your 
margin o f  error. D esign effects are calculated based on the degree o f  weighting 
required to adjust your sample to m atch the know n population characteristics. 
T h e  higher the design effect, the higher the margin o f  error. Essentially, w eight­
ing has a similar im pact to reducing your sample size. Y ou’ll sometimes hear 
researchers refer to the ‘effective sample size’, w hich is smaller than their actual 
sample size. This effective sample size is the size o f  the sample after accounting 
for the design effect.
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Common non-probability samples

Probability sampling can be expensive. Probability samples typically involve 
several steps to increase the representativeness o f  the survey by contacting the 
smallest num ber o f  people possible to achieve the target com pletion rate. This 
involves tim e and money.

Quota sampling

O n e alternative and m ore cost-effective approach to a probability sample is 
quota sampling, w hich was developed by the market research industry. U nder 
this approach, researchers set targets, or quota, based on certain demographic 
characteristics o f  the population, such as age, gender, or region. T h e  jo b  o f  the 
researcher thus changes from  trying to maxim ise the survey response rate to 
trying to achieve a specific target quota. O n ce  a target is achieved, all other 
respondents in that specific group are screened out and not interviewed.

Although this approach is often less expensive, there are some potential cons. 
These are:

1 Because you don’t know  in  advance w ho is going to be screened out, there 
is no way to calculate the probability o f  selection or margin o f  error. Sam ­
pling theory doesn’t apply.

2 This approach assumes that the people screened out o f  a quota are similar 
to the people w ho were interviewed. This may not be the case, as people 
screened out are those contacted later in the field w ork period, and people 
w ho are harder to reach may differ in many ways — for example being more 
likely to be shift workers, those w ith multiple jo b s , or those w ho are gener­
ally less likely to be hom e during the initial contact attempt.

Having said this, sometimes it is simply not possible or practical to conduct 
a probability survey. This includes situations w here your target population is 
a very small proportion o f  the overall population (such as people w ho have 
bought a car in the last six m onths relative to all car owners) or w here a very 
low  response rate is inevitable (such a people w ho w ork as manual labour­
ers and w ho have the lowest response rate in the N ew  Zealand Attitudes and 
Values Study; see Table 3 .5 ). In these situations, quota sampling is a pragmatic 
approach.

Undergraduate students

T h e  m ost w idely em ployed ad h oc samples are undergraduate psychology 
students. F or instance, from  1 9 9 0 —2 0 0 5 , 87 .7%  o f  the articles on  prejudice 
published in  the Jou rn a l o f  Personality and Social Psychology relied on  student 
samples (Henry, 2 0 0 8 ). This is w idely agreed to  be the leading jo u rn a l in



social psychology. O th e r top jo u rn als show a sim ilar preference for under­
graduate samples over this same tim e period , w ith  93 .8%  o f  the articles on 
prejudice in  Personality and Social Psychology Bulletin  and 98 .1%  o f  articles 
on  prejudice in  the Jou rn a l o f  E xperim ental Social Psychology  using student 
samples (Henry, 2 0 0 8 ). O n  the one hand, it seems that as a field, we know  
an awful lo t about the psychology o f  undergraduate university students in 
W E IR D  (W estern, educated, industrialised, rich , and dem ocratic) nations 
but possibly n ot quite so m uch about o ther populations (H en rich , H eine, & 
N orenzayan, 2 0 1 0 ; Sears, 1986 ). O n  the o th er hand, the extent to  w hich 
sampling undergraduates is problem atic depends upon w h eth er or n ot they 
adequately represent the population o f  interest for a given research question. 
Aside from  the obvious benefits o f  these students b eing  a relatively cheap 
(or free) and relatively captive audience, Dasgupta and H unsinger (2008) 
provided an excellen t sum m ary o f  the costs and benefits o f  focusing on 
undergraduate samples in  the study o f  prejudice and stereotyping. In our 
view, these same pros and cons apply to  the science o f  industrial and organi­
sational psychology,\ and applied psychology generally. W e reproduce their 
list in  Table 3 .2 .

Based on H en ry ’s (2008) num bers, you could  be forgiven for assuming 
that it is easily possible to have a successful career in  psychology or organi­
sational science and publish in  top jo u rn als in  the field by focusing solely on 
the study o f  undergraduate students. H ow ever, this assum ption m ight n ot be 
as valid now  was it was in  19 9 0 —2 0 0 5 . As the in com in g  editor o f  the Journal 
o f  Personality and Social Psychology, Kitayama (20 1 7 , p. 359) signalled his co n ­
cern  about the focus on undergraduate samples, and particularly those from  
N o rth  A m erican  and W estern European universities. In  his opening ed ito ­
rial for the jo u rn a l, he stated, for exam ple, that: “As E ditor, I w ill w eigh the 
inclusiveness o f  subject populations m ore seriously. U ltim ately, I believe that 
this in ten tional expansion o f  the subject base — n ot only in  size but also in 
diversity — in  our science is the best step toward addressing the challenges 
we face today” .

Table 3 .2  Costs and benefits o f  using undergraduate student samples

24 Andrew Robertson and Chris G. Sibley

Cons o f  using student samples
• R estricted  range in student samples is an obstacle to theory development
• Students lack particular psychological characteristics that are important to theory 

development
• Som e relevant workplace or other applied contexts cannot be captured in academic 

environments
Pros o f  using student samples
• Academic environments may contain theoretically interesting variables.
• Students possess theoretically interesting characteristics.
• Student samples provide an efficient means to develop theories before testing their 

generalisability in broader samples.

Source: Dasgupta &  H unsinger, 20 0 8 , p. 90—95



Facebook and social media

W ith  the advent o f  social media platforms such as Facebook and Twitter there are 
new ways to approach and solicit responses from large numbers o f  people. The 
most obvious o f  these is to use social media for snowball sampling by posting a 
link promoting an online questionnaire and encouraging Facebook friends and 
friends o f  friends, Twitter followers, etc., to com plete it. A nother obvious way 
to collect data via Facebook is by paying for targeted advertising. For example, 
you could pay to create an advertisement linking to an online questionnaire that 
appears on the news feeds o f  people w ho m atch specific demographics, such 
as gender or region. Facebook also allows advertisers to upload hashed (one­
way unique encrypted) databases o f  names and contact details that may then be 
matched to a similarly hashed version o f  Facebook’s own user database. W hen 
the contact details, name, email, etc., match with the details o f  existing Facebook 
profiles, then those people can then be sent a targeted advertisement. W e cau­
tion researchers using this approach to carefully consider the ethics o f  uploading 
a database (even a hashed one) o f  contact details from their sample frame for 
external matching.

There are also some less obvious and clever ways in  w hich social media can 
be used to sample specific and often hard to reach populations in certain cases. 
In an innovative study, Bhutta (2012), for example, used Facebook to collect a 
sample o f  about 4 ,000  baptised Catholics — and did so w ith little -to -n o  budget. 
Bhutta (2012) outlined the follow ing steps taken to achieve this:

1 Create a new  Facebook group to recruit potential participants w ho m atch 
the target population. Include a description asking group m em bers to for­
ward the invitation and invite others w ho fit the target criteria to also jo in . 
In B hu tta ’s (2012) case the target population were baptised Catholics, and 
the group was called ‘Please Help M e Find Baptized R o m an  C atholics!’

2 O n  the group page, provide evidence legitim ising the group and explain­
ing its purpose. For example, Bhutta (2012) included a list o f  anticipated
questions they planned to ask, a discussion and link to research justify­
ing non-probability sampling, links to the university website, and a list o f  
responses to com m only asked queries posted on the page.

3 C ontact the administrators o f  other similar groups on Facebook and ask
them  to advertise the group on their pages. In B hutta’s (2012) case, this was
other C atholic groups.

4 Bhutta (2012) then also sent a mass message to all o f  her Facebook friends 
encouraging them  to jo in  the group i f  they were eligible and to pass the 
message on to their friends. D epending on the focus o f  your research, you 
m ight, however, consider skipping this step i f  the target population does 
not have a high level o f  overlap w ith your social netw ork on Facebook.

5 Close the group before it exceeds the size at w hich the administrator is no 
longer able to send mass messages to all group m em bers. Consider starting 
a second group for overflow. A t the tim e w hich Bhutta (2012) collected
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their sample, Facebook imposed a lim it o f  5 ,0 0 0  members for the mass 
message function to work.

6 Send a mass message to all group m em bers inviting them  to com plete the 
online questionnaire.

W e suspect that this m ethod o f  data collection may w ork well i f  the target 
population shares some sort o f  com m on identity or social interest. It is also 
im portant to note that a key aspect o f  recruitm ent relies on providing details 
about the topic o f  study and w ho you are trying to recruit, so as to encourage 
people to jo in  the group. T h e  sample w ill thus tend to be biased toward people 
w ho are interested in  the research topic. That said, this remains an innovative 
and cost-effective m ethod o f  data collection that could be useful w hen these 
caveats are not o f  concern.

A m a z o n ’s M echanical Turk

Am azon’s M echanical Turk (or M turk) provides another low -cost and easy 
option for data collection (see Buhrm ester, Kwang, &  Gosling, 2 0 1 1 ; W oo, 
K eith, &  T hornton , 2015 ). M turk is an online crowdsourcing platform  in 
w hich researchers can pay people to com plete online questionnaires, experi­
ments, etc. You could argue that the most com pelling argument in favour o f  
M turk is that at least it is not an undergraduate sample. However, many o f  the 
same concerns about the lim ited focus on a small segment o f  the population 
and the inability to generalise to other populations remain. T h e  research litera­
ture in organisational psychology is experiencing a rapid increase in the use o f  
M turk samples (Keith, Tay, &  Harm s, 2017 ). However, very few articles in  lead­
ing organisational psychology journals published from  2 0 1 2 —2015  relied solely 
on M turk samples; most articles including an M turk sample are multi-study 
papers that also conceptually replicate or extend upon the effect o f  interest in 
another (non-M turk) sample. I f  you opt to collect an M turk sample (perhaps 
as a low -cost initial test-of-con cept), then it is sensible to supplement this with 
another sample drawn from  the population o f  interest collected using a more
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Table 3 .3  R eporting  checklist for M turk samples

W orker characteristics • Sample size
• Average age
• Gender (e.g., %Male)
• Education
• Percentage from U S
• Racial/ethnic makeup
• First language
• Employm ent status (full-time, part-tim e, unemployed)

Qualifications • Nature o f qualifications
Prescreens • Nature o f prescreen

• Im plementation o f  prescreen
• % Excluded based on prescreen
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Self-selection

Com pensation

Research design

A ttention checks

N um ber o f  participants agreeing to participate in main 
study
Bounce rate (when possible)
Com pletion rate (when possible)
Base payment 
Bonuses
Average task time 
Nature o f  research design 
Materials used 
Manipulations
N um ber o f  participants in each condition (experimental 
design)
Attrition rates/attrition rates per condition 
(experimental design)/attrition rates between waves of 
data collection (time-separated design)
T im e between waves o f  data collection (time-separated 
design)
Nature o f  attention checks
N um ber o f  participants removed from final analysis

Source: R eproduced  from  K eith  et al. 20 1 7 , Table 5

w ell-defined sampling design — assuming o f  course that the population o f  in ter­
est in  your research is not M turk workers per se.

For those w ho opt to use M turk samples for their research, Keith et al. (2017) 
provided an excellent discussion o f  design issues when using M turk (such as pre­
screening, compensation, and attention checks). Keith et al. also provided a report­
ing checklist for research using M turk samples, and we echo their recommendation 
that this checklist be followed when reporting M turk research (see Table 3.3).

Hypothetical case studies
In this section we integrate the content on sampling theory already covered and 
describe a series o f  hypothetical case studies outlining how  you could go about 
designing a sample in  a variety o f  com plex organisational and research contexts. 
These examples are drawn from  our own experiences w orking in  industry, run­
ning political polls, and managing a large-scale national probability longitudinal 
panel study, the N ew  Zealand Attitudes and Values Study. These case studies cover 
a wide range o f  different types o f  challenging sample designs and contexts that 
we have experienced in the last decade o f  w ork in the area and should provide 
a useful frame o f  reference for those w ho are starting out in  the organisational 
science or polling industries.

Case study one: estimating the cost o f  tax compliance among 
small and m edium  businesses

Summary of scenario

A governm ent agency wants to estimate the administrative costs that small 
and m edium  businesses incur w hen m eeting their annual tax obligations. They



decide to survey 1 ,000  businesses and ask a range o f  questions designed to 
measure the num ber o f  hours and other costs involved. They  know  a sample o f  
1 ,000  is com m on in  surveys and has a margin o f  error o f  + / -3 .1  percentage 
points at the 95%  confidence level.

Some o f  the key challenges o f  this scenario

1 Upwards o f  80%  o f  all businesses are very small or sole-traders (e.g., build­
ers, contractors). A  simple random  sample cannot be used, because we need 
to obtain robust estimates for small and m edium -sized businesses.

2 It’s necessary to under-select small businesses and over-select m edium  sized 
businesses so we can gain robust estimates for both  groups. However, given 
the population proportions (i.e., 80%  small vs. 20%  m edium ), the degree o f  
weighting required would be extrem e. This w ill have a large design effect and 
would increase the overall margin o f  error for the survey estimates, making 
them  less reliable. I f  you carry out an even num ber o f  interviews w ith small 
and large businesses (500 o f  each), after w eighting the data your sample o f  
1 ,000  would have an effective sample size o f  around 735.

3. R esponse rates are notoriously low  am ong businesses, so efforts are needed 
to maxim ise them  as m uch as possible. Because this research will be carried 
out using public money, it would be inappropriate to offer an incentive 
such as a prize draw.

Outline o f  how sampling could be approached

D ealing w ith the design effect is straightforward in  this scenario. I f  you boost 
your total sample to around 1 ,400  and instead survey 700  businesses in each 
group, your effective sample size will now  be larger (around 1 ,030), and this 
will give the governm ent agency the level o f  sampling error they’re w illing to 
accept. D ealing w ith the low  response rate is m ore difficult. M axim ising the 
response rate could involve a range o f  strategies. Firstly, you could mail a survey 
pre-notification letter from  the governm ent agency, signed by the C E O  or gov­
ernm ent minister. This would increase the legitim acy o f  the research. A  short 
tim e after sending the questionnaire, rem inder activity would need to begin. 
In the scenario, this m ight include a rem inder postcard to non-respondents, a 
second rem inder w ith a new  copy o f  the questionnaire (in case the first was 
lost or discarded), and then potentially rem inder telephone calls. An advantage 
o f  rem inder telephone calls is that in addition to giving businesses another 
reminder, you can also ascertain the reasons for non-response.

Case study two: estimating public support fo r  local 
governm ent amalgamation

Summary o f  scenario

A  governm ent agency needs to estimate public support for amalgamating 
several local councils. This is a politically charged topic, as people are often
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passionate about the needs o f  their local area. A  telephone survey was com m is­
sioned to gain a robust measure o f  support and to understand the key issues at 
play for residents.

Some o f  the key challenges o f  this scenario

1 A substantial proportion o f  the local population identify w ith a specific 
ethnic m inority  group that are less likely to have a hom e telephone.

2 T h e  views o f  the ethnic m inority  group are im portant. It’s also well known 
that the ethnic m inority  group represents a substantial portion o f  the pop­
ulation, and they are less likely to have a hom e telephone. W h ile  it would 
be possible to capture their views through the telephone survey (and up- 
weight their results), it is possible that those w ith a telephone differ from 
those w ithout a telephone.

Outline o f  how sampling could be approached

In this situation a good approach could be to  carry out a com bined  te l­
ephone and d o o r-to -d o o r survey. T h e  telephone survey could use a standard 
approach w here local telephone num bers are stratified by area and random ly 
generated (stratified random  sampling). T h e  d o o r-to -d o o r survey could ran­
dom ly select areas and interview  a cluster o f  10 people liv ing in each area 
w ho identify  w ith  the ethnic m in ority  group in  question (cluster sampling). 
In this scenario, it w ould be  a good idea to  ensure that the chance o f  select­
ing an area is in  proportion to num ber o f  people from  the ethnic m inority  
group w ho live in  the area. D oin g  this ensures your d o o r-to -d o o r survey is 
going to increase the num ber o f  responses from  those in  the ethnic m inority  
group.

Case study three: randomly selecting passengers at a border crossing

Summary o f  scenario

A border protection agency needs to estimate its rate o f  success at preventing 
risk items from  crossing the border. Passengers can go through six different 
levels o f  biosecurity screening, from  no screening (just walking the border) 
through to full inspection o f  them  and all their belongings.

Some key challenges to sampling in this scenario

1 B order protection staff are trained to risk profile and target certain types 
o f  passengers for certain types o f  risk goods. This is a problem for sampling 
because i f  a staff m em ber is targeting people for the purposes o f  estimating 
the rate o f  success at detecting risk item s, their selection is non-random . 
Assuming their targeting is m ore accurate than chance, this will result in  an 
overestimation o f  the proportion o f  people detected w ith at-risk items.



2 Passengers can pass through a num ber o f  different screening points at the 
border. C ritical to the approach is the need to sample passengers once they 
have passed through the last possible screening point (i.e., have ‘made it 
through all screening’). This is the only way to estimate the effectiveness o f  
screening points.

3 Som e screening procedures have a higher frequency o f  passengers passing 
through them  than others. For example, m ore people m ight walk straight 
through w ith no screening than those w ho are targeted for full and exhaus­
tive inspection.

Outline o f  how sampling could be approached

A  specific team  o f  border staff should be recruited and trained to use random 
selection and not to target people based on any sort o f  risk profile or their own 
stereotypes. Selection procedures need to be standardised across each screen­
ing point. Critically, selection needs to take place after the passenger has passed 
through all screening points and there is no other possibility for the passenger 
to be targeted by standard screening operations (e.g., no possibility o f  being tar­
geted by sniffer dogs next to the exit). T h e  selection procedure would also need 
to include details about w here those carrying out selection should stand (e.g., 
how  far behind all screening points), what to do w hen a group o f  passengers 
(e.g., a family) is passing through at the same tim e, and what to say to passengers 
w ho are selected (e.g., ‘you have been selected for additional screening, this is 
random ’) . Finally, to estimate the success o f  each type o f  screening, passengers 
passing through low -frequency screening points (e.g., full check) need to be 
oversampled relative to passengers passing through high-frequency screening 
points (e.g., walking straight through).

Case study fo u r : the N ew  Zealand Attitudes and Values Study

I f  you have the funding to support it, then nothing beats conducting your own 
large-scale national probability sample.2 T h e  benefits o f  a large-scale simple 
random sample o f  a nation’s population (or adult population) are numerous. For 
example, you will by default generate a random  sample o f  people o f  all differ­
ent occupations, all different levels o f  education, different types o f  employment 
status, level o f  socio-econom ic status, and so forth. T h e  N ew  Zealand Attitudes 
and Values Study (NZAVS) is one such study.

T h e  initial wave o f  the N Z A V S drew a random sample o f  2 5 ,0 0 0  people 
from  the N ew  Zealand Electoral R o ll  in 2 0 0 9 .3 T h e  sample frame thus repre­
sented registered voters aged over 18 in  N ew  Zealand. People have to be pub­
licly listed on the electoral roll, barring case-by-case concerns about privacy. 
T h e  roll is available for scientific and health research and includes postal in for­
m ation, occupation, names, and a D O B  range (but not email or phone num ­
bers). T h e  electoral com m ission estimate that the electoral roll contains about
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89%  o f  eligible voters. Because the sample was random , everyone listed on the 
roll had an equal chance o f  being selected, and the roll overlaps closely with 
the target population o f  interest (adult perm anent residents o f  N ew  Zealand).

T h e  N Z A V S contacted the 2 5 ,0 0 0  selected people by posting them  an 
inform ation sheet and a pen-and-paper questionnaire. O ne thing to note is that 
the inform ation sheet clearly explained how  participants were selected from  the 
electoral roll and that this inform ation was available for research purposes. T h e  
study also offered a grocery voucher prize draw o f  $ 1 ,0 0 0  vouchers in  total. 
O n e com m on option for this type o f  design would be to also include a pre­
notification letter (letting people know  they have been  selected and to expect 
the questionnaire in the mail) and one or m ore reminders for people w ho do 
not respond. T h e  N Z A V S did not employ pre-notifications or follow-ups for 
the initial sample, but i f  the funding is available, then this is som ething to con ­
sider, as it can increase the response rate.

T h e  response rate to the 2 0 0 9  initial N Z A V S postal sample was 16.2% .4 
Tables 3 .4  and 3 .5  provide a breakdown o f  the response rate for different sam­
ple characteristics that were also available in  the electoral roll. As can be seen, 
people w ith different demographics (e.g., age, occupation, SES) are not equally 
likely to respond. This is im portant to know  because it indicates that the likeli­
hood that som eone responded to the N Z A V S questionnaire differed depend­
ing on their dem ographic characteristics, such as their SES or occupation. This 
in turn could bias the sample. For example, w om en were far m ore likely to 
respond than m en, and this can be broadly seen from  the different response rates 
based on title/prefix, w ith those listed as ‘M r’ having a response rate o f  13.4%  
and those listed as ‘M iss’, ‘M rs’ or ‘M s’ having response rates o f  15.7% , 18.8%

Table 3 .4  Differential rates o f  response for age and regional deprivation in a random postal 
survey

Response rate Total N

Age categories
Age 1 8 -2 5 16.1% 1,152
Age 2 6 -3 5 11.6% 3,924
Age 3 6 -4 5 14.6% 4,610
Age 4 6 -5 5 16.3% 5,179
Age 5 6 -6 5 19.5% 4,194
Age 66 and over 18.3% 5,941
Total 16.2% 25,000

Regional Deprivation
1 -  lowest deprivation 19.5% 2 ,654
2 18.0% 2,646
3 16.7% 2 ,454
4 17.0% 2,336

(Continued)
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Table 3 .4  (Continued)

Response rate Total N

5 17.6% 2,347
6 16.8% 2,361
7 16.3% 2,206
8 14.4% 2,182
9 13.0% 2,089
10 -  highest deprivation 12.1% 2,006
Residual/missing 15.2% 1,719
Total 16.2% 25 ,000

N ote : T hese data are based on the first random  postal sample from  the N ew  Z ealand Attitudes and Values
Study  collected in  20 0 9 . T h e  sample frame was 
selected from  the N ew  Zealand electoral roll.

2 5 ,0 0 0  registered voters in  N ew  Zealand, randomly

Table 3 .5  Differential rates o f response for title/prefix and occupation in 
survey

a random postal

Response rate Total N

Title
D r 23.1% 121
Miss 15.7% 3,319
M r 13.4% 10,051
Mrs 18.8% 6,028
Ms 20.7% 1,778
Residual/missing 18.0% 3,703
Total 16.2% 2 5 ,000

O ccupation
Managers 18.3% 2,703
Professionals 23.9% 3,975
Technicians and trades workers 14.6% 1,908
Com m unity and personal service workers 17.3% 949
Clerical and administrative workers 21.1% 1,452
Sales workers 16.6% 950
M achinery operators and drivers 13.6% 619
Labourers 12.8% 1,229
Residual/uncoded 13.1% 11,215
Total 16.2% 2 5 ,000

N ote : T hese data are based on the first random  postal sample from  the N ew  Z ealand Attitudes and Values 
Study  collected in  20 0 9 . T h e  sample frame was 2 5 ,0 0 0  registered voters in  N ew  Zealand, randomly 
selected from  the N ew  Zealand electoral roll.

and 20 .7% , respectively. O ften , these types o f  biases are determ ined after the 
fact based on com parison w ith census inform ation or other know n properties 
o f  the population, and the post-stratification sample weights are estimated to 
correct for such biases. D ifferent response rates for different ethnic groups are 
one form  o f  sampling bias that is often corrected for after the fact.
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The information provided in Tables 3 .4  and 3.5 may be valuable to researchers 
w ho have access to large sample frames such as an electoral roll, w hich may often 
include similar demographic characteristics. In such a case, you could use the 
information we have provided to estimate the expected response rate for those 
o f  a particular occupation, age group, etc., in advance o f  data collection. Looking 
at Table 3 .5 , if, for example, you had access to a sample frame with information 
about occupation, then you might opt to oversample machinery operators and 
drivers and labourers because you know from the N ZAVS that they are less likely 
to respond to postal questionnaires relative to professionals and clerical and admin­
istrative workers. T he information we provide about the differential response rates 
for age groups, those living in less or more deprived regions, and those with dif­
ferent titles/prefixes (as a proxy for gender) could all be useful for this purpose.

Conclusion

O n ce you know  a little b it about sampling theory it is easy to pick holes in 
sample designs and describe why no design is perfect. N o sample design is per­
fect. In our view, the jo b  o f  a good survey researcher is not to design the perfect 
sample (hence, survey researcher, not census researcher), it is to understand why 
you can’t; to identify sources o f  error in  your sampling design, whatever they 
may be; and to put strategies in  place that mitigate these sources o f  error where 
possible -  all on a lim ited budget. There are many decisions involved in  decid­
ing upon and designing a sampling strategy. H ere is a list o f  some o f  the com ­
m on decisions you should consider (with the caveat that things can, o f  course, 
get far m ore com plex than any simple list o f  bullet points can do ju stice  to).

A  b rief decision guide fo r  sample design

1 D efine the population you want to study. This could be adults in  your country, 
or people w ith a particular occupation, or people w ho are likely to vote in 
an upcom ing election, or people w ith a specific health condition, etc.

2 D efine your sample fram e and determine sources o f  non-coverage. This could be 
landline telephone numbers, the electoral roll (if you are lucky enough to 
have access), people walking past a particular corner on a street, a list o f  
email addresses o f  employees, people w ho respond to an advertisement, etc. 
Try to use a sample frame that has a high level o f  overlap w ith your target 
population and hence minimises the extent o f  under-coverage (i.e., m ini­
mises the extent to w hich your sample frame does not reliably overlap with 
your target population).

3 Consider sources o f  response bias. These could be based on differences in 
response rates for a particular group (such as younger men) or some peo­
ple being m ore w illing than others to respond to your survey because o f  
the specific topic (sometimes it can be better to make the topic sound 
boring, rather than exciting, especially i f  your target population includes
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people w ho may not be interested or enthusiastic about the topic you are 
studying).

4 Decide on how  you are going to measure responses. M ake a decision about 
w hether you will use a self-report pen-and-paper questionnaire, use inter­
viewers w ho read out the questions, use an online questionnaire, have 
research assistants observe and code behaviour, or collect your measures in 
some other way.

5 Decide on whether to measure your foca l question o f  interest as a categorical, count, 
or continuous variable. Is your key question asking about supporting one 
thing versus another or voting for one party versus another (a categorical 
measure), or is your focal question better suited to being measured as a 
count variable (the num ber o f  times som ething happened) or as a con ­
tinuous variable, such as the relative strength o f  agreem ent w ith a series o f  
attitude statements.

6 Decide on how wide a margin o f  error you are willing to accept. M ake a deci­
sion about how accurate you want your estimate to be. This is a little more 
tricky, as it can depend on what percentage level o f  support you observe 
for a categorical (yes/no) survey question or on the standard deviation o f  
your responses for a continuous (disagree to agree Likert-style) question. For 
example, do you need to be confident that the estimate based on your sample 
data is within 2% o f  the population, 3% o f  the population value, 5% o f  the 
population value, etc.? A  general rule o f  thumb for a poll is that you should 
collect about 1,000 people, w hich gives a margin o f  error o f  about 3%.

7 Estimate your expected response rate. M ake an inform ed guess about your 
likely response rate. Try to base this on inform ation about response rates o f  
other similar studies, using similar sampling strategies and similar types o f  
questions (and that take about the same am ount o f  tim e to com plete).

8 Calculate how many people you need to sample. This calculation should be 
based on at least two things. First, how wide a margin o f  error you are w ill­
ing to accept, and second, your expected response rate. For example, i f  you 
want your sample to have a 3% margin o f  error, then you need to collect 
responses from  about 1 ,000  people. I f  you expect your response rate to be 
about 15% , then to collect responses from  1 ,000  people you would need 
to sample about 7 ,000  people (that would give you 1 ,050  responses at a 
response rate o f  15%). This gets m ore com plex i f  you need to also account 
for design effects.

9 Calculate how many people you need to sample (Part II). I f  your research involves 
conducting statistical analyses beyond simple percentage estimates, such as 
multiple regression, structural equation m odelling, or A N O V A , then you 
should also conduct power analyses to determ ine how  large a sample size 
you need in order to reliably detect the effect you are predicting, given 
that it actually exists. In this case, you must determ ine your sample size in 
advance. Estim ating required sample size for power analysis can get quite 
com plex and depends on a lot o f  factors. Faul, Erdfelder, Lang, and Bucher 
(2007) and M uthen and M uthen (2002) provide excellent guides on how 
to conduct power analyses for different types o f  statistical models.
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Notes
1 O ne o f  us (C S), can’t help but wonder i f  this is actually so far away from the truth about 

what his dog does spend tim e doing w hen left alone during the workday.
2 This is a fairly large ‘i f ’ . O ften compromises will have to be made w hen designing the 

sampling strategy for smaller-scale research projects. In such cases, existing data from 
large-scale national probability samples can be invaluable both for validating your own 
m ore focused sample frame, or i f  you can get access to an existing national probability 
dataset, then using that data and perhaps collecting a supplementary sample w ith a more 
in-depth and focused set o f  measures o f  the specific population o f  interest (such as people 
w ith a particular type o f occupation).

3 T h e N Z A V S also included two other samples o f  10 ,000 and 5 ,500 people at time one 
w hich were conducted separately and also employed various other sample designs to 
refresh the sample during subsequent waves. Here, we describe only the initial 25 ,000  
random sample.

4 O ne thing to note in passing is that subsequent random samples conducted as part o f  the 
N Z A V S and following the same procedure have shown a steadily decreasing response rate, 
w ith the latest response rate to a 2017 random sample being 9% .
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4 Research ethics for human 
research and legal issues

Gary Allen and Olav Muurlink

Ethical practice
It is relatively easier to understand ethical practice in  terms o f  what it is not. 
It is widely agreed that researchers w ho engage in fabricating or falsifying 
data or results or engage in  plagiarism fall into the category o f  what M artin ­
son, Anderson, and D e Vries (2005) famously referred to as ‘scientists behaving 
badly’ (p. 737). Extrem e cases have been reported in the media, w ith a recent 
example including Scientific M edicine’s ‘R esearch Leader o f  the Year 2 0 0 5 ’, W o o - 
Suk Hwang exposed as technically a ‘good’ scientist w ho had com m itted a 
host o f  frauds in  stem cell and cloning laboratories that were exposed by a 
com bination o f  internal peer review and investigations by the media (Saun­
ders &  Savulescu, 2008 ). These extrem e cases tend to suggest misbehaviour is 
rare, and good behaviour is the norm . However, a 20 0 9  meta-analysis o f  stud­
ies (Fanelli, 2009) assessing falsifying/fabricating practices suggests that at least 
2% o f  scientists admit to this practice (assuming also then that some scientists 
falsify and/or fabricate w ork w ithout admitting to it). However, over a third o f  
scientists admit to straying into the grey area o f  questionable research practices 
(Q R P s), w hich includes misrepresentation, inaccuracy, and bias (Steneck, 2006). 
Again, the figure probably underestimates the real extent o f  Q R P s , w ith the 
prevalence figures relying on the accuracy and honesty o f  scientists’ self-reflection. 
Cases o f  Q R P s  that appear in peer-reviewed papers appear to be sharply increas­
ing, although w hether this is evidence o f  an increase in fraud or a greater w ill­
ingness o f  journals to police integrity is unsure (Steen, 2011), but pressure to 
publish is likely to play a role. O ne o f  the oft-cited  cases o f  misconduct is a 
physicist w ho published at the rate o f  almost a paper a w eek until his work was 
discredited (Service, 2003).

Form al ethics approval processes are becom ing a prerequisite o f  human 
research in  many jurisdictions, but the rise o f  the ethics com m ittee does not 
necessarily correspond w ith a rise in  ethical practice. T h e  question ‘Have you 
done ethics yet?’ is com m only posed to research students and researchers not 
in the spirit o f  ‘Have you understood the ethics implications o f  your study yet?’ 
but instead refers to the bureaucratic process. W h eth er or not a compliance/ 
enforcem ent m odel -  and the associated adversarial tone to interactions that



can develop betw een researchers, ethics reviewers, and research office staff -  is 
counterproductive has not been  the subject o f  form al research. Evidence from 
studies on com pliance and enforcem ent approaches to learning in general sug­
gest that intrinsic incentives to assist ‘scientists to behave themselves’ are likely 
to be m ore effective (Kohn, 2006). This chapter does not discuss what a research 
institution can do to adopt the m ore constructive resourcing reflective practice 
approach, but suggested reading on this m atter can be found at the end o f  this 
chapter.

Similarly, a m ore constructive approach to the design o f  ethical research pro­
je cts  in  psychology may well involve careful reflection before a form al research 
ethics review is prepared. Similarly, the ethical researcher understands that 
responsibilities don’t end w ith the m om ent a project receives form al ethics 
approval. R e a l ongoing responsibility continues through the data collection, 
analysis, and the production o f  research outputs. T h e  pressure to com m ence 
a project is perhaps understandable, but this is countered by increasing public 
scrutiny on the previously sheltered world o f  research.

This chapter utilises a com ponent approach to the design o f  a project. N ot 
every project will necessarily have all the com ponents described here; they may 
occur in a different order, and they may be m ore iterative -  such as in  participant- 
directed action research. It is not our intention to imply this is the only way to 
appropriately design psychology, but in a sense, action research offers one o f  the 
m ore ethically nuanced approaches.

Reasons for conducting research
Ethics com m ittees are increasingly being asked to ju d ge not ju st w hether a pro­
je c t  carries significant ethical risk but w hether the benefits o f  the project justify 
that risk. T h e  ‘publish or perish’ dictum  is not a reason that these com m it­
tees acknowledge. It isn’t generally acceptable to conduct psychology research 
purely on a w him  or for the sake o f  idle curiosity -  especially i f  there is a risk 
o f  harm  or significant burden upon others. Thus, it is essential to have -  and be 
able to articulate -  a clear sense o f  why the research is being conducted. W ill 
the project make a likely contribution to academic, scientific, clinical, or other 
knowledge or practice? For some research designs there may be a hypothesis 
or theory to explore, but that isn’t essential for research to be ethically sound.

Building a rationale for conducting a particular project is in this sense not 
dissimilar to building a case for accepting a research article for publication: per­
tinent questions should be addressed, such as: ‘Is the research project founded on 
a body o f  previously published w ork?’ and conversely, ‘D oes this project extend 
previously published w ork?’ W h en  w riting ethics applications or research arti­
cles for submission to good journals, rejections com e from  not being able to 
answer these questions in the affirmative and demonstrate that this is the case. 
Having said that, one w ell-cited  author in the field suggests that 85%  o f  m edi­
cal research studies (including clinical trials, w here ethical scrutiny is high) 
‘are not useful’ (Ioannidis, 2 0 1 6 , p. 1). Ionnadis also describes the features that
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makes research ‘useful’, and these include linking the research to an identifiable 
problem  and context; identifying an ‘inform ation gain’, ensuring the context 
w here the research applies has some pragmatic ‘real life ’ as opposed to idealised 
value; and ensuring the research demonstrates value for money, feasibility, and 
transparency.

There is also an additional consideration less com m only seen in applications 
that com e before ethics review panels. Panels that handle many applications 
may fail to recognise the less visible costs o f  not conducting a particular study. 
This occurs, for example, in cases w here there is risk, but the risk plausibly 
includes risks o f  not conducting the project. R esearch  projects w ith designs 
that were com m on in  the 1960s and 1970s would generally be difficult, but 
not impossible, to replicate today. It would be interesting to see how  an eth­
ics panel would review M ilgram ’s early 1960s research that saw participants 
deceived into thinking they had used electric shocks to ‘train’ humans to the 
point o f  cardiac arrest! However, in  2 0 0 9 , Burger (2009) successfully replicated 
M ilgram ’s obedience-to-au thority  studies. T h e  study was considered ethically 
sound after recom m endations from  the institution’s ethical review board. T h e  
recom m ended changes to the experim ent included m aking 150 volts (rather 
than 450  volts) the top o f  the ‘shock’ range and screening out participants w ho 
previously had been  diagnosed w ith a psychiatric disorder or w ho were taking 
m edications for em otional difficulties.

This view -  that research needs to say som ething new  in  order to be w orth 
doing and publishing -  needs to be contrasted w ith the ethical question o f  
the consequences o f  repressing replication studies. Bornstein  (1990), remarked 
that in  the social sciences replication studies were ‘difficult to publish . . . and 
present some special m ethodological and interpretative problems for research­
ers’ (p. 72). Yet, in  Google Scholar, a 2 0 1 7  search for the exact phrase ‘failure to 
replicate’ or similar phrases yields tens o f  thousands o f  results, demonstrating the 
value o f  replication studies as a form  o f  exacting peer review. For researchers 
proposing a replication study, the pertinent issue is clearly justifying the need 
for a replication.

In reality, the vast m ajority o f  published research observes a tension betw een 
being novel and being based on tried and true methods. B ein g  aware o f  and 
drawing upon previous studies not only increases the likelihood a planned pro­
je c t  w ill be successful, safe, and respectful, it is m ore likely to be considered 
favourably by a research ethics review body. Grounding new  projects in exist­
ing research also helps ensure that risks are minimised, managed, or mitigated 
to a level that is close to established norm s. Similar to the value in acknow l­
edging the overlap betw een a current research project and the body o f  work 
that came before it, the key here is being transparent. Failure to disclose even 
on m inor matters can becom e m ajor ethical issues, and even relatively serious 
errors can be forgiven i f  acknow ledged in a transparent manner. It is important 
to consider, for example, w hether the researchers have any potential conflicts 
o f  interest w ith regard to their proposed project. T h e  presence o f  such conflicts 
probably w o n ’t automatically com prom ise a project, but a failure to disclose or



otherwise appropriately manage a conflict could do so. Consequently, research­
ers are urged to err on the side o f  caution w hen considering i f  they have poten­
tially perceived conflicts o f  interest.

Expertise and capacity issues
D octoral-level training doesn’t automatically qualify one to conduct research, 
and even w hen researchers, in their enthusiasm to explore and publish, fail to 
reflect on their suitability for a project -  in terms o f  accreditation, experience, 
and expertise -  then ethics com m ittees certainly do. C om p lex  projects may 
well require a team  to cover the range o f  skills, but in addition to possessing the 
technical com petence to com plete a project, research leaders are also required to 
have the cultural and social skills required to navigate cultural protocols, beliefs, 
and traditions. Clearly articulating, in advance, the roles different team  members 
will play and aligning those roles to their demonstrable skills are essential in 
ensuring this elem ent o f  ethical practice is ‘right’. Equally, it is im portant to map 
out w hether individuals will require professional development and supervision. 
B y  clearly identifying a research team ’s expertise and roles w ithin the proposed 
project, it is then easier to identify i f  a team  needs to be expanded to bring in 
further expertise, and also the implications w hen a researcher leaves the pro­
je c t  team. This kind o f  preparation is optimal for achieving both research and 
ethical goals. However, most national human research ethics standards merely 
require research ethics review bodies to consider the expertise o f  researchers to 
safely and successfully conduct a proposed project. Discussing research w ith the 
First N ations in Canada, Schnarch (2004), for example, argued that ‘appropri­
ate’ expertise extends all the way to the language used in creating materials for 
research and for final results reporting.

A nother form  o f  ‘resources’ w ith ethical implications is the financial w here­
withal and the issue o f  suitable facilities/equipment to com plete the study. 
Superficially, this may appear to be m ore a research governance than ethical 
matter. It may not norm ally be the role o f  a research ethics com m ittee to 
review the budget for a project, but the ethical question is to ask w hether it is 
fair for research participants to ask them  to give up their tim e, be exposed to 
risk, or otherwise accept the burdens o f  participation i f  a project is going to 
be closed down early because o f  insufficient funds? As the risks inherent in a 
project increase and as the perceived benefits o f  the project decrease, this ques­
tion becom es m ore pressing. Such considerations may be especially acute i f  it 
could leave harms unaddressed (e.g., participants being exposed to a stimulus 
intended to elicit stress w ith the follow -up strategy intended to extinguish the 
negative feelings). Should a project proceed and find itself foundering due to 
lack o f  funds, researchers need to consider w hether it is possible to salvage data 
and achieve some o f  the planned outcom es. R ep o rtin g  the failure to com plete, 
is increasingly a requirements o f  ethical review panels, but beyond the statutory 
requirem ents, research leaders need also to consider reporting the implications 
to participants.
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Data and design
O n e o f  the advantages o f  the increasing form ality and stringency o f  ethics 
review processes is that it encourages researchers to w ork through the processes 
o f  the research project before it is taken into the field or the laboratory. This 
is particularly im portant w hen considering how  data w ill be generated, co l­
lected, retrieved, or accessed to achieve the pro ject’s stated objectives. Increas­
ingly, in  an era o f  cloud-based storage o f  data, questions are being asked about 
data security -  especially regarding research conducted online (N osek, Banaji, & 
Greenwald, 2 0 0 2 ; and also see the discussions in Chapter 11 in this book  about 
w eb-based research).

T h e  diversity o f  research designs and m ethodologies means discussing the 
research challenges inherent in designs is too extensive to address w ithin this 
chapter. Each research design has its ow n ethical peculiarities, challenges, 
strengths, and weaknesses. For example, an online survey that doesn’t collect 
personally identified inform ation m ight seem ideal for collecting frank accounts 
about attitudes on a sensitive and contentious topic, but it m ight also exclude 
some im portant voices (e.g., som eone w hose disability and living circumstances 
m ight make the com pletion o f  the survey unrealistic) and m ight create unfor­
tunate and stressful problems for researchers (e.g., being unable to act i f  a par­
ticipant uses the survey to indicate an intention to self-harm ). W h en  researchers 
are also participants, or participants are co-researchers (within action research 
or co-design approaches, for example) this makes it relatively difficult to control 
and predict ethical risks and requires experienced researchers to navigate all 
the implications. Increasingly, ethics com m ittees like to see evidence that the 
processes have been thought through, looking favourably on ‘run sheets’ show­
ing how  interviewers will conduct focus groups, for example, or instructions or 
protocols issued to research assistants. These steps may feel premature or oner­
ous at the ethics application stage, but they are m ethodologically good practices 
for research that m ight otherwise be only loosely planned.

Participants
M ost principle-based national human research ethics frameworks include 
respect as a core ethical principle, extolling the imperative that participants be 
respected as human beings rather than m erely a means to an end. T h e  Helsinki 
D eclaration, for example, states that ‘w hile the prim ary purpose o f  . . . research 
is to generate new  knowledge, this goal can never take precedence over the 
rights and interests o f  individual research subjects’ (W M A , 2 014 , paragraph 8). 
This principle is relevant for both  prim ary and secondary data (for example, see 
Chapter 7 in this book  discussing the use o f  archival data). For research based 
on secondary data, the human focus and the associated rights and interests 
are reduced but not eliminated. E thical considerations are still relevant. W hile 
consent may have been  given for one particular purpose, it may not have been 
given for the purpose determ ined by the secondary data researcher.
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W hen participants are to be directly involved in a project, it is im portant to 
consider how  they will be initially contacted and form ally recruited, w hether 
they will be subject to any screening, and w hether these strategies could expose 
them  to risk (in some cases the fact som eone was approached about partici­
pating in  a project could be cause for embarrassment or even physical harm ). 
For example, in domestic violence cases, extrem e caution is urged in cases 
w here participants may still be at risk o f  violence, in case the mere involve­
m ent in research may pose a risk. Typical o f  the approaches taken to mitigate 
this is a study by Coker, Follingstad, Garcia and Bush (2017), w ho followed 
extrem e caution in telephone interviews w ith their study participants consist­
ing o f  w om en w ho had experienced intim ate partner violence w hile undergo­
ing treatm ent for cancer. Interviewers asked the female participants i f  they were 
alone or i f  som eone m ight listen in  on the call, and i f  w om en did not feel safe 
to com plete the interview, the interview  would be rescheduled. Even w hen it 
proceeded, the interviewers provided a safe word or phrase that could be used 
to end the call im m ediately and w ithout suspicion. O th er studies take place in 
safe zones w here participants are physically removed from  any threat.

Screening can be a risk-mitigation strategy, but again, consideration needs to be 
given as to the relevant expertise and suitability o f  the screener, how the process 
is documented, and in some cases, what potential participants are told -  including 
those eliminated by the screening. These are not only key considerations for good 
design and practice o f  psychology, but these are also matters that will be o f  interest to 
research ethics review bodies and can help build positive relations with participants.

Building positive relations w ith participants has im portant ethical im plica­
tions. Particularly in  vulnerable or im portant m inority  populations that may 
need to be studied again in future, a researcher has an obligation not to ‘burn 
bridges’ for future researchers. Som e m inorities have characteristics -  such as 
genetic rarity -  that make them  o f  high value to the research community, but 
they can develop ‘research fatigue’ (Clark, 2 0 08 ), and researchers should be 
particularly alert to creating a good research experience in such cases. A nother 
com m on feature in national frameworks is discussions about the vulnerability 
o f  w hole categories o f  persons whose welfare needs to be safeguarded from  any 
m aleficence by researchers. T h e  response to this (perception of) vulnerability is 
not always straightforward. D oes your research design or materials effectively 
com pound that vulnerability and disempower the target population by reinforc­
ing negative messages? T h e  risk that researchers are a source o f  actual harm  to 
vulnerable groups needs to be acknowledged. Finally, R osenthal (1994) usefully 
suggested that researchers should think o f  participants as a ‘granting agency’, or 
in m ore current terms a ‘donor’ or ‘in -k in d ’ support to a project, rather than as 
m ere experim ental ‘fodder’. Shifting the mindset o f  researchers in this direction 
improves the chances o f  a project being respectful and ethical at the same time.

Consent
In the previous section, the challenges o f  dealing w ith vulnerable populations 
was discussed, including instances o f  w hen vulnerability and consent interact.
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T h e researcher can take a cautious approach and eliminate vulnerable samples, 
or those w ho may lack the capacity to make full inform ed consent, but is the 
generalisability o f  the study then lim ited to the non-vulnerable? D oes the fact 
a cohort o f  participants have an intellectual im pairm ent m ean they can never 
make an inform ed decision about participating? In longitudinal studies, does 
consent obtained at T im e 1 also apply to T im e 2?

C ontem porary standards in  ethics require that consent needs to  be explicitly 
obtained. To illustrate current standards, a recent large-scale study by Face- 
b o o k , w here researchers defended themselves against a consent issue by talk­
ing about the fine print em bedded in F acebo ok ’s term s o f  use, caused a furor. 
T h e  case demonstrates that one cannot ethically ‘get around’ consent through 
a purely legal approach. Even extending consent in  the opposite direction 
can have its pitfalls. T h e  long quasi-legal package that has b eco m e the default 
approach to consent o f  many researchers is not the optim al way to facili­
tate inform ed and voluntary consent. Unless potential participants have legal 
qualifications, these form s m erely offer the appearance o f  inform ed consent 
and may result in participants being confused rather than inform ed. Finally, 
over-inform ing participants o f  study intent can contravene the scientific m erit 
o f  the study, rendering its com pletion a waste o f  participants’ time. P sycholo­
gists are particular aware o f  the risks o f  disclosing to participants to o  m uch 
about w hat they expect to find in case expectancy effects im pact the partici­
pants’ responses (Price, Finniss, &  B en ed etti, 2008).Finally , hyper-claiming or 
over-claim ing (telling granting agencies, ethics com m ittees, or participants 
that the research w ill achieve ends it is in  fact unlikely to achieve) is a par­
ticularly unwise and unethical approach. O ver-claim ing can underm ine the 
w hole notion  o f  ‘in form ed ’ consent.

Outputs and after
There is a reasonable contention that research is not truly com plete until the 
results have been w idely disseminated; this is especially true i f  public funds have 
supported the research. Equally, m odern academe can be fairly criticised for an 
obsession w ith publication that results in researchers slicing data into increasing 
thin servings to maxim ise output and to behave in  ways that conform  to ‘exist­
ing practices, paradigms, and approaches’ (Bouchikhi &  Kimberly, 2 0 0 1 , p. 79) 
rather than genuinely seeking the advancement o f  knowledge.

Physicist Jeffrey Scargle’s famous paper on publication bias (1999) noted 
that in  the social sciences a ‘study is [too often considered] w orthw hile only 
i f  it reaches a statistically significant positive conclusion’ (p. 92). This is a sub­
set o f  a broader ethical issue: most university research is publicly funded, and 
increasingly the funders are demanding that results are published in open-access 
journals (Suber, 2012) despite residual prejudices against such journals. W hile  
m aking data available through open data sites is the next step in observing 
the spirit in w hich funding is made available to researchers, as we noted ear­
lier, providing future researchers access to what amounts to secondary data has 
ethical implications. O n  the positive side it m ight reduce the burden on highly



researched populations, w hile on the negative, issues o f  privacy and extended 
consent and stringent requirements for de-identifying data com e into play.

W e’ve discussed earlier the prejudice against pure replication studies and 
the associated favouring o f  studies that confirm  hypotheses (Greenwald, 1975). 
These are problems that can be ethically overcom e by researchers summarising 
results and including them  in research reports favoured in  open publication sites 
such as Researchgate or simply on university sites — or m ore controversially 
in journals such as the Journal o f  Articles in Support o f  the N ull Hypothesis. These 
approaches improve science by allowing the inclusion o f  otherwise unpub­
lished studies that collectively may better represent reality (Scargle, 2000).

Conclusion

As influential psychologist R o b e r t R osenthal persuasively argues, ‘bad science 
makes for bad ethics’ (1994 , p. 128), and this chapter has suggested that the oft- 
maligned ethics review process can in fact be perceived positively. T h e  question 
o f  the quality o f  the research design o f  a study may again seem to be outside the 
rem it o f  an institutional ethics review panel, but rather than taking an adver­
sarial or defensive view  o f  the recom m endations o f  a panel, feedback from  eth­
ics panels can be used to hone designs. They  are, in a sense, an additional layer 
o f  peer review w hich includes m em bers o f  the laity.

Further reading
T h e U.S. O ffice o f  Human Protections maintains an excellent compilation o f  international 

human research ethics arrangements (which is updated annually): www.hhs.gov/ohrp/ 
sites/default/files/international-compilation-of-human-research-standards-2017.pdf
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5 Instrumentation

Stephen A. Woods

The importance o f measurement in applied psychology
Are you a scientist? T h e  default answer for applied psychologists is o f  course, 
‘yes’. Yet how  do you know? In the absence o f  com m on physical markers 
o f  being a scientist, it m ight be argued that perhaps values play a key part; 
presumably you think scientifically and value evidence, logic, critical reason, 
and research in  form ing conclusions? K now ing and follow ing the ‘scientific 
m ethod’ for research and problem  solving would also be a good indicator o f  a 
person’s status as a scientist. Nevertheless, I am certain these propositions can be 
(in fact, are, and will continue to be) debated philosophically.

Actually, m uch about what it means to be a scientist in our everyday thinking 
is subjective perception. So, at the outset o f  this chapter, I intend to make a bold 
claim and establish an axiom  o f  science: careful measurement. Regardless o f  the 
phenom ena being studied, in pursuit o f  understanding, all scientists must measure 
those phenom ena carefully in order to draw reliable and replicable conclusions.

Operationalizing research: deciding what to measure

In all forms o f  measurement in  research in applied psychology, it is necessary 
to take decisions about what to measure and how  to measure. It is critical to 
separate the two parts. R esearch questions and theory dictate the what, w hich 
in turn determ ines the how. In follow ing a rational-em pirical m odel o f  research, 
the task o f  the researcher is to translate research problems into answerable ques­
tions and then to use theory to present a rational proposal about the answer to 
the question and an explanation about why the answer is expected. This is the 
starting point o f  assembling research instrum entation: i.e ., theory testing.

W hetten  (1989) sets out the features o f  sound theory. For the purposes o f  
measurement, it is critical that the individual com ponents and factors o f  the 
theory are identifiable and their pattern o f  relationships specified. These fac­
tors form  the measurement targets in the research. Operationalizing the factors 
involves defining them  in such a way that permits straightforward measure­
m ent, and in practice, the degree o f  effort required for this step varies depend­
ent on the nature o f  the factors.
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For example, in a theoretical explanation o f  the relations o f  personality and 
jo b  perform ance in custom er service, we would likely draw on past research 
(e.g. meta-analyses; B arrick  & M ount, 1991) that report such associations. In 
almost all o f  these studies, the B ig  Five personality factors (extraversion, agreea­
bleness, conscientiousness, em otional stability, and openness) form  the basis o f  
measurement o f  personality traits. These five trait areas are well evidenced in 
personality structure research (e.g. W oods & Anderson, 2 0 1 6 ; Jo h n  & Srivastava, 
1999 ; M cC rae & Costa, 1997) but also are measured frequently. In this case, our 
theorizing could justifiably discuss how perform ance behaviour in service jo b s  
aligns to the traits o f  the B ig  Five. In this case, the factors w ithin the theory are 
defined operationally from  the outset (i.e., our research w ill involve measuring 
the B ig  Five).

An alternative situation would be to propose a general theoretical relation­
ship. For example, we could propose that workers w ith higher w ell-being are 
m ore productive (see W oods, 2 0 08 ), because their positive affect and sense o f  
attachm ent to their employer leads them  to be m ore motivated to w ork hard. 
H ere there are three main factors to operationalize: w ell-being, perform ance, 
and motivation. W ell-being could be defined as jo b  satisfaction and organiza­
tional com m itm ent (M eyer & Allen, 1991). Perform ance could be operational­
ized in a num ber o f  ways but would depend greatly on the jo b s  that participants 
do. I f  they all w orked in sales, then we m ight look  at objective productivity 
indices. However, i f  they w orked in a variety o f  different roles, then we might 
operationalize perform ance as general task proficiency or organizational citi­
zenship behaviour (i.e., being a helpful, proactive colleague; W illiam s & Ander­
son, 1991). M otivation m ight be operationalized in different ways, such as drive 
for perform ance, sense o f  meaningfulness, goal orientation, extrinsic and intrin­
sic m otivation, or positive affect. Past theory and research would help us decide 
the most appropriate.

A final form  o f  research situation would be one in w hich there is little past 
theory and research that clearly points to ways o f  operationalizing the research. 
For example, a human resource manager may be interested to evaluate w hether 
staff training in stress m anagement has led people to feel m ore in control o f  
their perceptions o f  stress and ability to cope w ith demands. H ere, the need is 
to measure the outcom e o f  the training. In such a situation, the literature might 
help provide a general grounding in  the nature o f  stress perceptions and cop­
ing ability, but the specific nature o f  the organization, jo b , and training being 
evaluated w ill also influence the operationalization o f  the outcom e variables 
and how they are measured. In short, some new  measurement instrum ent is 
probably needed (discussed further later).

This example also illustrates the intersection o f  measurement and research 
design: it should be clear that a pre- and post-m easurem ent design is optimal to 
exam ine change after the training, and ideally an experim ental design in w hich 
a control group is also measured would make the research most robust (see 
Chapter 10 for further inform ation). C om m on research design problems that 
are relevant for instrum entation include avoidance o f  com m on m ethod bias
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(Podsakoff, M acK enzie, Lee, &  Podsakoff, 2003) and appropriate positioning o f  
measurements in longitudinal designs (Ployhart &  Vandenberg, 2010).

Measurement scales and their basic properties
T h e remainder o f  this chapter is focused on the application o f  quantitative 
measurement scales. M any o f  the principles around using measurement scales 
in research also apply to other quantitative measurement techniques (such as 
behavioural observation). For clarity, a scale is a set o f  survey items designed to 
measure a focal construct. In B o x  5 .1 , there are presented a num ber o f  short scales 
published in  the literature. Respectively they measure jo b  satisfaction, task per­
form ance, and extraversion from  the B ig  Five. It should be clear from  reading 
the items in  the scale that each one is focused on a specific construct and that 
the items share a high degree o f  consistency.

In the classical m odel o f  testing, this consistency represents the com m on core 
o f  the items. T h e  classical m odel explains that theoretically, each item  measures 
a part o f  the construct. To measure the construct perfectly, a researcher would 
need to use a hypothetical ‘universe’ o f  possible items to measure the construct 
(Kline, 1999). In practice, scales are typically 12 items or fewer, and so meas­
urem ent o f  constructs is im perfect and subject to a degree o f  error. In research 
studies, testing the accuracy o f  a measure involves estimating or quantifying the 
am ount o f  error through analyses o f  reliability.

Box 5.1 Examples o f published measures 

A  job satisfaction scale

This set o f  items deals w ith various aspects o f  your jo b . Indicate how 
satisfied or dissatisfied you feel w ith each o f  these features o f  your present 
jo b .

Indicate how satisfied or dissatisfied you are by using this scale:

1 =  H ighly Dissatisfied
2 =  Som ew hat Dissatisfied
3  =  N eutral
4 =  Som ew hat Satisfied
5 =  H ighly Satisfied

Items Satisfaction level

1 T h e  physical w ork conditions.
2 T h e  freedom  to choose your own m ethod o f  working.
3 Your fellow workers.
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4 T h e recognition you get for good work.
5 Your im m ediate boss.
6 T h e  am ount o f  responsibility you are given.
7 Your rate o f  pay.
8 Your opportunity to use your abilities.
9 Industrial relations betw een managem ent and workers in  your firm.

10 Your chance o f  prom otion.

To score this scale, simply add up the responses to each item , and divide 
by 10 (i.e. the num ber o f  items).

Adapted from: Warr, P., C ook, J .,  & Wall, T. (1979). Scales for the measurement o f 
some w ork attitudes and aspects o f  psychological well-being. Journal o f  Occupational 
Psychology, 52, 1 2 9 -1 4 8 .

Measuring task performance

U se the follow ing items to rate the perform ance o f  a colleague, subordi­
nate, or supervisor. U se the rating scale below:

This person:

1 Adequately com pletes assigned duties.

Alm ost N ever 1 2 3 4 5 Almost Always

2 Fulfils responsibilities specified in  the jo b  description.

Alm ost N ever 1 2 3 4 5 Almost Always

3 Performs tasks that are expected o f  him/her.

Alm ost N ever 1 2 3 4 5 Almost Always

4 M eets form al perform ance requirements o f  the jo b .

Alm ost N ever 1 2 3 4 5 Alm ost Always

5 Engages in  activities that w ill directly affect his/her perform ance 
evaluation.

Alm ost N ever 1 2 3 4 5 Almost Always

6 N eglects aspects o f  the jo b  he/she is obligated to perform.

Alm ost N ever 1 2 3 4 5 Almost Always

7 Fails to perform  essential duties.

Alm ost N ever 1 2 3 4 5 Almost Always
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Williams, L . J .  & Anderson, S. E . (1991). Job  satisfaction and organizational com m it­
m ent as predictors o f  organizational citizenship and in-role behaviours. Journal o f  
M anagement, 17, 6 0 1 -6 1 7

Measuring Conscientiousness from the Big Five
To what extent do you perceive the follow ing to be an accurate descrip­
tion o f  you?

1 =  H ighly inaccurate
2 =  Som ew hat inaccurate
3 =  N eutral
4 =Som ew hat accurate
5 =H ighly  accurate

In general, I. . .

1 A m  always prepared
2 Follow  a schedule
3 Pay attention to details
4 Like order
5 G et chores done right away
6 A m  exacting in my work
7 Leave my belongings around.
8 M ake a mess o f  things.
9 O ften  forget to put things back in their proper plac

10 Shirk m y duties.

International Personality Item  Pool. (2001). A  scientific collaboratory fo r  the 
development o f  advanced measures o f  personality traits and other individual differ­
ences. R etriev ed  M arch 25 , 2 0 0 1 , from  O regon R esearch Institute w eb­
site: http://ipip.ori.org.

Reliability
T h e reliability o f  a test is evident in two properties: (1) the extent to w hich the 
test produces scores that are stable over tim e and (2) the extent to w hich the 
items on a test are consistent.

Stability over time

T h e first and most straightforward way to measure test reliability is to exam ine 
w hether the scores obtained are stable over tim e (test-retest reliability). T h e

http://ipip.ori.org
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viability o f  this technique depends on the construct being measured and the 
extent to w hich, theoretically, it is assumed to be stable over a given tim e inter­
val. A n assumption o f  trait theories o f  personality is that the attributes them ­
selves are reasonably stable in  the short term  (although it is now  accepted that 
traits do develop over longer periods; see W oods, Lievens, D e Fruyt, &  W ille, 
2013  for a review). Scores o f  people at two tim e points may be correlated to 
see the degree o f  stability, w ith high positive correlations (above 0 .7 , and ideally 
above 0.8) indicating that the scores are generally stable.

Internal consistency

Internal consistency analyses test the theoretical assumption that the items on 
the test all tap into the construct o f  interest. C om putation o f  C ronbach’s alpha 
or coefficient alpha is derived based on the correlations o f  each individual 
item  w ith the overall score obtained from  the measure (item -total correlations). 
These reliabilities are reported in  jo u rn al articles as indicants o f  the adequacy 
o f  the measurements used in  research studies. Values above 0 .7  are desirable for 
internal consistency reliability. C oefficient alpha is a versatile analytic technique 
that is simultaneously valuable for evaluating the reliability scales and guiding 
their design and construction.

Validity
Alongside measurement reliability, validity is the second basic, yet crucial 
property o f  measurement scales (Clark & Watson, 1995). Measurement validity 
concerns the extent to w hich a scale measures the construct that it claims to 
measure. Criterion validity is the extent to w hich a scale is associated w ith a rel­
evant range o f  criteria.

F a c e  v a lid ity  is concerned w ith the way that the test looks to the people 
w ho are com pleting it. It is a qualitative jud gem ent about w hether the scale 
items appear relevant for their purpose. C ontent validity is a similarly qualita­
tive appraisal o f  the test validity but made by subject-m atter experts rather than 
the test-takers. This is an im portant step in scale construction (see later in this 
chapter).

C o n s tru c t  va lid ity  is the closest form  o f  validity to the general conceptuali­
sation o f  measurement validity (that the test measures what it claims to measure). 
U nlike other forms o f  validity, showing that a test has construct validity does not 
involve a single m ethod or technique, but rather a range o f  statistical analyses 
are performed in order to establish an evidence base for the validity o f  the test. 
Such analyses will usually include evaluation o f  convergent and divergent valid­
ity, analyses o f  the factor or dimensional structure o f  the test, and correlations o f 
test scores w ith other relevant indicators. In situations where a new measure is 
designed for a research study, testing its construct validity is an im portant step.

Finally, c r i te r io n  v a lid ity  is concerned w ith showing that a measure pre­
dicts criteria in a theoretically and conceptually meaningful way. In applied



52 Stephen A. Woods

psychology, particularly, the purpose o f  measuring a psychological construct is 
usually to predict some outcom e or criterion  o f  interest. In scale design, it is 
therefore helpful to show that the measure is associated w ith relevant criteria 
so that in  novel hypothesis testing, null results may be interpreted m ore reliably 
(i.e., because null results using the measure stand in contrast to past observed 
criterion  effects, ruling out the possibility that the scale simply does not predict 
criteria).

Deciding between published measures or new measures
A t the point that variables in  research have been  operationalized, applied psy­
chologists need next to decide on w hether to use an existing published measure 
or design som ething new. Earlier we explored the theoretical perspectives in 
research studies that point researchers to a decision. However, theoretical con ­
cerns must be com bined w ith practical concerns to reach a decision. In this 
section, four factors are identified that would help researchers determ ine the 
most appropriate decision for their study.

Construct definition

T h e first factor draws on issues raised in operationalizing theory. O peration­
alization will naturally point a researcher to either an established set o f  defined 
constructs (e.g., personality dimensions; w ell-being com ponents) or more 
novel, less w ell-defined constructs. W here constructs are w ell-defined w ithin 
the research literature, it is reasonable to assume that those constructs have 
been effectively measured to enable the accum ulation o f  research evidence. In 
such cases, it is advisable to use established measures, since the research is likely 
seeking to either contribute to or apply findings in the accumulated literature. 
D ivergence from  established measurement methods would hinder achievem ent 
o f  either aim. In cases w here constructs are poorly defined, new  scale develop­
m ent is in  order.

Research context

T h e context o f  the research is also a determ inant o f  measurement strategy. For 
example, in w ork and organizational psychology, the organizational and jo b  
context o f  participants could have some im pact on measurement needs. For 
example, perform ance measures that include innovative w ork behaviour may 
be ineffective w here jo b s  afford little opportunity for innovation. Scale m odifi­
cation or construction could be needed. Cultural context is another good exam ­
ple o f  an external factor affecting our decision about measurement approach. 
Measures could have been designed and validated in  a particular culture, for 
example, and the transferability o f  those measures to new  cultures is therefore 
w orthy o f  consideration. There could be items that are inappropriate or irrel­
evant in  the cultural context o f  the research (e.g., items concerning alcohol use
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on a health-behaviour measure would be inappropriate in cultures w here par­
ticipants are mainly from an Islamic background). M ore fundamentally, meas­
ures may need to be translated into a different language, w hich could influence 
the properties (reliability and validity) o f  the measure. H ere, some scale devel­
opm ent w ork is also necessary.

Practicality

Practical demands are a m ajor influence on choices about measurement in 
applied psychology. M ost research is carried out as fieldwork, and consequently 
there are limits on what can be achieved w ith data collection w ith participants 
w hich affect how  measurement is approached. Scale length, for example, is an 
im portant consideration. It is unlikely that participants will devote long periods 
o f  tim e to com plete surveys, and even i f  they do, the quality o f  data collected 
decreases as people becom e demotivated to read items and respond carefully. So 
a careful evaluation o f  the length and necessity o f  scale items is required.

In many cases, the literature presents a variety o f  different scale lengths for 
measuring similar constructs. For example, jo b  satisfaction can be measured with 
the items listed earlier, or alternatively w ith a single item  (e.g., Nagy, 2002). The 
B ig  Five can be measured using 240  items o f  the N E O  P IR  (4 0 -5 0  minutes 
administration tim e; Costa & M cC rae, 1992), 44  items in the B ig  Five Inventory 
(5 minutes administration tim e; Jo h n , D onahue, &  Kentle, 1991), or even five 
single items (1 -2  minutes administration tim e; W oods & Hampson, 2005). There 
is clearly a length-bandw idth trade-off to consider. T h e  m ore items included in 
a scale, the broader the assessment o f  the construct under scrutiny

W here the literature does not offer a suitable short measure for research, 
it is possible to construct a new  measure by validating a reduced set o f  items 
from  an existing full scale or w riting new  item s. A  final word on scale-item  
wordings is relevant here; scale length is not solely a function o f  the num ber 
o f  items it contains but also their content. C om plex wording in items should 
be avoided w herever possible because it adds significantly to administration 
tim e and, importantly, detracts from measurement validity and quality (Clark & 
W atson, 1995).

Scale age

G ood scales, published in the literature, are generally well-used in research. This 
is because w hen a scale becom es an accepted m ethod o f  measuring a construct, 
it is m ore straightforward for new  studies to contribute to the research conver­
sation i f  they also apply that scale. Scales can be used for many decades in this 
way. It is w orth considering, however, i f  scales are necessarily effective because 
they have longevity. R esearch  moves on, and it is good measurement practice 
for scales and items to be refreshed and improved over time. C ritical review o f 
published measures is therefore required to understand i f  they remain repre­
sentative o f  the state o f  the art.
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Scale development

T h e purpose o f  this chapter is not to provide a guide to scale developm ent; for 
that, there are excellent, proven m ethodologies (see H inkin, 1995 ; 1998). In this 
section, however, some key issues and steps in  the scale development process 
are highlighted.

Inductive or deductive

T h e purpose o f  scale development will determ ine largely i f  a deductive or 
inductive approach is needed (see Burisch, 1984). I f  the scale is com pletely new 
(i.e., little is know n about the optimal operational definition), then an inductive 
approach is necessary, w hich means that the construct needs to be elaborated, 
explored, and sampled very widely in an initial selection o f  items. I f  the scale 
is developed for reasons o f  scale reduction or refinem ent, then a deductive 
approach is m ore appropriate because it is likely that the general nature o f  the 
construct is well understood and defined in past research. Item  w riting can be 
m ore deliberately targeted at specific aspects o f  the construct to make the scale 
design straightforward and direct.

Item  writing and refinement

Drawing together some key points raised in  the chapter so far, it should be 
apparent that scale effectiveness is a function o f  the items w ithin it. C larity in 
the expression o f  each item  is im portant, avoiding multiple com ponents within 
single item s, and keeping syntactic logic simple for easy reading. Positively and 
negatively keyed items are generally desirable w here constructs are truly bipolar 
(e.g., personality dimensions w here positive and negative poles o f  a dimension 
mean different things, such as introversion vs. extraversion). However, note that 
in very short scales including both positively and negatively keyed items may 
add unnecessary com plexity and detract from  the scale reliability. R efin em en t 
o f  items is a m atter o f  content validity, and H inkin (1995) outlined practical 
steps for w orking w ith subject experts to include and exclude items from  the 
initial item  set prior to data collection. Insight at this stage can have a big impact 
on the quality o f  the scale.

Sam pling and piloting

N ew  measures should be piloted and validated prior to being included in 
research studies. T h e  piloting process involves collecting data on the full pool o f  
scale items and any other scales needed for benchm arking or criterion  valida­
tion to enable validation analyses to be carried out. Data should be collected 
from  a representative sample o f  participants, large enough to divide into 2/3 
and 1/3 sub-samples, leaving sufficient numbers o f  participants in each sample 
for appropriate structural analyses.
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In practice, researchers may find that an extensive scale development pilot 
is unnecessary for their work. A jud gem ent must be made about the extent to 
w hich a measure is pivotal to the research and its integration w ith other litera­
ture. For example, for research on the B ig  Five, it would be essential to show 
that any new  scale for measuring the factors was w holly equivalent to existing 
measures. However, in  the earlier example o f  the evaluation o f  training, the 
outcom e measures would serve as general indicators o f  training effects. T h eir 
equivalence to other published research measures is probably less critical. In 
this case, the properties o f  the measures can m ore justifiably be evaluated ‘in 
situ’, i.e ., w ithin the main research study itself based on the sample participants, 
provided there are sufficient numbers.

Structural analyses

T h e main emphasis o f  analyses o f  new  scales is to establish structural validity 
o f  the measure. There are three main techniques that are applied sequentially: 
exploratory factor analysis, coefficient alpha analysis, and confirm atory factor 
analysis (Anderson & Gerbing, 1988). Exploratory factor analyses (see Goldberg & 
Velicer, 2 0 0 6  for a guide and Ford, M acC allum , & Tait, 1986  for a critique) are 
conducted to determ ine the underlying factorial structure o f  the items in the 
scale. In simple scale design, a single factor m odel is sought, showing that all 
items represent the focal construct. Items that load weakly on a single factor 
or cross load onto other factors are removed from  the scale (R eise, Waller, & 
Comrey, 2000 ). A lpha testing next provides a diagnostic o f  the reliability o f  the 
scale and the extent to w hich each item  is consistent w ith the scale as a w hole. 
Structural validity is improved by rem oving items that reduce reliability o f  the 
scale, thereby im proving consistency. Finally, the resultant item  configuration o f  
the scale post-analyses is tested in  an independent sample through confirmatory 

factor analysis (C FA ). C FA  is a m ethodology that tests the fit o f  data to a pre­
specified structure, providing a num ber o f  fit indices for interpretation. There 
are extensive guides to C FA  in the literature (e.g., see Floyd and W idam an, 
1995 , in respect o f  scale design). Practically, the need to run both exploratory 
and confirm atory analyses in  separate samples is addressed through the 2/3 and 
1/3 splitting o f  the research sample.

Convergent and discriminant validity

T h e principle o f  convergent and discriminant validity is that scales (and their 
items) should be shown to converge and diverge from  constructs in sensible 
ways (Cam pbell &  Fiske, 1959). H ow  it is established depends on the construct 
being measured and the purpose o f  the scale construction. Establishing conver­
gent validity w here a short scale is being constructed, for example, involves cor­
relating the new  scale w ith the longer alternative (i.e., benchm arking against 
the validated scale). For m ore novel scales, convergence o f  items can be exam ­
ined by exam ining item  correlations w ith factor scores derived from  the w hole



scale. Discriminant validity is equally im portant to examine. T h e  utility o f  any 
measure is, in  part, a function o f  the extent to w hich it represents constructs 
that would otherwise be unmeasured in a study or in the literature as a whole. 
Correlations betw een new  scales and their items w ith measures o f  other co n ­
structs perm it scale independence to be exam ined, referred to as discriminant 
validity. This serves two purposes. O n e is to show that items do not converge 
w ith unrelated constructs. So w here a measure o f  conscientiousness has been 
designed, it would be expected that the items and the scale are uncorrelated 
or less strongly correlated w ith scales measuring the other B ig  Five dim en­
sions. T h e  second purpose is to show that a new  construct is genuinely unique 
from  constructs that exist already in the literature. For example, for theoretical 
testing, it could be im portant to show that a mediating variable is genuinely 
distinct from  an outcom e variable (i.e., that the scales used to measure each one 
are truly representative o f  different constructs). A n example was reported in  the 
study o f  W oods and Sofat (2013), w ho used discriminant validity analyses to 
distinguish measures o f  psychological meaningfulness and w ork engagem ent 
used in  their study

Processes fo r  specific scale design needs

T h e general principles o f  scale design and structural analyses can be applied in 
a wide array o f  settings and to address the m ajority o f  situations w here scale 
development is needed. However, the literature on scale development is huge, 
and there are plenty o f  specific techniques that may be applied depending on 
the research need. For example, in  the construction o f  perform ance measures, a 
recent development is the P roM ES technique (Pritchard, 1995). This technique 
reflects the contextualized and applied nature o f  perform ance measurement, 
providing prescriptive techniques for seeking and testing inform ation from  jo b  
holders and other stakeholders in the research. In personality scale design, spe­
cific recom m endations can be found for item  w riting (e.g., Burisch, 1984), and 
also for structural analyses using C FA  (H opw ood & D onnellan, 2010 ). CFA 
in personality measures, for example, is made m ore com plex because o f  the 
m ulti-factorial nature o f  most personality constructs and items (see Woods & 
Anderson, 2016).

Techniques for translation also vary based on the objective o f  the scale 
design. There are multiple methods o f  translating survey items (e.g., M aneesri- 
w ongul &  D ixon , 20 04 ), w hich vary in their com plexity and application. C o m ­
m only applied is a m ethod in w hich  items are translated and back-translated 
to determ ine the scale content retention. However, the applications o f  this 
m ethod are com m only misunderstood. Firstly, the m ethod is most well suited 
to the study o f  cross-cultural differences, w here scale equivalence is essential 
(Hui &  Triandis, 1985). Second, the m ethod does not guarantee quality transla­
tion; in fact, an accurate back-translation can indicate that the item  content is 
retained but may result in poorly w ritten  items in  the new  language that do 
not accurately represent native w ritten com m unication. W here cross-cultural
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equivalence is less im portant (e.g., w hen research is designed to be applied only 
in a specific culture), a bilingual and com m ittee approach could be preferable in 
w hich a bilingual speaker provides an initial translation, w hich is then circulated 
am ong a com m ittee to check the expression and content o f  the translations 
for authenticity and appropriateness. T h e  message that com es through clearly 
from  the literature on scale design is that w hile there are general principles o f  
designing instrum entation in applied psychology research, there is no one ‘best 
way’ for all situations. Careful consideration o f  both the research purpose and 
context are required.

Summary
In this chapter, issues o f  instrum entation -  the selection, construction and appli­
cation o f  measurement techniques -  have been discussed and explored. I f  one 
accepts that an axiom  o f  science is careful measurement and that applied psy­
chologists are scientist practitioners, then it should be clear that measurement in 
research is a key standard upon w hich the scientific status o f  psychology is (and 
should be) judged. R ecognizing  this, the literature on measurement in applied 
psychology is rich  and diverse. This chapter has presented some o f  the key issues 
and areas that researchers need to think about in  study design. These begin 
w ith operationalizing theory to decide what to measure. O n ce  defined, strate­
gies for measurement can be decided upon. A  key decision is w hether to use 
published measures vs. designing new  measures, and a num ber o f  factors have 
been considered that help guide that decision. W hether designing new  scales or 
using existing scales, measurement m ethodology from  a variety o f  applied psy­
chological and behavioural scientific literatures help ensure that measurement 
is reliable and valid. Care in  the application o f  these methods is a foundation o f  
effective applied psychological research.
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Section 2

Data collection

This second section o f  this b ook  provides you w ith a useful discussion o f  the 
10 key methods w hich you may choose to use to collect your research data. 
T h e  chapter authors discuss the most relevant inform ation about each m ethod, 
including the principal advantages and disadvantages, and also provide you with 
key references for further m ore detailed reading about each m ethod. These 
chapters inform  you not so m uch o f  the how  o f  each m ethod but instead the 
why you m ight choose to base your study on a specific m ethod or m ethods .

Chapter 6 discusses the recent increase in  popularity o f  sy s te m a tic  review s 
and clearly demonstrates that conducting a systematic review is not necessar­
ily an ‘easier’ m ethod o f  data collection. Chapter 7 describes the inclusion o f  
a rch iv a l d ata  and provides useful insights for w orking w ith (usually) som eone 
else’s dataset. Chapter 8 provides a useful overview o f  the most com m only used 
q u a lita tiv e  m e th o d s  w ithin applied psychology research, w hile Chapter 9 
discusses three o f  the most frequently used qualitative methods in  m ore detail: 
in te rv ie w s , fo c u s  g ro u p s  an d  th e  D e lp h i te c h n iq u e . Chapter 10 provides 
a detailed discussion o f  e x p e r im e n ta l  an d  q u a s i-e x p e r im e n ta l  research  
m e th o d s  and suggests how  including two or m ore o f  these methods can be 
useful. Chapter 11 discusses the increasing use o f  self-report surveys w ithin psy­
chology research, including w e b -b a se d  surveys. M ethods o f  collecting data 
to assess c o g n itiv e  p ro cesse s  are described in Chapter 1 2 , w hile Chapter 13 
provides a useful com m entary on lo n g itu d in a l d a ta  c o lle c t io n  methods, 
including a discussion o f  current best practice. Chapter 14 focuses on d iary  
stu d ies , ev en t sa m p lin g  an d  s m a rt  p h o n e s  ‘ap p s’ , including the recent 
popularity o f  e x p e r ie n c e  sa m p lin g  m e th o d s . Finally, Chapter 15 provides a 
discussion o f  the key issues involved in collecting data via conducting o r g a n i­
sa tio n a l in te rv e n tio n s .
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6 Systematic reviews

David Gough and Michelle Richardson

Knowing what we know from research

T h e aim  o f  systematic reviews is to bring together what we know  from  research. 
I f  research may help inform  any personal or policy or practice decisions, then 
there needs to be a way to clarify what is know n from  that research. Similarly, 
before undertaking any new  research, it is sensible to know  what is already 
know n from  pre-existing studies.

R esearch can be understood as critical systematic enquiry for public use 
(Stenhouse, 1981). Prim ary research engages w ith the world to create theory 
and em pirical data to understand that world. Systematic reviews ask the same 
questions and use similar research paradigms and methods as prim ary research. 
T h e  difference is that the data for the reviews are the findings o f  the pri­
m ary studies. T h e  research samples o f  reviews are pre-existing prim ary studies. 
R eview s are thus very similar to prim ary research but at a higher secondary 
or ‘m eta’-level o f  analysis. U m brella reviews (reviews o f  reviews) that bring 
together and synthesize the findings o f  pre-existing reviews are then a tertiary 
form  o f  m eta-level o f  analysis.

There are two main com ponents o f  the logic o f  systematic reviews. T h e  first 
is that we need to know  what we know  from  research (and how  we know  it). 
T h e  second is that bringing together and clarifying that knowledge is itself a 
form  o f  research and needs to be undertaken according to the agreed princi­
ples o f  research. In particular, the research methods need to be rigorous w ithin 
the accepted standards and principles o f  the research paradigm being applied, 
and these methods need to be explicitly reported and thus accountable. P ri­
m ary research is expected to be systematic because it is research. R esearch 
reviews should also be systematic. Systematic reviews are thus ‘reviews o f  exist­
ing research using explicit, accountable rigorous research m ethods’ (Gough, 
Oliver, &  Thom as, 2 0 1 7 , p 5). T h e  term  ‘systematic’ only needs to be applied 
because, traditionally, reviews have not been always very explicit about their 
methods.

Review s o f  research can enable those w ho are not professional researchers 
(such as policy makers, professional practitioners, users o f  services and others) to 
access the know n evidence base and thus to be able to m ore easily participate



in debates dependent on research evidence (Gough & Elbourne, 2002 ). N o n ­
academic user participation in reviews may also lead to different types o f  review 
questions and clarify what future research would most help such user needs. 
Review s can thus have a wide role in increasing policy, practice and public 
participation in  research.

Approaches to systematic reviews and synthesis
T h e logic o f  systematic reviews applies to all research questions, all types o f  
research questions and to all paradigms and methods o f  research. Review s are 
likely to reflect the paradigms and methods used by prim ary research addressing 
similar questions in  two ways. First, a review on a particular question is likely to 
include prim ary studies that have exam ined that question. Second, the m ethod 
o f  reviewing is likely to reflect the assumptions and approaches o f  that type 
o f  prim ary research. An im portant distinction betw een approaches to research 
analysis (in both  prim ary research and in reviews) is betw een the degree to 
w hich a study aggregates or configures data (Gough, Thom as, &  Oliver, 2012 ; 
Sandelowski, Voils, &  Leem an, 2012).

Aggregative approaches to synthesis
Aggregation is com m only used to test hypotheses through collecting empirical 
data. Prim ary research testing, for example, the hypothesis that a certain action 
has a particular effect, may use experim entally controlled evaluations. A  review 
asking the same research question would be likely to include such experim ental 
studies and to use a review m ethod reflecting the same research approach (an a 
priori approach that aggregates data).

Such systematic reviews aiming to assess the im pact o f  interventions typi­
cally seek effect size data from  each study and then use statistical meta-analysis 
to produce an overall effect size. Experim ental approaches are used to control 
for confounding variables, and reviewers are concerned to avoid bias from  lack 
o f  proper random ization and various forms o f  selection bias. At the systematic 
review level, there may be concern  about heterogeneity o f  the intervention, 
the samples and the contexts across studies that may underm ine the statistical 
assumptions o f  the analysis. H eterogeneity can be explored through a priori 
hypothesis (theory) testing subgroup analysis or post hoc (theory developing) 
configuration o f  statistical associations. T h eory  development is im portant for 
understanding the causal processes (theory o f  change) and considering the 
transferability and generalizability o f  research findings to new  contexts (Kneale, 
Thom as, &  Harris, 2015).

Configuring approaches to synthesis
Configuring is com m only used to organize ideas, concepts and theories. P ri­
mary research asking how  to conceptualize the processes occurring in  some
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phenom ena may, for example, use small scale qualitative methods such as 
ethnography. A  review asking the same research question would be likely to 
include such ethnographic or similar small scale qualitative studies and to use 
a review m ethod reflecting the same research approach (an iterative approach 
that configures conceptual data).

Conceptual reviews such as meta ethnography and them atic syntheses may 
use ‘bottom  up’ approaches identifying conceptual themes in the reports o f  
individual studies and then arranging (configuring) these to build up m eta-level 
concepts. O th er approaches may use m ore ‘top dow n’ approaches through the 
use o f  some initial conceptual frame, as in framework synthesis (Carroll, B ooth , 
Leaviss, &  R ic k , 2013).

R eview s concerned w ith configuring concepts are less likely to be con­
cerned w ith issues such as selection bias. They  are m ore concerned that the 
data collection and reporting is true to the meaning and context from  w here it 
was drawn and the interpretations o f  the prim ary researchers w hose studies are 
being reviewed. They  are interested in heterogeneity and its meaning.

Dimensions o f difference in reviews

Figure 6.1 summarizes some o f  the ways that predominantly aggregative and 
predominantly configuring reviews may differ. M any reviews may lie som e­
where betw een these extremes on all or som e o f  the dimensions. O ne example 
is the previously m entioned use o f  post hoc exploration (configuration) o f  how 
independent and dependent variables relate to each other in  a predominantly 
aggregative statistical meta-analysis. A nother example is framework synthesis 
using some a priori concepts in a predominantly configuring review.

R eview s may also use mixed methods. This can be through reviewing 
together a sample o f  studies using different methods or through a review having 
sub-questions (applied in  parallel or sequentially) that each apply different types
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Figure 6.1  Dimensions o f  differences in approaches to systematic reviews 

(Figure 3.11 in G ough and Thom as, 2 0 1 7 , p. 69)



o f  reviews methods and include different types o f  prim ary studies. A n example 
is a review by the E P P I-C en tre  on w eight managem ent programmes (Sutcliffe 
et al., 2016 ). T h e  first sub-question sought successful w eight loss methods and 
mechanisms as perceived by those w ho had used or delivered weight manage­
m ent programmes. T h e  second sub-question assessed the effectiveness o f  the 
perceived effective features from experim ental studies. Case studies were then 
undertaken w ith local services to explore the nature o f  current weight m an­
agem ent provision and to consider the implications o f  the review findings for 
future service provision (Sutcliffe et al., 2016).

A nother example o f  a multi-stage review is a review that first configures the 
nature and structure o f  a m id-level theory that naming and shaming reduces 
anti-social behaviour and that then aggregates data to exam ine w hether there 
is evidence that the causal processes proposed by the theory occur in prac­
tice (Pawson, 2010 ). T h e  realist approach is interesting, as it used an iterative 
explorative approach to aggregation com pared to the m ore aggregative a  priori 
approach used by some other theory-driven com plex reviews.

There are also many other dimensions o f  difference betw een reviews (Gough 
et al., 20 1 2 , Gough, &  Thom as, 2017). O n e example is the breadth and depth o f  
review questions and the am ount o f  w ork done by a review. A  review may have 
a broad or narrow question and may address it w ith a rather shallow or in a very 
detailed way. So, whatever resources are available to undertake a review, then, 
there are choices to be made in how  these are used to construct the breadth 
and depth o f  a research question. As tim e and resources are often lim ited, some 
advocate rapid reviews. These tend to be both  narrow and shallow in order to 
reduce the scope o f  the review. Alternatively, they may reduce the rigour with 
w hich the review is undertaken. E ith er way, the usefulness o f  the review may be 
reduced. In contrast, m ixed-m ethods reviews are likely to be addressing broader 
review questions in  m ore depth and so be m ore com plex reviews.

Review questions and identifying studies
T h e first stage in  a review is determ ining the research question that the review 
wishes to answer. This review question needs to be ‘unpacked’ to clarify any 
im plicit assumptions and the question’s ‘conceptual fram ew ork’ . W ithou t clar­
ity about the question being asked, it is difficult to operationalize the process o f  
review necessary to answer that question. In some cases, though, there may be 
some iteration and development o f  the question as the review proceeds (just as 
in some prim ary research).

Inclusion criteria

Inclusion criteria define what pre-existing studies w ill be used to answer the 
review question. These may include the topic addressed, the research methods 
used by the primary studies and any date and language restrictions. In iterative 
reviews, the inclusion criteria may evolve during the process o f  the review in
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light o f  the num ber o f  studies retrieved and the research priorities. In order to 
assist w ith the specification o f  inclusion criteria, a num ber o f  acronyms have 
been developed. P IC O , for example, refers to ‘population, intervention, com ­
parison and outcom es’, w hich are com m on com ponents in research to test the 
im pact o f  an intervention. S P ID E R  refers to ‘sample, phenom enon o f  interest, 
design, evaluation and research type’ as com m on com ponents o f  exploratory 
evaluative research questions (C ooke, Sm ith, &  B o o th , 2012).

Search strategy

T h e search strategy is the plan to identify the studies defined by the inclusion 
criteria. T h e  strategy w ill specify w here and how  to search. This may include 
detailed plans for searching specified electronic bibliographic databases, hand 
searching o f  chapters in books, searching o f  particular websites and general 
web searching. F o r some review questions, relevant studies may be most likely 
found in particular bibliographic databases. For other questions, studies may be 
most likely found as reports on governm ent or other organizational websites. 
Form ally published papers1 may be seen to have the advantage o f  being peer 
reviewed, but this may not be a very strict or fit for purpose (for the review) 
form  o f  appraisal and the review itself should check the quality o f  all included 
studies. Also, a search restricted to bibliographic databases may miss crucial 
studies. C ollaboration w ith an inform ation specialist w ho understands the con ­
ceptual com plexities o f  reviewing can be invaluable.

The search o f  subject specific websites may identify relevant research reports 
(Stansfield, Dickson, &  Bangpan, 2016). General web searching can also be a very 
productive or useful as a check o f  the effectiveness o f  the main search strategy. This 
may be better achieved through a general Internet search than through Google 
Scholar, w hich is similar to a bibliographic database o fjou rn al publications.

A nother check is to see i f  all the studies know n prior to the search are iden­
tified by the search. T h e  reference lists o f  already know n studies can also be a 
source o f  studies. B o th  o f  these methods are useful but can be dangerous as the 
main methods o f  searching, as they may lead you to only find studies similar to 
the ones that you already know.

T h e broader the search, the m ore sensitive it will likely to be in finding stud­
ies that m eet the criteria. T h e  m ore sensitive the search, however, the less spe­
cific it is and the m ore non-relevant studies will be identified. A  m ore specific 
search may be m ore efficient, but it may miss some relevant studies. Searches for 
review questions that com e from  an a  priori research aggregative paradigm are 
likely to be as exhaustive as possible in  order to m inim ize risk o f  bias in aggre­
gation (Brunton, Stansfield, Caird, &  Thom as, 2017). Searches for configurative 
reviews asking open questions may also be best achieved through an exhaustive 
strategy, though this m ight not always be the case. In some reviews you may 
only need on example o f  each type o f  study. In that situation, a purposeful strat­
egy may be adopted until saturation for a particular issue or concept is achieved 
(B ooth , 2016).



Screening

T h e process for checking that studies identified by the search strategy m eet 
the inclusion criteria is called screening. This may be a two-stage process w hen 
searching bibliographic databases w ith study abstracts. T h e  abstracts identified 
by the search can be checked in  order to make a preliminary screening deci­
sion. I f  the abstract suggests that the study is a possible ‘include’ (i.e., meets the 
inclusion criteria), the full paper is sought, and then a final decision on inclu­
sion can be made. T h e  process o f  screening can be explicitly reported using a 
flow diagram such as in the P R IS M A  reporting guidelines (M oher, Alessandro 
Liberati, TetzlaffJ, Altman D G , & the P R IS M A  Group, 2009).

Coding and managing information about studies

T h e studies included in a review are the samples for the review. Data are 
required from  each study in order to:

• M anage each study through the review process;
• To describe (map) the research field as defined by the inclusion criteria;
• Appraise quality and relevance o f  the studies; and
• Identify and synthesize the findings o f  the studies.

T h e  way that data are coded and collected from  studies varies considerably 
across reviews. In a statistical meta-analysis measuring the effect o f  an interven­
tion, the statistical effect sizes may be collected and synthesized. In some cases, 
such statistical synthesis is not appropriate, and other data may be collected to 
allow some form  o f  narrative analysis. Som e reviews have m ore iterative coding 
o f  qualitative data w ith them atic coding o f  the text in prim ary study reports, as, 
for example, in m eta ethnographic reviews (M elendez-Torres, Grant, &  B onell, 
2015 ). I f  a review has multiple sub-questions w ith sequential or parallel stages, 
then there are likely to be multiple inclusion criteria and multiple types o f  stud­
ies, each o f  w hich may require different forms o f  coding (Kneale et. al., 2015).

Systematic maps

T h e description o f  all o f  the individual studies included in the review can be 
com bined to provide a ‘map’ o f  the research field (as defined by the inclusion 
criteria)2 (Gough & Thom as, 2 0 1 7 ; Peersman, 1996). All reviews describe the 
included studies in some way, but this varies in extent. A  systematic map can be 
understood as a systematic description and analysis o f  the research field defined 
by a review question (Gough & Thom as, 2017).

T h e  nature o f  the map will depend upon its purpose and focus and the data 
that has been coded from  each study. In the E P P I-C en tre , we often map the 
research field on about 15 forms o f  data. Som e o f  these codes may be generic 
to all reviews, some may be specific to reviews on particular questions or issues
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or topics and some may be review specific. Maps do not norm ally include study 
findings w hich will not have been quality and relevance appraised.

Maps detail what has been studied in  a research field and how  it has been 
studied and can also show gaps in  what has been studied. As the map is defined 
by the review question and its inclusion criteria, this research field may cut 
across traditional academic or practice disciplines. O n e example o f  a map is 
research on personal developm ent planning (PD P or self-regulation o f  learn­
ing). This showed that at that tim e, research in the U SA  m ostly exam ined the 
effects o f  P D P  using controlled experim ental evaluations, whereas in  the U K  
the studies were m ostly descriptive natural experim ents o f  process and effect 
(Gough, Kiwan, Sutcliffe, Simpson, &  H oughton, 2003).

Maps can be products in their own right, and sometimes a review may not 
proceed past this stage to synthesis o f  research findings. I f  the review does 
proceed to synthesis, then the map can assist in  several ways. First, the map 
can inform  how  the synthesis is undertaken. In some cases, inform ation from 
the map may suggest that it is not helpful or practicable to synthesize all o f  
the studies, and a decision can be made to narrow the review question and to 
synthesize only a subset o f  the included studies. K now ing that the map can be 
narrowed for synthesis allows reviewers to include a broader range o f  studies in 
the map to provide a context for interpreting the synthesis. It can also allow a 
broad initial question creating a broad map followed by a num ber o f  separate 
syntheses based on sub-questions w ith narrower inclusion criteria. Second, the 
map can provide inform ation describing the research field to provide a context 
for undertaking and interpreting the findings o f  the synthesized studies.

Automating reviews

Review s involve considerable human input, and thus tim e and money. A utom a­
tion is being introduced into the review process to make the processes m ore 
efficient, m ore linked up and possibly m ore accurate. O n e area w here automa­
tion can assist is in searching and screening o f  studies. As already m entioned, it 
can be difficult to search for particular methods o f  research. I f  software can be 
taught to distinguish betw een examples o f  papers reporting different methods, 
then this can be used to make searches m ore sensitive (Marshall, N oel-Storr, 
Kuiper, Thom as, &  Wallace, in press; Stansfield, O ’M ara-Eves, and Thom as, 
2 017). Similarly, studies identified by a search can be screened by reviewers, and 
the text m ining software can then ‘learn’ the nature o f  the included studies and 
order the yet-to-be-screened  studies in terms o f  the likelihood o f  inclusion. 
This makes the screening process by reviewers m ore efficient, and in some cases 
it may also be possible to stop screening w hen the rem aining unscreened studies 
are unlikely to include any relevant studies (O ’M ara-Eves, Thom as, M cN aught, 
M iw a, &  Ananiadou, 2015 ). Autom ation can also be used to constantly search 
for new  studies that m ight m eet a review ’s inclusion criteria and allow tim ely 
updating o f  reviews as ‘living reviews’ (Thom as et al., 2017).
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Appraising justifiable evidence claims

R esearch produces findings (evidence claims) that aim to answer the research 
question. In terms o f  a systematic review, the appraisal o f  the evidence claims 
are based on three main issues: (a) how  the review was conducted; (b) the 
individual studies used by the review; and (c) the nature o f  the total evidence 
identified (Gough, 2 016 ; Liabo, G ough, &  Harden, 2017 ). These are discussed 
in turn.

Appraising methods o f  review

R ep ortin g  tools and guidelines exist that state what issues are im portant about 
how  a review is conducted, and these tools can be used to appraise the stand­
ards o f  reported reviews. Appraisal o f  the review includes the appropriateness 
o f  the m ethod, appropriateness o f  the focus o f  the review and the quality o f  
the execution o f  the review. R eview s can be challenging, and so good qual­
ity reviews w ill have skilled reviewers piloting and development o f  the stages 
o f  w ork and double parallel coding o f  some stages o f  the review (such as, for 
example, screening and data coding). R eview er skills include the methods o f  
reviewing and academ ic, practice and user knowledge and perspectives on what 
is being studied.

T h e  P R IS M A  statement (M oher et al., 2009) is a reporting guideline for 
methods o f  systematic review w ith a 2 7 -ite m  checklist and a flow diagram o f  
studies identified in  a review. T h e  statement was originally designed for evaluat­
ing statistical meta-analysis reviews o f  the im pact o f  interventions. It has been 
extended for other types o f  reviews including netw ork meta-analysis and for 
reporting protocols and abstracts equity issues (W elch et al., 2016 ). M O O S E  
is a reporting guideline for observational studies (Stroup, B erlin  et al., 2008) 
and R A M E S E S  is for realist synthesis (Wong, Greenhalgh, W esthorp, B u cking­
ham, & Pawson, 2013).

There are also tools for evaluating com pleted reviews such as A M S T A R  
(Shea et al., 2017 ). T h e  updated tool has 16 items for appraising a priori hypoth­
esis testing reviews o f  health care interventions. T h e  appraisal items are co n ­
cerned prim arily w ith different types o f  potential bias. A nother tool is R O B IS , 
w hich covers a w ider range o f  review methods such as intervention, diagnosis, 
prognosis and aetiology reviews (W hiting, Savovic, Higgins, Caldwell, Reeves, 
Shea, Davies, K leijnen, Churchil &  the R O B IS  Group, 2016). There are fewer 
appraisal tools for m ore iterative reviews although there is a planned extension 
o f  P R IS M A  for m eta-ethnography called e M E R G e  (France et al., 2015).

Appraising evidence included in a review

T h e appraisal o f  included studies is a standard stage in the process o f  undertak­
ing many types o f  review and is one o f  the reasons for coding inform ation from 
the included studies.
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T h e reporting and appraisal tools already discussed often include items on 
included studies, but there are many other tools for only appraising included 
studies. M any tools are concerned w ith bias in appraising a priori aggregative 
studies (Katrak, Bialocerkow ski, Massy-Westropp, Kumar, Grim m er, 2004), 
whilst others appraise m ore iterative qualitative configuring studies (for exam ­
ple, Spencer, R itch ie , Lewis, &  D illon, 200 3 ), and some appraise m ixed methods 
studies (Heyvaert, Hannes, M aes, &  O nghena, 2013).

A ppraising the nature o f  the total evidence identified

Tools like G R A D E  exam ine both  the included studies (as in the previous sec­
tion) and the totality o f  evidence. G R A D E  is used to appraise the evidence for 
predominantly aggregative reviews on the im pact o f  health interventions (Guy- 
att et al., 2008 ). G R A D E  assesses the evidence. G R A D E -C E R Q u a l assesses 
the quality o f  findings o f  prim arily configuring conceptual syntheses (Lewin 
et al., 2015 ). W ith  the exception o f  G R A D E , the tools for appraising evidence 
included in  a review m ostly focus on the quality o f  execution o f  studies o f  
particular research designs rather than on the relevance o f  m ethod and focus to 
the research question. An exception is realist synthesis, w here Pawson (2006) 
argued that an individual study may be o f  poor quality and yet may contribute 
‘good’ evidence for the review question.

Interpreting and using evidence fro m  systematic reviews

Evidence claims can inform  policy, practice and personal decision making. The 
evidence claims o f  reviews are based on all o f  the relevant evidence, and so the 
claims should be broader than those o f  individual studies. O ther factors beyond 
research are obviously important in decision making. There have been attempts 
to help formalize some o f  these other factors. Part o f  the G R A D E  tool (and asso­
ciated Evidence to D ecision frameworks) examine factors such as the cost, feasi­
bility and acceptability o f  health treatments (that a review shows to be effective; 
A lonso-C oello et al., 2016). O ther approaches such as that by N IC E 3 in E ng­
land include stakeholder driven deliberative processes to synthesize and interpret 
research and other evidence w ithin a framework o f  social values in order to 
develop guidance for practice in health and social care (Gough et al., 2014).

Interpreting and applying research evidence involves social values and ju d g e­
m ent, but so does the w hole research process. D ifferent individuals and groups 
may have different ideas about how  the world is constructed and conceptual­
ized and what is im portant to study and how. Prim ary research and systematic 
reviews o f  that research provide explicit rigorous methods o f  m aking justifiable 
evidence claims w ithin the constraints o f  particular perspectives, values and 
priorities. R eview s alone, though, do not overcom e the problem  that research 
seems to have little im pact on decision making, and so we need to progress 
research on research use (Gough, Stewart, &  Tripney, 2017). Involving the 
potential users o f  the research in  the review process may make it m ore likely



that the review reflects their perspectives, values and priorities and thus be o f  
m ore relevance and potential use to them.

Conclusion

This chapter has considered the use o f  rigorous and explicit methods to system­
atically review existing literature in order to generate a m ore comprehensive 
understanding o f  research pertaining to a research question than is possible 
from  individual studies alone. T h e  chapter explores the diversity in approaches 
to reviewing that reflect the variation in types o f  research questions and research 
methods in  the social, behavioural and medical sciences. T h e  usefulness o f  a 
review will depend on the quality and suitability o f  the review methods in 
relation to the question asked, the sufficiency o f  the evidence produced and its 
relevance to the users’ needs. R ev iew  methods therefore need to be rigorous 
and reported explicitly so that each review can be evaluated using appropriate 
quality assurance. Em erging inform ation technologies such as text m ining are 
particularly promising for assisting w ith screening in systematic reviews. R e c o m ­
mendations that arise from  systematic reviews should be based not only on 
the best evidence about what works but also what people consider to be most 
appropriate and feasible. T h e  challenge o f  how  to get the policy and practice 
world to engage w ith the best evidence is not unique to systematic reviews, but 
it is a very im portant one. T h e  attempts to formalize and institutionalize some 
aspects o f  these processes could make some o f  these priorities and values more 
overt and thus m ore open to societal debate and decision making.

Notes
1 N ot formally published literature can be referred to as grey or gray literature, though the 

term  is not so important as: (a) modes o f  disseminating research changes and (b) reliance 
on the reviews’ quality appraisal methods.

2  Systematic mapping is sometimes referred to as scoping, but the term  scoping is also 
sometimes used to mean a quick non-systematic review — maybe prior to a systematic 
review.

3  National Institute for H ealth and Care Excellence.
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7 Research using archival data

Gwenith G. Fisher and Dorey S. Chaffee

Introduction

Archival data are existing data, such as survey responses, records, texts or other 
inform ation, that are exam ined for any purpose other than the purpose(s) for 
w hich the data were originally collected (Fisher &  Barnes-Farrell, 2013 ; Shultz, 
H offm an, &  R eiter-P alm on , 2 0 0 5 ). Archival data are typically used for second­
ary data analysis in one o f  two ways. First, data may be reexam ined for the same 
purpose that was under consideration w hen data were initially collected . Sec­
ond, data may be exam ined for a purpose that is distinct from  its original pur­
pose, thereby deriving novel inform ation from  the dataset to address questions 
that are unrelated to the reasons the data were collected . Therefore, in a research 
investigation, archival data can be the focal source o f  data (e.g., responses to an 
employee climate survey) or be a supplement to another prim ary data source 
(e.g., data from  human resources records or the O ccupational Inform ation N et­
w ork (O *N E T ) linked to data from  a prim ary data source, such as a survey).

Types o f archival data
Archival data encompass any existing data that are utilized for a purpose other 
than the focal purpose for w hich the data were initially collected. A lthough not 
exhaustive, Singleton and Straits (2005) provided a useful taxonom y to classify 
types and sources o f  archival data. In the follow ing section we review the four 
types o f  archival data that m ight be considered most relevant to applied psychol­
ogy researchers. These include social science data archives; public documents, 
datasets, or official records; private documents or records; and mass media.

Social science data archives

Typically, social science data archives can be differentiated from  other types o f  
archival data based on the purpose for w hich the data were originally collected. 
Social science data archives are data originally collected for research purposes 
and are often made publically available to the research com m unity in  an effort 
to facilitate research. For example, many publicly available data archives are
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the result o f  large investments made by governm ent agencies, such as the U .S . 
N ational Institutes o f  H ealth, that increasingly require researchers w hose work 
is funded by these agencies to share the data they have collected in order to 
maxim ize the use o f  a particular dataset in order to inform  public policy. M any 
o f  these datasets have been developed w ith the express purpose o f  establishing 
a data resource that can be used by researchers from  different fields o f  study to 
address numerous questions. Because data collection and m aintenance can be 
expensive and labour intensive, these datasets typically share several com m on 
characteristics. Specifically, they are often intentionally designed to include 
measures that will be o f  broad interest and o f  lasting value, utilize sophisticated 
population sampling techniques, are subject to rigorous testing and evaluation 
o f  the study content and data quality, often provide a support for distributing 
the data to the research com m unity and include a research plan to dissemi­
nate research findings. M any o f  these purpose-built research archives may be 
o f  interest to applied psychology researchers. W e discuss three o f  these types o f  
these data archives here: large-scale surveys, public social science archives and 
private datasets.

Large-scale surveys

Num erous datasets from  large-scale surveys exist for public use. A  few exam ­
ples include the N ational H ealth Interview  Survey (N H IS), the General Social 
Survey (G SS), the Study o f  M idlife D evelopm ent in  the U .S. (M ID U S), the 
N ational Study o f  the Changing W orkforce (N SC W ) and the Survey o f  Health, 
Ageing, and R etirem ent in Europe (S H A R E ). Increasingly these large-scale 
survey datasets are being designed to include variables and measures that are 
used in other large-scale national surveys, w hich facilitates cross-national com ­
parison research. Additionally, the Eurobarom eter and the International Social 
Survey Program  (ISSP) are examples o f  m ulti-nation collaborations, and these 
are growing in num ber.

Public social science data archives

Another form  o f  publicly available data are archives, w hich include collections 
o f  many different types o f  studies. Two large examples o f  such archives in the 
U .S. include the Inter-University Consortium  for Political and Social Research 
(IC P SR ), w hich is part o f  the Institute for Social Research at the University o f 
M ichigan and the R o p er Center at the University o f  Connecticut. IC P S R  data 
collections span a wide variety o f  topics (e.g., econom ic behaviour and attitudes, 
organizational behaviour, social institutions and behaviour), include national and 
international collections (e.g., Eurobarometer Survey Series, Midlife Development 
in the United States Series), contain datasets collected by private organizations (e.g., 
Am erican Association o f  Retired  Persons; A A R P ), and provide numerous series 
datasets that are updated continuously (e.g., Research and Development (R A N D ) 
Aging Studies in the Developing World Series, the General Social Surveys). Further,



the IC P S R  website provides an array o f  excellent resources to help students utilize 
the data archives. However, it is important to note that although data archives are 
publicly available, some cost may be involved in obtaining access to these data.

Private datasets

Com pared to the aforem entioned publicly available datasets, private datasets 
differ in  that they are not available for public use. Private datasets refer to exist­
ing data that were previously collected for research or evaluative purposes, 
including a researcher’s own data collected from  a prior study or data collected 
by outside researchers or agencies. O ne example o f  a private dataset is the U.S. 
Navy career development dataset. Access to and utilization o f  private datasets 
for secondary analysis research is contingent on the data ow ner’s willingness to 
share a private resource, and therefore a starting point to obtain access to the 
private dataset is to contact the ow ner o f  the data (e.g., lead researcher, agency). 
Clear com m unication o f  the value o f  the research questions to be addressed and 
the developm ent o f  a trusting relationship w ith the data owner(s) are often key 
to obtaining access to private datasets.

Public documents, datasets or official records

T here are many sources o f  publicly available data in the form  o f  public docu­
ments, datasets and official records that are available on individuals and organi­
zations and may be o f  particular interest to applied psychology researchers. 
Exam ples include the U .S. Census Bureau data (which collects data at the indi­
vidual level as well as employer data via the U .S. Census Bureau Business R e g ­
ister database), the U .S. Bureau o f  Labor Statistics (w hich conducts a num ber o f  
surveys such as Census o f  Fatal O ccupational Injuries and the C urrent Popula­
tion Survey) and a num ber o f  other official records such as birth  certificates or 
death inform ation (e.g., the N ational D eath Index), and O *N E T . Developed 
by the U .S. D epartm ent o f  Labor, O * N E T  serves as a primary source o f  occu ­
pational inform ation in  the U .S . because it contains several hundred variables 
w ith detailed inform ation about specific occupations, including detailed char­
acteristics o f  w ork and workers such as w orker characteristics, w orker require­
ments, experience requirem ents, jo b  requirem ents, w orkforce characteristics 
and occupation-specific labour market inform ation. O n e benefit o f  using pub­
lic docum ents, datasets or official records is that they are most always free.

Private documents or records

Com pared to data from  social science archives and other public documents 
or private research datasets, a distinguishing feature o f  archival data from  pri­
vate documents and records is that these data were not necessarily collected 
for research purposes. Instead, these docum ents and records are typically co l­
lected about individuals for other reasons. Exam ples o f  these data include
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human resources or other organizational records, such as com pany records o f  
workplace injuries and illness, and individuals’ medical records, school records, 
financial statements and credit history, am ong others. Although certain data are 
publicly available (e.g., some records collected by governm ent agencies), other 
data are truly private and protected by specific privacy laws and regulations 
(e.g., medical records). Thus, to obtain access to these data, special permission 
is often required.

M ass media

O ver the last decade, the utilization o f  data for secondary analysis that were co l­
lected via mass media has grown exponentially. T h e  advancement o f  technology 
and wide-spread use o f  the Internet has increased not only the num ber o f  mass 
media sources but also access to these data. These data include a wide range o f  
sources including newspapers, magazines, television, movies and sources on the 
Internet, including blogs and videos (e.g.,YouTube) as well as social media (e.g., 
LinkedIn, Facebook,Tw itter).

The use o f  archival data within the applied 
psychology field
T h e use o f  archival data for research in  applied psychology continues to increase. 
This trend may reflect challenges associated w ith collecting prim ary data from 
certain sources (e.g., organizational samples), advancements in  inform ation 
technology that are collecting greater quantities o f  data and facilitate data stor­
age and access, and requirements from  grant funding agencies that primary data 
collected as part o f  a funded research project be made available to others in  the 
research community. In the follow ing sections we discuss some o f  the advan­
tages to using existing data as well as some o f  the inherent challenges. W e then 
provide best practice recom m endations for conducting research in psychology 
using existing data and secondary analysis.

O pportunities and advantages to using archival data

There are several advantages to using archival data, especially in applied psy­
chology research. These include available data, data w ith specific research 
designs and methodology, large sample size, data representative o f  population or 
subpopulation, broader scope o f  variables, objective rather than subjective data, 
and data suitable for student research projects.

Available data

Perhaps the most obvious advantage to using archival data is that the data are 
readily available. Having data available can circum vent prim ary data collection, 
w hich is often a tim e-consum ing and expensive step in  the research process.



There are numerous sources o f  existing data that can be obtained at no cost 
to the data user. Similarly, existing data can be excellent for pilot testing ideas 
before investing the tim e and resources necessary for prim ary data collection. 
However, as discussed later, using data collected by others may com e w ith costs 
and consequences and is not always less tim e-consum ing and cost effective than 
prim ary data collection. N onetheless, thoughtful use o f  existing data can be an 
efficient way to move research projects along m ore quickly.

Data with specific research designs or methodology

In addition to already existing data, another advantage to using archival data 
is the opportunity to access datasets based on a particular research design or 
m ethodology that is especially challenging to im plem ent. For example, access 
to longitudinal data is one o f  the most obvious advantages to using existing 
data in  applied psychology research. These data can include repeated or m ul­
tiple observations am ong participants over tim e. In addition, many datasets are 
advantageous to researchers because they may have a large sample size and/or 
sample from  a broader geographical area than what a researcher could feasibly 
collect on his or her ow n.

Population/subpopulation representative

In recent years there has been growing emphasis on sampling techniques in 
psychology research in  order to increase the generalizability o f  research results 
(Bergm an & Jean , 2 0 1 6 ; Fisher &  Sandell, 2015 ). Researchers can use archival 
datasets to obtain representative data on a variety o f  specific populations. For 
example, the H ealth and R etirem en t Study, w hich is a U .S . national probabil­
ity sample o f  adults age 51 or older, is an excellent source for researchers with 
interests in  studying older adults. Archival datasets are useful because they can 
also contain inform ation on specific subpopulations (e.g., a particular gender, 
race/ethnic group or occupational sector) and hard-to-reach subpopulations 
that may be difficult to obtain in  prim ary data collection (e.g., pregnant w ork­
ers w ho were la id -off or term inated from  their jo b ) .  M any large datasets have 
purposefully incorporated systematic oversampling o f  some low -frequency 
populations, w hile other archival datasets have been  collected w ith a specific 
purpose or population in  m ind (e.g., survivors o f  prostate cancer w ho are cur­
rently employed).

Broader scope o f  variables

As previously m entioned, large archival datasets often include a broad scope 
o f  variables w ith data on a variety o f  topics that span across disciplines. Thus, 
archival datasets can offer a unique advantage by way o f  facilitating interdisci­
plinary and cross-disciplinary research and providing researchers an opportu­
nity to address boundary-spanning questions that would be difficult to study 
otherwise.
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Objective rather than subjective data

Archival datasets frequently include or are linked to objective data such as a com ­
pany’s administrative data (e.g., sickness absences, work accidents), biomarkers, 
physical performance measures and other forms o f  data that may be difficult to 
obtain as part o f  a primary data collection. O bjective data may also help avoid or 
mitigate the drawbacks o f  using subjective data (e.g., self-report measures). For 
example, w hen com bined w ith subjective data, objective data can help avoid issues 
with self-report bias and minimize or alleviate concerns o f  com m on m ethod bias 
and other types o f  measurement error. However, even objective data are subject 
to a variety o f  errors, some o f  w hich are discussed in the ‘Challenges’ section.

Suitable fo r  student research projects

O n e o f  the benefits o f  archival data is that they may be very useful for student 
research projects. Archival data can provide students w ith available data so that 
they do not need to collect data themselves, w hich can be very tim e consum ­
ing. Students can also develop im portant skills, such as how  to identify, retrieve, 
m erge and manage large-scale datasets.

Challenges and disadvantages to using archival data

Large, complex databases

M any archival datasets often consist o f  large, com plex databases that are designed 
and prepared by som eone other than the data user. As such, archival datasets may 
be difficult to navigate and are often not user friendly in terms o f  how easy it is 
to acquire and set up the data. Data docum entation may lack clarity. Som e data­
sets may require special software to convert the dataset to a usable data file. O ften 
the extent to w hich a researcher can readily assemble and utilize an archival 
dataset is a function o f  the quality and extent o f  docum entation provided with 
the dataset. Although datasets vary in  terms o f  docum entation, ideally a dataset 
should be accom panied by a codebook that details the variables used in the study, 
including measurement properties and sources, in addition to a description o f  
the m ethodology used in data collection. Archival data may require data users 
to invest extra tim e to becom e familiar w ith the data and to set up the data for 
analysis. Thus, using archival data often involves m ore work on the front end o f  
a research project. Large and com plex datasets require strong data management 
skills to be able to merge and assemble data files, construct variables, and recode 
values assigned to variables. W e strongly encourage archival data users to budget 
sufficient tim e for data management prior to beginning actual data analysis.

Complex sample survey designs and need fo r  sample weights

M any archival datasets, in particular large-scale population-based surveys, use 
com plex sample survey designs (e.g., probability sampling, clustering and strati­
fication) that require data users to apply sample weights or other variables in



order to properly account for survey design features during data analysis. Sam ­
ple weights are used to adjust sample design characteristics so that statistical 
com putation o f  point and variance estimates accurately represent the popula­
tion. C om plex sampling techniques are especially useful for generalizing to an 
entire population o f  interest. However, they can increase the com plexity o f  data 
analysis. In some cases, special software may be needed because some statistical 
software packages are m ore capable o f  handling com plex sample survey design 
features than others.

Lack o f  desirable measurement properties

A prim ary drawback to using archival data involves w hether and how  variables 
o f  interest are measured. Because archival data are sometimes collected inde­
pendent o f  the research questions being addressed, oftentim es measures o f  inter­
est may be missing or less than optimal for measuring certain constructs. For 
example, as previously m entioned, many large-scale survey datasets are designed 
to cover a broader scope o f  variables and obtain inform ation on a variety o f  
topics. As a result, constructs are often measured w ith only a few item s, or in 
some cases, a single item , w hich limits the researcher’s ability to evaluate the 
quality o f  the measure. Further, w hen variables o f  interest are om itted from  the 
dataset, researchers often resort to proxy measures for their variables o f  interest. 
Although research-constructed variables and measures w ith poor or unknow n 
psychom etric quality may be subject to criticism , using such data may still be 
useful for research w hen the strengths o f  the research design outweigh the lim i­
tations (e.g., sampling methodology, longitudinal design). N onetheless, careful 
consideration o f  measures available in  the dataset is warranted to determ ine 
w hether or not the dataset is suitable for the researcher’s purposes.

Missing data

M any archival datasets, in particular longitudinal datasets, contain missing val­
ues. Data collected by som eone else can make it m ore difficult to ascertain the 
reason(s) why data are missing. It is im portant for researchers to invest tim e in 
understanding patterns o f  missing data because, similar to the aforem entioned 
measurement issues, patterns o f  missing data may also influence the usability o f  
the data for the researcher’s purposes. To determ ine w hether or not the dataset 
is suitable for the researcher’s intended purposes, an initial exam ination o f  the 
distributions o f  all variables o f  interest and missing data patterns is strongly 
recom m ended. I f  using a dataset w ith missing data, it is im portant to apply the 
most appropriate statistical methods to treat missing data. See also Chapter 16 
for a detailed discussion o f  missing data.

Objective rather than subjective measures

O bjective data are frequently included in archival datasets and offer many 
advantages over subjective data such as reducing (or eliminating) certain types
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o f  measurement error that are associated w ith self-report and com m on m ethod 
bias. However, objective measures are not error free, and in  many cases objective 
data may be o f  poorer quality than certain kinds o f  subjective data. T h e  quality 
o f  objective data is highly contingent on the methods used to collect and record 
the data. For example, data in  the form  o f  administrative records may be tainted 
by errors introduced during data entry by a clerk entering an incorrect code 
in health care records, or errors may be introduced w hen the data were co l­
lected by an equipm ent m alfunction (e.g., a laboratory m achine not calibrated 
correctly). In addition, it is often difficult to obtain reliability estimates for 
objective sources o f  data. Finally, the dataset may contain objective measures on 
a topic that may be m ore appropriately assessed via self-report. Taken together, 
it is critical to exam ine the measurement properties o f  all variables o f  interest 
in the dataset and carefully consider the strengths and limitations o f  each data 
source w hen determ ining the suitability o f  the dataset to answer the research 
question.

Old data

A nother potential drawback to using archival datasets is the data may have been 
collected a long tim e ago. A  prim ary concern  is that old data may no longer be 
relevant and/or generalizable to the current phenom enon under investigation, 
although the degree to w hich old data may be an issue is largely dependent 
on the topic and question under investigation. W h en  exam ining the suitability 
o f  an archival data source, we encourage researchers to consider the relevance 
and generalizability concerns associated w ith the use o f  older datasets. M any 
archival datasets are part o f  ongoing data collection efforts and are often an 
opportune source to investigate how  phenom ena change over time.

Too much data

Archival data are often from  rich  datasets containing numerous variables across 
a broad array o f  topics. Given the broad array o f  possibilities, having a rich 
dataset can be overwhelm ing. O n e challenge associated w ith having too much 
data is that researchers run the risk o f  approaching the dataset in an unfocused 
way and have greater difficulty narrowing the scope o f  the study to a reasonable 
analysis. To counteract this challenge, research questions should be specified a 
priori, and then data obtained from  an appropriate existing source to analyze the 
question. That is not to say that all research using archival data should be deduc­
tive or that research questions can’t be formulated after identifying a particular 
dataset. However, i t ’s inappropriate to use existing datasets for fishing expedi­
tions or prim arily drive the research agenda.

Ethical issues

O n e im portant consideration in  the use o f  archival data is that data users need to 
consider ethical issues involved in using the data. For example, is the proposed



use o f  the archival data in  line w ith the m anner in w hich the data were co l­
lected? W ere data collected in  a m anner consistent w ith ethical guidelines in 
o n e’s ow n field o f  study?

Lack o f  suitability fo r  student research projects

Previously we m entioned that one advantage o f  archival data is that they may 
be suitable for student research projects. However, archival data may not be suit­
able because the size and com plexity o f  the dataset may not lend itself well to 
use by students. Additionally, students may lack the data m anagement or other 
skills to effectively use the dataset. Preparing data for analysis may be incredibly 
tim e-consum ing and, in  some ways, m ore challenging than designing and co l­
lecting on e’s ow n data.

Conclusion and recommendations
Archival data has both advantages and disadvantages. W e conclude by provid­
ing a series o f  recom m endations to anyone w ho may be considering the use o f  
archival data for a research project:

1 Identify and focus research questions before looking for datasets.
2 Assess the appropriateness o f  the dataset to answer the research question.
3 Learn about key aspects o f  the dataset (e.g., survey design, sampling, how 

constructs are operationalized, what variables are available, etc.).
4 Budget a sufficient am ount o f  tim e for data m anagement such as data 

acquisition, m erging, data file form atting, analyses o f  psychom etric proper­
ties, etc.

5 Investigate/address ethical and/or Institutional R ev iew  Board (IR B ) issues 
early on.

6 N etw ork w ith others w ho have used the same data source.
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8 Overview of qualitative 
methods

Olav Muurlink

Introduction

T h e view  o f  research methods in psychology depends not ju st on w here you 
sit but w hen. I f  you sat, for example, on the shores o f  the new  science in  the 
U n ited  States in the 1970s, you would see experim ental methods as far as the 
eye could see, whereas ify o u  took in  the sights o f  European psychology 50 years 
before, the w ork o fJu n g  and Freud and their celebrated studies o f  non-random  
samples o f  N  =  1 would have dominated the view. As psychology matures, it 
is beginning to expand its toolbox, adding to the kit rather than abandoning 
tools as it progresses. In this chapter, we exam ine some the qualitative tools, 
and m ore generally, the qualitative approach. This approach has been used to 
tackle the same problems that ‘traditional’ experim ental or other quantitative 
methods allow us to tackle, but in  some cases it offers an angle to tackle research 
problems that are qualitatively different to ‘traditional’ research questions. For the 
conventionally trained psychology researcher, qualitative research methods can 
be shrouded in translucent jargon , som ething this chapter will avoid.

H istories o f  qualitative research in social science tend to place the first formal 
roots o f  the approach in the fifteenth-century histories o f  voyages by Europeans 
to the ‘N ew  W orld’ (Vidich & Lyman, 1994), but here the viewer/researcher was 
placed in  very m uch the same position as the m odern quantitative researcher: 
detached from  the topic, observing an entity that could be explained w ith ­
out reference to the prejudices/philosophy o f  the observer. T here is som e­
thing qualitatively different about w here the m odern qualitative researcher sits 
in relation to the research project. T h e  assumption shared by most qualitative 
researchers is that researchers are ‘socially situated’, not at an artificial remove 
from  the research project. So qualitative research theory makes it clearer than 
its quantitative counterpart that there is a connection  betw een philosophies 
on the one hand, and m ethodology and methods on the other. T h e  qualitative 
researcher will rarely begin to assemble a research project w ithout first thinking 
o f  their place in  relation to the project.

In the late nineteenth century, Germ an philosopher W ilhelm  Dilthey, him self 
an em piricist w ho dabbled in psychology, began to lay bare the epistemological 
assumptions that went into research. H e usefully distinguished explanatory psy­
chology (where the researcher’s epistemology subjugates the researched) from
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descriptive psychology, w here the researcher attempts to understand the world 
o f  the researched from  the “structural nexus o f  consciousness” (Dilthey, 1977). 
D ilthey’s w ork, w hich cam e to influence early tw entieth-century sociology 
m ore than psychology, remained positivist, that is, knowledge could be gained 
on the basis o f  sensory experience (you can believe your eyes) w hich is inter­
preted through reason and logic, as opposed to interpretivist, an influential and 
relatively new  view o f  social science that sees the focus shift o ff the ob ject o f  
investigation to the investigator and how  ideas, concepts and even language 
shape ‘reality’ (Weber, 2004). That change began to take hold in  the 1960s.

However, w hile qualitative research has carved out a substantial place in  the 
social sciences in general, w ithin mainstream academic psychology it is fair to 
say it has only carved out a substantial n iche.T here are nevertheless many extraor­
dinarily influential examples o f  qualitative research inside mainstream psychol­
ogy. For example, note the em ergence o f  M aslow ’s hierarchy o f  needs (Maslow 
built his w ork on cases o f  what he called “exemplary people” , what in  today’s 
terms would be called case studies; [Maslow, Frager, Fadiman, M cR eynold s, & 
C ox, 1970]) and K ohlberg’s use o f  storytelling techniques in semi-structured 
interviews to build his stage theory o f  moral developm ent (Kohlberg, 1984).

In this chapter I will discuss some o f  the better-know n qualitative approaches 
relatively briefly, and w hile their ontological com plexity makes it difficult to do 
each ju stice in b r ie f form , one can controversially argue that these approaches 
are still powerful i f  mishandled or handled superficially.

Ethnography

Ethnography is the systematic study o f  people and cultures, w here research­
ers (or what Agar calls “professional strangers” ; [1996]) im m erse themselves 
in the context o f  the subjects, aim ing to understand the subjective point o f  
view  o f  those observed as well as the mechanisms o f  social behaviour. It’s still 
em pirical, but it acknowledges that context can transform m eaning and that 
things operate in  systems. T h e  ethnographer is “both researcher and research 
instrum ent” (M cFarland, 2 014 , p. 97). T h e  techniques o f  the autoethnographer, 
once arm ed w ith a research question, having conducted a literature review and 
gained entrance to the target com m unity usually, like M ars, involves partici­
pant observation (to remove distance betw een the researcher and the researched) 
w hich is recorded in  field notes and the collection o f  other data, including 
artefacts (defined as anything created by humans w hich offers insight into them , 
or their culture), so as to avoid m em ory biases, and henceforth to analysis and 
interpretation.

Understanding the connection betw een elements o f  the system is the work 
o f  ethnography. T h e  term  critical ethnography simply puts m ore emphasis on 
the theory, and has been described as an ‘appropriation’ o f  conventional eth­
nography “to transform it into a project concerned w ith bringing about human 
em ancipation” (Hammersley, 2 0 1 3 , p. 96). From  a researcher’s (as opposed to 
activist’s) perspective, the focus is on revealing the power relations at work
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in research and in the subject o f  research. Ethnographers used to be trained 
by doing ethnography — and Gerald M ars’ Cheats at Work (1983), looking at 
workplace crim e, was an example o f  the m ethod: Mars got out o f  his office, 
abandoned any concept o f  a ‘laboratory’, and took up jo b s  w orking behind bars 
and in  factories, w inning the trust o f  the people he w rote about. However, now 
ethnography has changed, w ith less reference to im m ersion, less sensitivity to 
subjective values. “W hereas the classical approach was one o f  spending consid­
erable tim e in the field, learning the nuances and ‘deep meanings’ o f  the system, 
we now  find ‘hit and ru n ’ forays into the field being term ed ‘ethnography’ ” , as 
critic R ay  R is t suggests, giving rise to “blitzkrieg ethnography” (R ist, 1980).

Autoethnography is perhaps even m ore troubled, w ith the author/researcher 
moved centre stage. Inevitably, autoethnography offers highly personalised 
accounts (Sparkes, 2002) and reduces the opportunity for validation o f  m ethod 
or findings and, inevitability, almost any pretence to generalisability. This needs 
to be distinguished from  W illiam  W undt’s w ork on introspection in  the n ine­
teenth century, involving structured recording o f  thoughts and sensation by 
subjects themselves, w here the aim is establishing objective and replicable 
relationships.

Phenomenology
Phenom enology and ethnography are not so far removed from  each other. 
Again, it is an openly interpretative approach to research. P henom enologi­
cal analysis is designed to explore the participant’s view o f  the topic that the 
researcher has chosen, looking for what Conrad aptly calls the “insider’s per­
spective” (1987). So taking a phenom enological approach to health psychology, 
for example, doesn’t deny that bodies and bodily processes including illness 
exist but embraces the fact that two patients diagnosed w ith the same illness 
may com e to experience that illness very differently due to their different sense- 
making — the interpretative process by w hich individuals assign meanings to 
things that have happened to them . Phenom enology may start w ith raw data 
such as an interview, w orking from  a single case w ith the researcher reading 
the interview  repeatedly before marking themes and apparently significant ele­
ments, looking for potential connections betw een them . A single case, i f  suf­
ficiently rich , can be w ritten up as a case study in its ow n right or can be used 
as a preliminary template to analyse other cases, w ith the researcher m oving 
back and forth betw een the cases as new  insights emerge. This can becom e 
cum bersom e w ith a large dataset o f  participants, w ith Sm ith, Flowers, O sborn, 
and Yardley (1997) suggesting that in these cases, a m ore cursory exam ination 
o f  a larger num ber o f  transcripts allows an early settling on a num ber o f  shared 
them es, followed by m ore detailed coding in a second stage.

Phenom enology tends to be closely focused on searching for patterns and 
connections betw een themes, as well as points o f  disconnect or tensions — 
involving the exceptional case, for example. In quantitative psychology, the 
exceptional case is com m only discarded as an outlier, but exceptional cases can
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be considered w ithin qualitative approaches, illum inating the limits o f  standard 
classifications and suggesting new  (however rare) relationships betw een vari­
ables (Erm akoff, 2014). O liver Sacks’ w ork (1987) is an easy illustration o f  the 
value o f  such outliers in  understanding normative behaviour.

Discourse analysis
Discourse analysis can be distinguished from  phenom enology in that it shares 
a com m itm ent to the im portance o f  language, but discourse analysis is less 
ambitious in  its attempts to ‘get at’ the underlying cognitive structure o f  the 
subject. So, w hile Potter and W etherell (1987) might regard words as behaviour 
in their own right, phenom enology is aimed at revealing underlying cognitive 
structure and what the subject feels and thinks about the subject, assuming a 
reality that can be unwrapped using words. T h e  difference betw een discourse 
analysis and phenom enology is not crisp. Discourse analysis is a general term  
that covers a num ber o f  approaches that regard language, or m ore broadly signs 
or symbols (analysis o f  w hich  encompasses the field o f  semiotics), as phenom ena 
w orth detaching from  the producers o f  signs or symbols and exam ining on 
their own. Its proponents include French philosophers such as M ich el Foucault, 
w hose Archaeology o f  Knowledge (1972) explored knowledge through how  it was 
expressed, although Foucault saw expression in  signs and symbols beyond lan­
guage — including the structure o f  buildings, for example, in his gamut. Foucault 
may have done him self a disservice by expressing his ideas in a language that 
readers struggled to decode, and the influence o f  Foucault (who drew psychol­
ogy into many o f  his better-know n texts) on discourse analysis, i f  anything, 
has increased since the 1970s. However, stripping some o f  the philosophical 
and literary theory away from discourse analysis reveals a set o f  techniques 
that analyses syntactic structure, gestures, diction phonetics and linguistic style 
and assumes that exact choices o f  expression reveal some deeper truth about 
the individual, m uch in the m anner o f  Freud’s psychoanalysis. Even though he 
regarded words as “predestined to am biguity” (Freud, 1901 , p. 2 94 ), Freud tim e 
and again focuses on the exact words o f  a patient in drawing his conclusions. It 
is w orth noting that Freud regarded psychoanalysis not so m uch as a theory but 
as a new  scientific research method.

Narrative research
Narrative research is com m only distinguished from  discourse analysis even 
though it is com m only defined as any study that uses or analyses “narrative 
materials” (w hich includes literary works, but also field notes by an anthro­
pologist for example, or personal letters; [Lieblich, Tuval-M ashiach, &  Zilber, 
1998]). T h e  key distinction appears to be the focus on m ore or less coherent 
stories, although those stories can be ‘small’ and specific or ‘b ig ’ stories, w hich 
may be about historical events, for example. This focus on stories is considered 
well-advised considering the power o f  story over the construction o f  everyday
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life. This key concept is by no means easy to pin down, w ith B ru n er (1986) 
arguing that it involves a unique sequence o f  events or mental events that can 
be real or imaginary, that connect to forge links betw een the exceptional and 
the ordinary or perhaps, to use the language from  methodology, to general­
ise from  the individual case. T h e  evidence from  outside qualitative research 
accumulated by cognitive psychologists suggests that humans struggle to co n ­
sider discrete events as being truly independent from  each other (Ladouceur, 
Paquet, &  D ube, 1996), instead ascribing connection and causation even when 
the events are ‘purely’ random. U nlike grounded theory or phenom enological 
analysis, there are no how -to  guides to teach the new com er ‘a’ m ethod o f  doing 
narrative analysis, and there are few, i f  any, rules (Squire et al., 2014 ). Like other 
approaches canvassed here, narrative research does not assume a single absolute 
version o f  human reality, or indeed one correct reading o f  that reality. Narrative 
research asks the same difficult questions that other approaches ask; for example, 
“are narratives shaped by the audiences to w hom  they are delivered?” (Squire 
et al., 2 0 1 4 , p. 6).

Grounded theory
Grounded theory emerged as a term  in sociological theory-m aking in the 1950s, 
w ith Karl Lew in using the term  in  a text on m anagement research in 1951 , but 
the term  exploded into the scholarly literature in  the 1980s after a volume 
by Glaser and Strauss marked its arrival in 1967 (Glaser, Strauss, &  Strutzel, 
1968) before peaking before the turn o f  the century. W h ile  the approach can 
be systematic, its popularity lies in  its flexibility, and this flexibility partly can be 
traced to a battle betw een Glaser, w ho continued to evangelise for grounded 
theory in its original form  (“all is data” [2007]), and Strauss, whose approach 
perm itted theory that had emerged early (for example w ith a first interview) to 
be developed by purposive sampling o f  further interviewees. Putting aside this 
argument, at its simplest, grounded theory involves the constructing o f  theory 
through the analysis o f  data — a process not unique to qualitative research. W hile  
the archetype o f  quantitative research m ight be theory first, data collection 
second, the cyclical nature o f  science (m odifications as a result o f  failures o f  
theory that Karl Popper regarded as central to the nature o f  good science [Pop­
per, 1959]) means that at certain points in  tim e, even traditional quantitative 
research may resemble the essence o f  grounded theory.

T h e  process o f  doing grounded theory often starts w ith the analysis (or even 
the collection) o f  data, w ith data being tagged w ith codes and sorted into 
categories, but it can be regarded as distinct to other qualitative approaches in 
that some authors encourage leaping into data collection and analysis without 
having done a preliminary literature review and without recording and tran­
scribing (for example) interview s, although these ‘purer’ versions o f  grounded 
theory are far from  universally accepted (Charmaz, 2014 ). T h eo ry  developed 
through grounded theory processes has the advantage o f  being parsimonious, in 
that the researcher doesn’t have to sift through existing theory to retrofit onto
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data; innovative, because it generally generates new  theory; and valid, because it 
is sourced in in data. Grounded theory and phenom enology are particularly 
susceptible to being mistaken for each other, focusing as they both do on the 
“richness o f  human experience . . . the subject’s own frame o f  reference and . . . 
flexible data collection procedures” (Baker, W uest, &  Stern, 1992, p. 1355). P h e­
nom enology, more than grounded theory (unless one takes the purist approach) 
relies on the experience o f  the subject, w ithout the benefit o f  previous research, 
whereas grounded theory may well regard previous research (em erging from a 
literature review, for example) as mere data from  w hich theory m ight emerge. 
Grounded theory is also less concerned about generalisability, instead focused 
on the degree o f  fit betw een the theory and the data and the degree to w hich 
it explains what has, and is, happening, in the group represented by the data 
(Glaser et al., 1968).

Action research

A ction research is also know n as ‘participatory action research’. W hile  the 
m ethod is regarded as new, like m uch o f  qualitative research it has shared roots 
w ith other methods. G erm an-A m erican social psychologist Kurt Lew in is 
regarded as the founder o f  action research as a relatively distinct form  o f  study. 
In the first paper he published on the m ethod, he described it usefully as “a spi­
ral o f  steps, each o f  w hich is com posed o f  a circle o f  planning, action and fact­
finding about the result o f  the action” (Lewin, 1946, p. 206). In action research, 
then, the idea o f  the researcher being separate to the research is openly regarded 
as a fiction. R ath er than ju st being considered com prom ised or coloured by 
bias, the researcher is seen as being an active agent in  the research process and 
the research context.

Lew in’s influence made it acceptable for research to be regarded as a co l­
laboration betw een stakeholders and the social scientists investigating them. 
Lew in’s spiral recognised that theory could drive research and practice, but that 
doing things w ith the ‘subject’ o f  on e’s research was a shortcut to theory. A ction 
research also asks “what really is the purpose o f  social research” (M cTaggart, 
2 0 0 2 , p. 1) and answers it by saying ‘change’ : researchers not only change the 
reality they observe but also should seek to change it. O ne o f  the shortcomings 
o f  action research is the issue o f  generalisability. Are results derived from  local 
conditions and a particular researcher apt to apply to larger contexts and differ­
ent researchers? Validity, however, is less o f  a problem  w ith action research than 
other forms o f  research, being the ultimate in applied science (Brydon-M iller, 
Greenw ood, &  M aguire, 2003).

Historical research
H istorical research can be defined as being a process o f  systematically exam in­
ing past events, aimed at clarifying a concept, a place, a tim e or social phenom ­
ena. In terms o f  method, it is an umbrella term  that can include qualitative and
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quantitative methods. H istorical research almost inevitably ends up drawing 
from  archival data, although it can rely, like other qualitative approaches, on 
contem poraneous interviews. H istorical researchers treat archival data as ‘w it­
nesses’ or ‘evidence’, and from  the perspective o f  some o f  the other forms o f  
qualitative research discussed in this chapter, historical research can at times 
exhibit a naive attitudes towards ‘facts’ (the ‘history as a repository o f  facts’ fal­
lacy [R ow linson, 2005]). T h e  sheer scale o f  history can also pose an obstacle to 
a historical research project. For example, one o f  the giants o f  m odern social 
psychology, R o y  Baum eister, conducted an analysis o f  the em ergence o f  the 
m odern idea o f  ‘selfhood’ (1987) using two types o f  what he called ‘evidence’: 
historical data and literature (including especially fiction ). T h e  problem  with 
defining evidence so broadly, particularly w hen dealing w ith such a large topic, 
is that the am ount o f  data cannot be systematically analysed in a reasonable time 
period, and the result can ‘degenerate’ into a literature review. D ata collection 
is (often) not regarded as a neutral process, w ith the researcher’s position again 
im pacting how  materials are chosen and understood. “N o  archival sources are 
neutral” (Ginzburg, 2 0 13 ), because the authors o f  the original data may have 
had their eye on history — even beyond the limits o f  their ow n subjectivity. 
O n e curiosity o f  historical research is that it regards as primary data material 
that would otherwise be com m only considered secondary data. H ere, primary 
sources o f  historical research data m ight include first-person accounts o f  events, 
as well as music and photographs, w hile secondary sources are regarded as those 
w ho did not experience events first-hand, even w hen they collected claim 
to be directly connected  (e.g., as eyewitnesses) to events (Lundy, 2012 ). T he 
process o f  historical research involves, in  relatively traditional fashion, identify­
ing a research topic/problem/aim or question first, then collecting, evaluating, 
synthesising and reporting on data.

Case study research
Case study research, in com m on w ith most o f  the methods discussed here, 
involves inducting theory from  data, but it is generally understood as a m ethod 
focused on plotting the boundaries o f  a project rather than specifying too exactly 
what happens w ithin those boundaries. W hat makes ‘case study’ approaches dif­
ferent to the other approaches is that it explicitly focused on building under­
standing o f  the dynamics betw een variables present in a single setting, although 
it can then generalise from the particular case. So the case study will focus on 
a single identifiable event, a single project, com pany or industry. T h e  m ethod 
is flexible enough to incorporate multiple levels o f  analysis in a single study 
(Y in, 1984; e.g., industry and specific organisation) and even encompass mixed 
m ethods, w ith survey data being com bined w ith interview  transcripts. T h e  case 
study can be aimed at describing a phenom enon or testing or generating theory.

An influential example o f  case study research in psychology is Yuille and 
Cutshall’s (1986) study o f  a fatal shooting incident in  Vancouver, conducted 
in cooperation w ith the R oyal Canadian M ounted  Police. Th irteen  o f  21
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eyewitnesses to the shooting agreed to participate in  a research interview  four 
to five months after the incident, w ith sem i-structured interviews m im icking 
police protocols taking place — w ith the addition o f  two misleading questions. 
T h e  case study was well-designed, thorough and very high in  validity, leading 
to questioning o f  the generalisability o f  laboratory studies showing that eyewit­
ness testim ony was highly vulnerable to leading questions and deterioration o f  
memory. W h ile  this study showed the value o f  a single case in disconfirm ing 
w hat had been regarded as a general phenom enon, case study approaches are 
often quite vulnerable to selection biases.

Organisations that are prepared to cooperate w ith researchers are arguably 
not typical organisations, and some researchers go to lengths to ensure that sam­
pling processes in selecting cases m im ic the processes in  ‘standard’ quantitative 
approaches (e.g. M uurlink, W ilkinson, Peetz, &  Townsend, 2012).

Conclusion
T here is a family resemblance betw een the different forms o f  qualitative 
research, and a critical analysis o f  the ‘different’ forms reveals large areas o f  
overlap. Attempts at policing these boundaries can have the side-effect o f  dis­
suading new com ers from  qualitative research approaches altogether. Qualitative 
methods in  psychology have a long and rich  history sometimes overlooked in a 
m odern psychology school. As a means o f  generating ideas and gaining insight 
into the lived experience o f  the traditional psychology ‘subject’, qualitative 
research deserves a place in every researcher’s toolbox. W hile  some qualitative 
techniques can be trained in  a prescriptive and step-by-step manner, perhaps 
the single greatest strength o f  qualitative research is its flexibility, w ith an agile 
researcher w ith ability in clinical w ork perhaps best equipped to take advantage.

Further reading

Qualitative Psychology is a new  APA jo u rn al that explains its purpose as being 
a hom e for qualitative researchers and theoreticians w ho are determ ined to 
explain the “lived or narrated experience in  its natural setting” in a “way that 
attempts to persuade others o f  the sensibleness o f  the sense they m ake” . I t ’s a 
place w here both theory, techniques and examples o f  qualitative research have 
a hom e. G ood overviews o f  qualitative research methods w ith a less specific 
psychology focus are published by imprints such as Sage, W iley  and others, with 
new  editions out almost annually.
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9 Interviews, focus groups, 
and Delphi techniques

Jennifer Brown

Introduction
M ost applied psychologists are employed in four main areas: clinical, educational 
and occupational psychology and governm ent service, e.g., as prison psycholo­
gists (Hartley & Branthw aite, 2000). W h eth er practitioner and/or researcher, 
m uch o f  what they do involves exploring people’s experiences and behaviour. 
N early 80 years ago, the A m erican psychologist Gordon Allport expressed the 
view  that i f  you want to know  som ething about people’s activities, the best way 
o f  finding out is to ask them . T h e  three methods described in this chapter offer 
distinct ways o f  doing this.

Interviews broadly defined are an “interaction in w hich two or m ore people 
are brought together into direct contact for at least one party to learn som e­
thing from  the other” (Brenner, Brow n, &  Canter, 1985). A  focus group is a 
facilitated group discussion that is “focused” on a particular topic (Millward, 
2 000). T h e  D elphi technique structures a group com m unication process by 
bringing together a panel o f  experts to form ulate a prediction or set o f  priori­
ties (Dalkey, 1967). B y  and large, the topics o f  interest addressed by these m eth­
ods can be characterised as “real w orld” problems (see R o b so n  & M cC arten , 
2 0 1 6 , for a com prehensive guide w hen preparing for and conducting applied 
research).

T h e  chapter that follows will briefly outline the history, indicate strengths and 
weaknesses, show how to conduct, and offer some dos and don’ts o f  these three 
methods. These are intended as guidance, so ju st following these tips does not 
necessarily m ean the research design, application o f  the m ethod or conclusions 
drawn from the analysed data are sound. T h e  requirements for the robustness o f  
the findings (i.e., the demands o f  reliability and validity) may depend on the pur­
pose o f  the study and the audience to w hom  the results are disseminated (peer 
reviewers are likely to be m ore demanding than a client or research sponsor).

Som e preliminary pointers may be helpful before reading the chapter:

• There is a vast accumulated literature on these methods, and a chapter such 
as this can only provide a skeleton outline, so other indicative resources will 
be provided w ithin and at the end o f  the chapter.
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• Your choice o f  a m ethod must be appropriate to the underlying assump­
tions o f  your epistem ological approach (very broadly, a positivist position, 
in w hich knowledge is thought to be m ore objective and factual, or con ­
structionist, in w hich knowledge is thought to be m ore subjective and 
gained through interaction w ith an inform ant).

• T h e  chosen m ethod should perm it collection o f  appropriate data that 
answers the research question(s).

• T h e  m ethod must m eet the needs for the capability and com petence o f  the 
targeted respondent population.

• It is im portant to be mindful o f  how  the data generated by these methods 
are to be analysed (the subject o f  Section 3 o f  this book) as part o f  the deci­
sion to opt for one or other or a com bination o f  methods.

• Such methods are often employed to address sensitive or pressing topics 
and may recruit potentially vulnerable groups w hich im pinge on ethical 
and possibly legal issues (see Chapter 4 for a discussion o f  these).

• Allow sufficient tim e; b ecom e aware o f  the skills required and other 
resources (e.g., equipm ent, rooms, etc.) needed that accom pany m ethod o f 
choice.

Origins
R elian ce  on oral m ethods to derive know ledge goes back to the fifth cen ­
tury and H erodotus’ History. In m odern times one o f  the first general social 
science m ethods textbooks to include a treatise on  the research interview  
was O d um  and Jo ch e r  (1926 , as cited in Platt, 2012) and was very m uch in
the fact-finding tradition o f  social enquiry. B y  the m id -1950s, influenced  by
counselling and com m unication theory, the unstructured interview  evolved 
and a tension m aterialised betw een the accuracy and precision provided by 
a un iform  adm inistration and asking invariant questions and the experiential 
non-directive approach typified by Carl R og ers (Platt, 2 0 1 2 ). T h e  further 
move away from  the experim ental tradition in  the 1960s and ’70s saw the 
em ergen ce  o f  social co n stru ctio n ism  and the idea that people generate 
their ow n meanings o f  their experience through the giving o f  “accounts” (see 
H arre and Secord, 1972). This converged w ith the developm ent o f  qualitative 
analytic m ethods such as grounded theory, discourse analysis, conversational 
analysis, interpretative phenom enological analysis and narrative analysis (see 
Chapter 8 in  this co llection  and also H ow itt, 2 0 1 1 ). T h ere  are different forms 
o f  interview s w h ich  Gray (2009) characterises as structured (often used to co l­
lect data to  accom pany quantitative analysis); semi-structured (to allow probing 
o f  views and opinions); non-directive (a free-fo rm  exploration o f  issues);focussed 
(w hich tends to lim it responses to a know n situation or experience); and 
informal conversation interviews (relying on spontaneous generation o f  questions 
during the interview ).

A “deceptively” simple m ethod, the invention o f  focus groups in  social sci­
ence research is usually credited to R o b e r t M erto n  in the 1940s, although
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probably was in use some 2 0  years prior to this (W ilkinson, 2004 ). T h e  main use 
o f  focus groups prior to the late 1970s was m ostly as a market research tool. But 
during the 1980s, this m ethod was adopted by health researchers in areas such 
as family planning, preventative health interventions and sexual health, particu­
larly in  relation to H IV /A ID S (W ilkinson, 2004 ). B y  the 1990s the m ethod had 
spread across a w ider range o f  disciplines (such as education, com m unication 
and media studies, and feminist research). M ore recently, com m unity-based par­
ticipative consultations use this m ethod as a way to garner expertise from  the 
lived experiences o f  locals as well as technical experts across a variety o f  topics 
salient to particular localities (Daley et al., 2010).

T h e  D elphi m ethod owes its name to the D elphic O racle, w hich was con ­
sulted to provide authoritative predictions about some m ajor undertaking by 
the A ncient Greeks (Kennedy, 2004). In its m odern manifestation, the R A N D  
C orporation developed this technique initially as a way to forecast the Soviet 
U n io n ’s ballistic missile policy to allow the U .S. military to calculate the num ­
ber o f  atom ic bom bs it would need for its defence (Dalkey, 1967). Classified as a 
“subjective-intuitive m ethod” , Delphi is often employed w hen there is lim ited 
tim e and some urgency in requiring a steer to solve a pressing, com plex prob­
lem  (R ow ell et al., 2015 ). Basically, the technique is aimed at soliciting expert 
opinion to generate ideas and then establish a measure o f  agreem ent over pre­
ferred solutions. W idely applied, Delphi has been particularly used in medical 
and nursing research, com m unity projects, education and m anagem ent, and 
governm ent policy application (see Linstone & Turoff, 1975 , for an exposition 
and examples o f  this method).

Interviews
Fundamentally, an interview  is a conversation in w hich questions may be posed 
by the researcher in a structured, sem i-structured or unstructured form at to 
gain first-hand insights into some topic. Em ploym ent o f  interviews hail from  a 
m ixture o f  positivist and non-positivist epistem ological positioning to a social 
constructionist view point o f  know ledge (Gray, 2009 ). T h ey  can be used as the 
sole data-gathering instrum ent; may be a pilot used as a precursor to designing 
a questionnaire or to explore or test hypotheses; or be an adjunct to a question­
naire survey, fleshing out richer meanings to closed-ended questions (Rowley, 
2 012). C hoosing a particular type o f  interview  depends on the purpose o f  the 
study and the objectives o f  the research. Kinds o f  interview  vary in  terms o f  the 
degree to w hich:

• the interview  schedule specifies the questions (ranging from  a strictly fo l­
lowed invariant defining and ordering o f  questions to an aide m em oire o f  
themes to be addressed);

• there is a balance o f  open and closed questions;
• they are interview er- or respondent-led; and
• they yield a balance o f  quantitative and qualitative data.
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Table 9 .1  Summary advantages and disadvantages o f  the research interview

Advantages Disadvantages

Flexible

Can incorporate other data elicitation 
processes (such as psychom etric test or 
rating scales)

R ich , in-depth data

M ore manageable sample size
Respondents potentially m ore receptive 

and informative

Permits responsivity to social cues (i.e., 
non-verbal communication)

Can generate volumes o f  “messy” data w hich 
are difficult to analyse 

N o t so amenable to statistical generalisation

T im e consuming to set up and conduct as 
well as lengthy periods spent on analysis 

Potential for interviewer bias 
Dependent on the skill o f  the interviewer 

and capacities and cooperation o f the 
respondent

T h e above table summarises the pros and cons o f  interview ing. Overall, 
interview  data provides rich  and elaborated details o f  the experiences o f  the 
research participant. Analysis through can be tim e consum ing and labour in ten­
sive, although com puter aided qualitative analyses such as N -V iv o  can greatly 
assist. T h e  next table (9.2) lists some basic tips w hen conducting an interview.

A research interview  can be used at virtually any stage o f  a research enquiry 
and on any topic. R ecru itin g  respondents is often by some form  o f  purposive 
sampling, or, i f  a particularly elusive groups o f  inform ants, the snowball method 
may be used. This is w here a respondent suggests another contact w ho may 
be w illing to participate in  the research (see Chapter 3 in this collection and 
A tkinson and Flint, 2001  for a briefing about the technique).

Som e general principles for conducting interviews include:

• pre-preparing the introduction (the explanation for the interview  sets the 
context, tone and style and w ill influence the conduct o f  the interview  and 
the type o f  material elicited);

• establishing the ground rules for your inform ant that describe the purpose 
o f  the research and the conditions pertaining to the conducting o f  the 
interview  (e.g., the person can stop at any tim e and withdraw, signing o f  
an inform ed consent and reassurances about confidentiality and explaining 
the use the data will be put to);

• testing the com prehensibility and logical sequencing o f  questions through 
a pilot;

• know ing how  to establish rapport w ith the interview ee;
• having good listening skills;
• checking that any equipm ent to record the interview  is in good working 

order;
• m aking additional preparations i f  the interview  inform ant is likely to be 

vulnerable or potentially difficult;
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Table 9 .2  List o f  dos and don’ts w hen conducting interviews

Dos

Adjust the interview schedule in the light 
o f  feedback from the pilot 

B e thoroughly familiar w ith the schedule 
before starting interviews proper 

Use probes i f  insufficient detail is obtained 
from initial answer 

Provide non-directive non-verbal 
encouragement 

Use straightforward ordinary language in 
asking questions

Take tissues and be prepared for any 
distress experienced by informant

D on ’ts

Introduce assumptions before asking a 
question

Use non-verbal cues to imply the respondent 
is giving the “right” answers

Use complicated phrasing or jargon words

Use leading questions

Use general “catch-all questions” (e.g., tell 
m e everything you know about [the topic 
o f  the research])

Change roles (e.g., adopt counsellor mode)

• being aware o f  and taking avoiding measures for any possible sources o f  
interview er bias (e.g. taking a liking or dislike to a particular inform ant);

• as a rule o f  thumb, recruiting a m inim um  o f  12 inform ants; and
• assigning at least three hours to manually transcribe one hour o f  interview 

recording.

O ften  interviews are conducted face to face. Increasingly, telephone in ter­
view ing provides an econom ical alternative, but these are not really suitable for 
sensitive topics or m ore intensive inquiries. Ideally, interviews should have a 
natural rhythm  and a manageable pace.

Any interview  material is reliant on the inform ant being able (and willing) 
to provide the inform ation asked o f  them . Breakw ell (2012) suggests that there 
is no evidence to suppose that data gathered through an interview  is any less 
reliable or valid than that collected by other means. She nevertheless proposes a 
num ber o f  strategies that can help eliminate researcher bias effects such as pro­
viding training prior to the conducting o f  the interview s, using electric recod­
ing rather than note-taking and adopting some form  o f  inter-rater reliability 
w hen establishing themes or coding for analysing data.

Focus groups
N ot tied to any particular theoretical position, the overall objective o f  focus 
groups is to get close to the participants’ understanding o f  and perspectives on 
particular issues rather than generating generalisable data (Millward, 2000). Focus 
groups can be employed as the main data-gathering m ethod, used as a ground- 
clearing pilot to elicit key issues (often as a precursor to a quantitative survey) 
or used as a qualitative supplement to a quantitative survey (Barbour, 2005). 
T h e  data obtained from  a focus group com prise some appreciation o f  group 
processes, i.e ., the dynamics through w hich people interact, express and develop



100 Jennifer Brown

their views and the content o f  views expressed. Thus the recording o f  evidence 
m ight include observations o f  non-verbal behaviour (such as fidgeting or facial 
reactions) and noting para-linguistic features, such as interruptions, overlapping 
speech and tone o f  voice (W ilkinson, 2016). In addition, the verbatim content 
o f  the discussion forms the corpus o f  material to be content analysed. M eans to 
record evidence may be by note-taking, audio and/or audio-visual recordings.

Random ised sampling is not really necessary for focus groups, as it is usu­
ally a target group that is wanted. Som e form  o f  systematic strategy should be 
employed w hen m aking up a focus group and consideration given to screening 
criteria, e.g., i f  the discussion was about rape, may it be better to have single-sex 
or m ixed groups? Sessions probably should last up to one hour but no longer 
than two hours. Questions may relate to experiences or behaviour, opinions or 
values, feelings, knowledge, background and demographics (Rosenthal, 2016). 
Tables 9 .3  and 9 .4  provide a listing o f  the main advantages and potential hazards 
o f  focus groups, together w ith some advice w hen conducting focus groups.

Key requirements in running focus groups as a means ofdata collection include:

• having a facilitator w ith basic interview ing skills, some knowledge o f  group 
dynamics and preferably some experience o f  running group discussions 
including people m anagement skills in order to manage difficult, particu­
larly talkative or shy participants;

• preparing well to identify broad parameters o f  the study, timescale available, 
num ber o f  groups necessary, types o f  participants and how to recruit them , 
how  to record the data;

Table 9 .3  Summary o f  the main advantages and disadvantages o f focus groups

Advantages

Can tackle sensitive topics 
G ood for potentially vulnerable or hard-to- 

reach respondents 
May encourage participation o f  individuals 

otherwise reluctant to talk one to one 
Give “voice” to ordinary people involved in 

controversial issues 
Provide ongoing feedback m onitoring some 

intervention 
Probes underlying attitudes and beliefs

Examines issues m ore holistically 
Generates rich  data through group 

dynamics 
Allows observation o f  process

Flexible in terms o f  location, tim ing and 
sampling

Disadvantages

Can be hijacked by dominant participant 
Dependent on the skills o f  the facilitator

Can be chaotic and unwieldy

Allows individuals “to hide” by remaining 
unengaged 

Data can be unstructured and voluminous, 
not readily amenable to summary analysis 

N o t suitable for accessing individual’s 
narratives (as difficult to extricate from 
the flow o f  the group discussion)

N o t good for measuring attitudes 
D o not supply data amenable to statistical 

generalisation 
May be driven by the needs o f  the client 

not prepared to invest tim e and m oney in 
validating results
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Table 9 .4  List o f  dos and don’ts w hen running a focus group

Dos D on ’ts

Pilot process Have groups too big/too small
Plan thoroughly Include participants o f  different status
Provide directions to venue B ecom e overly engaged in a particular

participant’s contribution
Steer w ith suitable probes Answer specific questions generated by group

participants
Encourage all to participate Sw itch role (i.e., fall into counselling rather

than group facilitator mode)
Anticipate how to handle distressed/ Allow participants to either dominate or

dominant/silent participants “hide”
Have a contingency plan i f  you need to

term inate session
O ver recruit
Allow for between 6—10 participants
Identify key roles (moderator, note taker)
Have tissues, name labels, pens

• w ell-developed focus group schedule o f  questions that w ill engage par­
ticipants, uses appropriate terminology, is sufficiently open-ended to allow 
diverse views to be expressed, flows logically;

• inclusion o f  other materials such as vignettes, card sorts, pictures and video 
clips to vary and stimulate discussion;

• pre-w riting introduction and ending scripts;
• practicing before running the actual group to ensure the equipm ent, sched­

ule, timings all work;
• finding an appropriate com fortable and accessible venue; and
• supplying suitable refreshments.

At their best, focus groups w hich are w elcom ing and non-judgm ental can 
be a powerful means to elicit rich  and meaningful data (Cote-A rsenault & 
M orrison-Beedy, 2005). Poorly designed or ill-executed  focus group session 
can be disastrous and impoverish a research study (Barbour, 2005). Kidd and 
Parshall (2000) note that because focus groups evolved outside the mainstream 
tradition of qualitative research there were no concom itant developments in 
validity and reliability standards for the data. T h ey  provide a helpful discussion 
o f  how  to enhance the explanatory power o f  the data.

Focus groups are helpful in identifying the thinking, perceptions and impres­
sions of a particular group and are especially good w hen eliciting views of 
interest groups w ho may be difficult to access. W ell run, they can yield a great 
deal of inform ative data but w hich are not readily generalisable.

Delphi technique
As the D elphi technique involves both qualitative and quantitative elements, it 
crosses the m ethodological divide. T h e  aim  o f  the D elphi m ethod is quite often
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to generate policy solutions under conditions o f  uncertainty and pressurised 
tim e horizons and w here there may be a lack o f  clarity. Table 9 .5  provides a 
b r ie f summary o f  the usefulness and possible pitfalls o f  the D elphi technique. As 
such, they may be o f  particular benefit to practitioners. Delphi has, for exam ­
ple, been  used to assess the views o f  expert providers o f  services and compared 
them  w ith users as expert recipients (Kennedy, 2004 ). However, the Delphi 
m ethod is generally viewed as an exploratory technique or as a platform  for 
future research and represents a step in knowledge building.

There are four essential features:

• A m oderator (researcher) selects participating experts w ho remain anony­
mous to each other so that each may freely express their opinion.

• Inform ation is reviewed and refined over a num ber o f  “rounds” by the 
moderator.

• T h e  m oderator provides controlled feedback o f  the collective view.
• There is statistical collation o f  results.

Given that knowledgeable participants are specially chosen for their exper­
tise, some form  o f  purposive sampling is usually adopted; thus inclusion criteria 
are required. This may involve recruiting an expert w ith a m inority  or diver­
gent view in  order to explore the full range o f  opinions. A  panel o f  experts 
(unknown to each other) is thus created to participate across two or m ore 
questionnaire rounds. Data generated usually com prise open-ended material 
in w hich relevant issues are identified in the first round. T h e  m oderator co l­
lates these and constructs a questionnaire survey to allow for some further

Table 9 .5  Summary o f  advantages and disadvantages o f the D elphi technique

Advantages

Flexible in terms o f  subject matter and 
locale o f  participants (as is conducted 
remotely)

Pinpoints areas o f  agreement and
disagreement in an existing knowledge 
area

Econom ical, as avoids travel costs etc.
Provides inbuilt feedback
M inimises bias from dominant personalities

Anonymity encourages honest responses 
Provides levels o f  agreement in areas where 

there is often an absence o f empirical 
evidence 

Is a quick and efficient m ethod

Disadvantages

High levels o f  com m itm ent and resilience 
are required, as rounds can be onerous and 
drop out can be quite high 

Generalisation is limited (another panel may 
com e to a different view) or the same 
panel may com e to a different conclusion 
at a different point in time 

O utcom es are only as good as the quality o f  
the expertise o f panellists 

Anonymity may limit agreement to 
participate as individuals may want 
personal recognition for their contribution 

M oderator may not run rounds effectively 
O riginal problem form ulation may be 

either too vague or over specified that 
compromises expert’s individual opinions 

Limited research establishing the efficacy o f 
implem entation o f  D elphi conclusions in 
the field



Interviews, focus groups, and Delphi techniques 103

consideration by panellists in  a second round. This is usually in the form  o f  a 
num erical rating scale o f  im portance, or agreem ent on some policy position or 
proposed intervention or evaluation. H ere it is im portant to observe principles 
o f  good survey design (see Chapter 11) and avoid ambiguous or repetitive items 
(Iqbal &  Pipon-Young, 2009). A  further evaluative round comprises feedback 
o f  panellists’ scores on the preceding questionnaire item s, and they are asked to 
reconsider these in  the light o f  this feedback and indicate w hether they wish to 
change their responses. Basic descriptive statistics are calculated (e.g., percent­
ages, means, standard deviations) to establish the panellists’ consensus.

Key requirements in  running a D elphi study are:

• having both  qualitative analytic skills to collate idea generated in round one 
and quantitative skills in questionnaire construction and statistical analysis 
for subsequent rounds;

• providing a clear problem  specification;
• establishing clarity o f  purpose, to establish diversity o f  opinions on a topic

or generating a consensus (divergent views may be an im portant outcom e);
• deciding on the number o f  rounds required and timeframe for their execution;
• careful selection o f  panellists through specified inclusion (and exclusion) criteria.
• choice betw een 10—2 0  panellists (but no m ore than 50); larger panels tend 

to provide m ore stable results; and
• give panellists about two weeks to respond.

D elphi methods have been increasingly included in the arm oury o f  tech ­
niques for evidence-based practice (Jorm , 2015). However, production o f  a 
report or even publication o f  results is insufficient to guarantee im plem enta­
tion. In planning a D elphi study, it is often helpful to include questions about 
im plem entation as one o f  the questions for the experts to consider. Table 9 .6  list 
the key considerations w hen undertaking a D elphi consultation.

Table 9 .6  List o f  dos and don’ts w hen conducting a D elphi panel

D os

Have a clear objective

Provide rapid turnaround o f  feedback

Encourage reassessment o f initial standpoint 
in the light o f  subsequently expressed 
views by panellists 

Use a m inimum  o f  three iterations — open- 
ended, collated questionnaire and final 
evaluation rounds 

W here disagreement, ask panellist to expand 
their reasoning for their opinion 

Electronic com m unication most efficient

D on ’ts

Choose panellists w ho are simply 
knowledgeable; rather, use the most 
qualified individuals 

Choose panellists w ith variable levels of 
knowledge 

Use too few panellists

Send feedback distorting the panellists 
aggregated views trying to “m ould” 
opinion



Delphi techniques tend not to employ conventional scientific criteria o f  
reliability and validity (Powell, 2003). Instead, “goodness o f  fit” criteria may be 
used, such as the explicitness o f  the inclusion criteria for choosing experts. Face 
validity can be present in terms o f  the coherence, usefulness and applicability 
o f  recom m endations. Additionally or alternatively, com parison o f  two expert 
panels considering the same topic may be undertaken.

Conclusion

Choosing the most appropriate m ethod is an integral part o f  the research pro­
cess. Som etim es less experienced researchers may think qualitative methods 
such as interview ing are easier and quicker than conducting a quantitative sur­
vey, as there are fewer participants to recruit and use o f  statistical analyses is 
minimised. Actually, designing an interview  schedule, focus group protocol or 
specifying the problem in a D elphi round is exacting and requires considerable 
skill. Analysing qualitative data is tim e consum ing and often involves subtle and 
nuanced interpretations. T h e  best advice is to choose the m ethod that most 
adequately fits the needs o f  the potential respondents and best serves to answer 
the research question.

Further reading

T h e com pendium  o f  data collection and analytic methods in  the edited co l­
lection by Glynis Breakw ell and colleagues (2012) is an excellent starter text 
for a good overview. David Silverm an’s (2016) edited b ook  on qualitative 
methods has comprehensive coverage and includes details o f  interview ing and 
focus group m ethodologies. T h e  Sage H andbook o f  Interview Research  edited by 
G ubrium  and others (2001) is a m ore focussed text w ith specific chapters pro­
viding helpful guidance on conducting and analysing data gathered by means o f  
interviews and focus groups. W hilst directed at nurses and health professionals, 
Keeney, M cK enna, and Hasson (2010) provide an accessible description, cri­
tique and “how  to ” do D elphi based studies.
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In the last decade, three researchers (Elizabeth Levy Paluck, Susan M u r­
phy, and Esther D uflo) have received the prestigious M acA rthur fellowship for 
their imaginative program o f  research. In each instance, rigorous randomized 
studies were a fundamental part o f  their methodology, w hich addressed how  
we assess solutions to difficult problems. In stark contrast, over the last half­
century, perhaps the most famous and influential studies in psychology (M il- 
gram ’s laboratory w ork w ith com pliance, Z im bardo’s Stanford P risoner’s study, 
and R osen h an ’s indictm ent o f  psychology’s inability to discern mental illness) 
lacked form al control groups, used m ostly descriptive statistics, and included 
small samples.

W hile  these M acA rthur fellows each im plem ented experim ents, the three 
incredibly impactful psychology studies used non-rigorous study designs. In 
no instance were quasi-experim ental designs utilized. W h y  not? Perhaps most 
readers judged topics chosen for quasi-experim ents to be insufficiently pro­
vocative or ignored their inherent advantages (Frieden, 2017) (e.g., m ore timely 
evidence, larger samples, and longer-term  follow-ups in quasi-experiments).

Characterizing research designs and an annotated 
bibliography

A prim ary aim  o f  this chapter is to enhance the utilization and credibility 
o f  quasi-experim ents and to provide readers w ith a m ore expansive m enu o f  
design options.2

Unfortunately, it seems impossible to provide anything resem bling an ade­
quate “how to ” for viable experim ents and quasi-experim ents in the span o f  a 
single chapter. As a partial rem edy for readers unfamiliar w ith particular designs, 
Table 10.1 (at the end o f  this chapter) includes a b r ie f description o f  character­
izing elements o f  designs discussed here along w ith X s  and O s diagrams.

T h e  bald question: W hy designs? T h e  short answer: to maxim ize inferen­
tial quality. And, to play the expert card, D on  R u b in  noted, “D esign trumps
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analysis” (2008). H igh-quality designs provide a sound counterfactual (Fisher, 
1935 ; M organ & W inship, 2008) against w hich to com pare results in the inter­
vention group. Such counterfactuals allow us to reduce the num ber o f  threats 
for each validity type, the prim ary aim  o f  the contem porary methods “b ib le” 
(SC C : Shadish, C o o k , &  Cam pbell, 2 0 0 2 , along w ith Shadish & C o o k , 2 0 0 9 , an 
update to the 2002  testament). W h ile  design decisions may have an im pact on 
construct, external, and statistical conclusion validity, my focus will be on inter­
nal validity (casual in ference). (To be clear, my sense o f  cause is consistent with 
the three principles noted in S C C : (1) cause precedes effect; (2) cause and effect 
are correlated; (3) rival explanations o f  the causal relationship are implausible.)

B ill Trochim ’s Social R esearch  M ethods website and his accom panying 
textbook (Trochim , Donnelley, &  Arora, 2016) represent wonderful resources 
for familiarizing readers w ith both designs and validity threats. In yet greater 
detail, S C C  articulates the many validity threats and their relevance to different 
designs. W h ile  a thorough discussion o f  validity threats is beyond this chapter’s 
scope, many consider S C C  as required reading to develop a deep understanding 
o f  relationships betw een designs and validity threats.

Criteria for choosing among possible research designs 
(including rule-outs)

T h e prim ary w orking principle in the choice o f  a research design is straight­
forward: use the inferentially strongest design. First consider all (seriously!) pos­
sible design choices. T hen , from am ong the feasible designs, im plem ent the one 
elim inating the greatest num ber o f  validity threats. B etter still, choose a design 
that eliminates validity threats other studies have not. I f  your design controls 
selection bias w hile few or no other published studies have adequately done 
so, your research will make a substantial contribution to knowledge. Certainly, 
there remain many substantive areas that lack experim ents or fail to include 
w ell-controlled quasi-experim ents. (But beware, there are likely good reasons 
w hy rigorous studies do not yet exist.)

H ere, I provide a set o f  decision considerations (including advantages and 
disadvantages) for each design. These considerations are not exhaustive; other 
determinants exist; the named considerations represent some o f  the most salient 
dimensions. For each design, i f  a consideration rules out its use, it will be des­
ignated by “R O ” . Fortunately, R O  considerations are generally not redundant, 
as the elim ination o f  one design possibility does not simultaneously eliminate 
others. R O  conditions also represent proxy measures o f  each design’s flexibility. 
To the degree that R O  conditions com m only exist, the design is not easily 
implementable.

R andom ized studies (R C T s, experim ents) R O

Typically, researchers must have authority to conduct random ization and to 
gather inform ed consent from  participants. B ig  advantage: compared to infer­
ential statistics in quasi-experim ents, R C T s  offer easy-er  statistical analysis
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options (e.g., A N O V A , t-test, chi-square). “U p front” costs are higher for R C T s , 
but later, inferential qualifications and data analysis issues are reduced.

S M A R T  designs (sequential multiple allocation research trials) R O

S M A R T  designs have the same ru le-out restrictions as R C T s  but require that 
participants remain available for extended periods -  at least two rounds o f  
research. A ttrition (differential dropout rate) can rear its ugly head in  each stage. 
W ith  multiple stages, intervention adherence is doubly challenging. Blinding 
and diffusion are further com plicated by sequential approaches.

R D  (regression discontinuity) R O

Pretest and post-test measures must be available for the control group as well 
as the intervention group. Lack o f  consistent adherence to the cu t-point (sub­
stantial crossovers from  intervention to control group or vice versa) represents a 
second ru le-out condition. Researchers must be skilled in statistical modelling 
to correctly  ascertain the pattern o f  assignment (pretest) and post-test scores 
(e.g., linear, quadratic, cubic). Contem porary standards encourage researchers 
to utilize both parametric and non-param etric discontinuity estimates (Kra- 
tochw ill, H itchcock , H orner, Levin, O d om , R indskopf, &  Shadish, 2010 ). In a 
fortunate set o f  circumstances, a large discontinuity may partially compensate 
for study weakness.

C I T S  (controlled interrupted time series) R O

Should the intervention diffuse to the control group, inferential quality will be 
substantially reduced. Baseline differences in trend betw een intervention and 
control groups (selection by maturation) will greatly com prom ise the value o f  
the counterfactual, though statistical m odelling can com pensate (e.g., St.Clair, 
2 014). W h ile  skills in longitudinal data analysis are required, many important 
interventions can be evaluated w hen retrospective data are available.

N E C G  (non-equivalent control group) design R O

Identification o f  im portant covariates (those that correlate highly w ith depend­
ent variables or predict self-selection into intervention and control groups) 
is critical in  producing unbiased estimates o f  effect. Knowledge o f  relevant 
statistical m odelling and data analytic procedures are paramount w ith N E C G . 
Currently, data analysts w ill almost certainly choose from  A N C O V A  or various 
versions o f  propensity score m atching procedures (Shadish, 2013).

Interrupted time series (IT S ) R O

Gradual im plem entation o f  or incom plete adherence to the intervention can 
destroy inferential quality (then, effects do not im m ediately occur and “other” ,
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non-intervention attributions will be made). This ru le-out criterion  also applies 
to C IT S . T h e  longitudinal nature o f  the design increases its ability to detect 
change and to rule out threats (e.g., m aturation, testing, and regression). In 
Chapter 6 , S C C  discuss classic examples o f  ITS.

Regression point displacement (R P D ) R O

I f  researchers choose the intervention unit to “gam e” the contrast to the regres­
sion line o f  control units (i.e., maxim ize displacement by picking particularly 
motivated or comparatively advantaged participants), the quality o f  causal infer­
ence is seriously periled. In Germany, Kowalski,Yeaton, Kuhr, and P faff (2016) 
evaluated the effectiveness o f  perform ance feedback given to staff in breast 
cancer care hospitals. Each control hospital had also previously participated 
in a best practices workshop, but staff in those hospitals did not receive subse­
quent perform ance feedback. Hospital-level data provided the unit o f  analysis, 
and pretests and post-tests were systematically collected. W e corroborated R P D  
estimates and validated R P D  w ith estimates from  a strong quasi-experim ent, 
C IT S . B y  utilizing m ore than one intervention group, we m inim ized chances 
that a single, random ly chosen intervention unit was the initially best- or w orst- 
perform ing hospital.

N ote: R P D  uses an atypical counterfactual, the regression line established by 
the pretest and post-test o f  each o f  multiple control group units. R P D  probes 
for a statistically significant, vertical displacement created by the pretest and 
post-test o f  the intervention group. R P D  is not a m in i-R C T ; pretest equiva­
lence is not the aim o f  random choice o f  the intervention group.

C om m on Cause (C C ) R O

T h e design’s short history argues against the form ulation o f  R O  standards based 
on em pirical evidence, though the design’s logic is based on a long-standing 
philosophical tenet (similarity) o fJ .S . M ill. I f  the intervention produces a con ­
sistent pattern o f  increase or decrease across multiple study units (when rival 
explanations or theories o f  change w ithin units remain constant), causal infer­
ence is enhanced.

Since there is typically a single pretest and a single post-test for each o f  the 
design’s intervention units (one O X O ), internal validity threats germ ane to 
each unit should be addressed. Thus, researchers must be wary o f  the full lineup 
o f  potential suspects: history, m aturation, testing, regression, instrum entation, 
and differential attrition. Enhanced causal inference occurs w hen the duration 
betw een intervention and pretest and betw een intervention and post-test is 
b oth  short and equal (minimizes instrum entation and m aturation); treatment 
is delivered at different times to different units (minimizes history and matura­
tion); measures are not taken from  “tests” , in the education sense (minimizes 
testing); and interventions are not systematically delivered to units w hen scores 
are atypically low  or high (minimizes regression). A ttrition w ill be reduced
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w hen study conditions discourage dropouts (short durations from  intervention 
to pretest and post-test, and incentives are provided to remain in  study). Use 
o f  multiple O X O s may m ean that internal validity threats are not consistently 
present (but not always absent).

Use more than one design for each research question

W h en  one imagines experim ents and quasi-experim ents, it is virtually auto­
matic to make a decision between two designs; choose an experim ent or a quasi­
experim ent. B u t a third option exists; choose m ore than one design for the 
same research question. Intentionally, multiple designs enhance casual inference 
by applying different analyses, causal estimates, and study samples. U n fortu ­
nately, facility w ith multiple designs, best learned in graduate school, is rare.

Suggestions to com bine designs have existed for several decades (Yeaton, 
unpublished). For example, B oru ch  (1975) urged researchers to couple designs 
o f  varying quality or to im plem ent them  in tandem. As a m ethod o f  validating 
a quasi-experim ent, to gauge the degree o f  potential bias, many contem porary 
researchers com bine both an experim ent and a quasi-experim ent. There is now 
a rich  literature using so-called w ithin-study comparisons (W SC ) to em piri­
cally validate three o f  the most im portant quasi-experim ents (N E C G ; C ook, 
Shadish, &  W ong, 2 0 0 8 ; R D ; Shadish, Galindo et al. 2 0 1 1 ; and C IT S ; St.C lair 
et al. 2014 ). However, that validation process is not the essential aim o f  the 
multiple-design approach encouraged here.

Instead, the primary purpose o f  including m ore than one design follows 
from  the scientific tradition that probes o f  capital-T  truth are best achieved 
via replication (e.g., O pen science collaboration, 2015). This replicative process 
may take the form  o f  conducting both an experim ent and a quasi-experim ent 
or two quasi-experim ents, to answer the same research question, in the same 
publication. T h e  idea is to provide multiple estimates but, again, not to use one 
estimate to establish the degree o f  correctness o f  another. R ather, the funda­
m ental goal is to establish a set o f  corroborating results that m irror the critical 
multiplist approach (e.g., Shadish, 1993), allowing one to legitim ately claim 
benefit.

T h e  m ultiple-design approach does not require additional samples. O ne 
could also utilize the same sample w ithin the context o f  different designs. W ing 
and C o o k  (2013) artificially created an R D  design from an R C T  by eliminating 
half the treatment and half the control group scores and validated R D  estimates 
at different cut-points. Kowalski et al. (2016) created an R P D  design from a 
C IT S  design by using the average pretest and post-test scores in the intervention 
group (the first or last pretest or post-test could also have been used).

M y  current research interests reflect this embedded design approach. In 
the first o f  three such studies (Moss, Yeaton, &  Lloyd, 2 0 14 ), an experim ent 
and a quasi-experim ent were com bined to yield multiple estimates o f  benefit 
in developmental education (a cu t-point was established from  an early fresh­
man year pretest in m athem atics). T h e  experim ent, owing to small sample size,



112 William H . Yeaton

lacked statistical power, while the R D  had thousands o f  participants. W e antici­
pated that some R D  students would cross over from  the developmental group 
to the control group. Given administrative rules for course attendance, such 
m igration was not feasible in  the experim ent. Differential attrition loom ed as 
a larger threat in  the experim ent than the quasi-experim ent. D ifferent analytic 
approaches were used in  the two designs (e.g., t-test for the R C T , both para­
m etric and non-param etric regressions in the R D ). Across designs, statistically 
significant, consistently positive effects o f  similar size argued for an achievem ent 
advantage for developmental education students -  precisely the promise o f  the 
embedded design approach.

A second education study focused on academ ic probation but com bined 
three designs: R E , R D , and R P D  (Yeaton & M oss, 2018). In the R D , students 
w ith grade point averages in the range 1 .0 0 -1 .9 9  received a strongly worded 
w arning letter delivered by certified mail. Controls, w ith GPAs 2 .0 + , received 
no intervention. In the R C T , a random sample o f  D  students was randomly 
allocated to receive either the certified letter or the standard email warning. In 
the R P D , for a random sample o f  D  students, those from  a random  choice o f  one 
o f  10 “groups” (1 .0 0 -1 .0 9 , 1 .1 0 -1 .1 9 . . . 1 .9 0 -1 .9 9 ) were random ly allocated to 
receive the certified letter (remaining nine groups acted as control units). W ith  
three designs (here, the R C T  was also used to validate the seldom-used R P D ), 
despite different analytic procedures, though different validity threats loom ed in 
different designs, we found consistent effects favouring w arning letters.

In the third instance (Kowalski, Yeaton, Kuhr, &  Pfaff, 2 0 16 ), results from  a 
strong quasi-experim ent (C IT S) were com bined w ith those o f  the inferentially 
weaker R P D  not only to establish corroborating evidence o f  effect across designs 
but also to validate the R P D . D etailed feedback was given to clinical staff from 
intervention hospitals after participation in a best practices workshop. Breast 
cancer patients subsequently expressed greater satisfaction than no-treatm ent 
controls, though neither design produced statistically significant results. H ow ­
ever, by virtue o f  the preponderance o f  consistent, positive evidence from both 
embedded designs, our claim  o f  benefit was substantially enhanced.

Use single-case and between-groups designs for each 
research question
A nother seldom-used research strategy com bines w ithin-group (“single-case 
design” ; SC D ) and betw een-groups studies, w ithin the same publication. For 
example, after a baseline period, reversal designs (symbolically, A B A B) introduce 
an intervention, remove it, and then reestablish it. M ultiple baseline designs 
introduce the intervention in one “leg” (often a group), then stagger intro­
duction in  other legs. O n e examines the functional relationship o f  dependent 
variable change in the presence and absence o f  intervention, both  w ith in - and 
betw een-groups.

Experim ents and quasi-experim ents most often utilize betw een-groups 
comparisons o f  averages. I know  o f  no publication in w hich single-case
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relationships betw een independent and dependent variables were first estab­
lished in  the context o f  a small set o f  participants over an extended num ber o f  
trials (days, sessions, etc.) and then followed by a large, betw een-groups study 
design to further substantiate the intervention. (T he interested reader is referred 
to Kratochw ill et al., 20 1 0  and to books by Jo n  Bailey & B urch  2 0 0 2  and Alan 
Kazdin 2011) for expert discussion o f  SC D  methods.)

T h e  notion  o f  a pilot study is well ingrained in science. B u t why are evalua­
tions o f  betw een-groups studies that first im plem ent scientifically sound SC D s 
as pilots virtually unknown? I argue that few researchers have requisite skills 
w ith both design types. Few  graduate students take courses that adequately 
cover both  kinds o f  inquiry. T h e  two methods com m unities seldom read each 
other’s publications. Group designs require superior knowledge o f  statistics, 
w hile SC D s typically lack inferential statistics. Largely due to the efforts o fW ill 
Shadish and Larry Hedges (e.g., Shadish, 2 0 14 ), appropriate statistical tech ­
niques for SC D s have been recently developed. O n ce  again, there is a long 
tradition o f  eith er-or but not both.

In the rem inder o f  the chapter, I expand upon two themes: (1) design choice 
can be facilitated by exam ining the same or similar research questions in  another 
discipline; (2) there are easily accessible settings in w hich students can conduct 
experim ents and quasi-experim ents. These settings provide an opportunity to 
im plem ent many different research designs possibilities. I finish w ith a descrip­
tion o f  the ways in  w hich design considerations help to ameliorate many o f  
the most com m on problems one faces w hile conducting high-quality research.

Thinking in templates to facilitate design choice
B y  now, the them e is apparent: design matters, and it matters a lot. Weak 
designs can both over- or underestimate intervention effects, as evidenced by 
many meta-analyses (e.g., Ioannides et al., 2001 ). Shadish et al. (2008) used the 
best possible evidence, two-stage random ization, to demonstrate that results 
in observational and random ized studies can vary by 9 -2 5 %  for unadjusted 
vocabulary and mathematics outcom es.

O n e way to think about design choice examines a particular research ques­
tion but, loosely, considers that same question as it appears in slightly different 
forms in  distinctly different disciplines. (Cam pbell, 1969 , also makes a strong 
argument for reading outside on e’s ow n disciple.) Th ink  o f  teaching as drug 
delivery, regard m em ory rehabilitation as yoga posture practice, or consider 
gene alteration as cognitive restructuring. In the first case, to create a large 
m enu o f  ways to assess teaching interventions, do not (first) read the educa­
tion literature. Explore the range o f  designs used to evaluate drug delivery 
and exam ine their attendant research questions (note the kinds o f  analyses and 
measures used, along w ith their lim iting conditions).

To further flesh out template thinking, im agine you wish to study the impact 
on teachers o f  teaching w ithin inner-city  schools (or im pact on those w ho cou n­
sel prisoners). I claim  that you would gain m ightily by using a rich  template o f
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the deleterious impacts o f  caregiving on caregivers. (I realize that care does not 
equal teaching but bear w ith m y conceptual “stretch” .) You identify a published 
caregiver R C T  (e.g., Schulz et al., 2003) but cannot im m ediately see how 
inner-city  school teachers, like caregivers, could realistically be randomized to 
give or not give care.You im agine a study in w hich the most burdened caregiv­
ers received assistance and thereby consider an R D  study o f  the most burdened 
inner-city  teachers. You find an N E C G  report in w hich caregivers and n on ­
caregivers were compared for subsequent mental health issues (and realize that 
inner-city  and suburban teachers could analogously be compared, after statisti­
cal adjustment). I f  one city provided financial help to caregivers but many other 
cities did not, then an analogous R P D  might be conducted w ith inner-city  
teachers). Finally, you note that multiple mental health indicators were co m ­
pared for a large set o f  caregivers ju st prior to and subsequent to initiation o f  
care (and consider an analogous C C  design im plem ented using quality-of-life 
indicators w ith inner-city  teachers). M y  argument: thinking in templates gives 
you a huge advantage over scholars w ho look for design precedents only w ithin 
their own discipline.3

Design choice is constrained by access to data; consider 
university settings as a microcosm
Too simply, graduate school dissertations are either (1): prospective, labo­
ratory-based R C T s  (e.g., psychology, com m unication) using undergradu­
ates w ho receive extra credit for participation; or (2) retrospective studies 
conducted from  often large, archival datasets (e.g., M edicare, Early C h ild ­
hood Longitudinal S tu d y-B irth  cohort) that typically make group contrasts 
(N E C G , C IT S ) and rely on sophisticated statistical analyses like propensity 
score analysis. I propose an alternative strategy. Consider the university as an 
expanded laboratory, one that provides a m icrocosm  for problems facing U.S. 
society. I claim  that the very problems confronting the country  w rit large are 
m irrored w ithin  university settings. T h e  hum ongous advantage: university- 
based data are routinely collected  and available, potentially for free. T h e  rub: 
students must obtain perm ission from  university adm inistration and reform at 
data for analysis. Still better, a wide range o f  design alternatives exists to  co n ­
front problems that universities face. To w het readers’ appetite for possibilities, 
I briefly  describe five substantive areas and relevant research questions along 
w ith  possible design options. (O nly  space lim itations restrict applying m ulti­
ple designs to each research question.)

A local student in the D epartm ent o f  Inform ation Technology (Kang, 2014) 
proposed an R P D  study to evaluate an alternative for teaching first semes­
ter S T E M  students’ use o f  library resources. O n e randomly selected group 
o f  students (determ ined by the tim e period in w hich they had signed up) 
received an augm ented reality, iPad version o f  the same tour given in the actual 
library; control groups received the usual walking tours. Pretest and post-test
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knowledge o f  library resources would be obtained in  one intervention group 
and multiple control groups.

R egistration for university classes is almost universally conducted by com ­
puter. W h en  students reach a set num ber o f  com pleted credit hours (cut-point), 
the university may alter website content to address issues faced by both low er- 
and upper-level students. T h e  success o f  such alterations (e.g., rate o f  subsequent 
drop-and-add requests and average, total num ber o f  credit hours maintained) 
can be evaluated using R D . T h e  U niversity o f  M ichigan (Callewaert &  Marans, 
2017) provides an ideal environm ent to em pirically evaluate efforts to reduce 
energy consum ption. Since m onthly energy use was reported for individual 
buildings, it is possible to use the C IT S  design. D ifferent interventions (e.g., 
stickers near light switches prompted the last person leaving a classroom to 
turn o ff lights) can be introduced at staggered times across buildings. Energy 
use would potentially decrease soon after interventions were established in 
treatm ent but not in  control buildings (until the intervention was instated in 
controls).

Campus m ovie theatres exist at most U .S. universities. W ith  the advent o f  
hand-held, digital devices used to assess voting preferences at exit polls, one 
could assess pre- and post-attitudes towards a particular movie, in  a single, ran­
dom -tim e sample o f  students w ho arrive in a particular five-m inute period and 
receive a m ovie review, compared to attitudes in  controls w ho arrive in other 
periods but receive no review (C C  design). University development depart­
ments are in the business o f  encouraging alumni to provide financial support. 
T h e  success o f  different, random ly allocated versions o f  web pleas (R C T s) for 
donations could be easily evaluated, as records o f  donations are routinely tallied 
and com piled. For m ore than a decade (e.g., Ayres & N alebuff, 20 07 ), businesses 
have utilized experim entally determ ined web displays to consumers to m axi­
mize spending (e.g., purchase airline tickets).

Common research problems and ways design-related 
methods can ameliorate them
D esign choice does not always take the form  o f  explicit ways to allocate par­
ticipants to groups. Design-based methods have considerable potential to am e­
liorate com m on research problems. H ere, I note particularly thorny problems 
(in italics) likely faced by researchers. For each problem , I discuss one or two 
partial “rem edies” from  the follow ing list: (1) include multiple designs; (2) use 
the non-equivalent dependent variable (N ED V ) design (use control variables 
instead o f  a control group; e.g., H erm an & Walsh, 201 1 ); (3) use multiple 
dependent variables (different kinds o f  outcom es or different operationaliza­
tion o f  outcom es; e.g., W ebb, Cam pbell, Schwartz, &  Sechrest, 1966); (4) work 
to establish high quality covariates.

In the face o f  sm all sam ple size, com bine m ultiple designs and provide 
m ultiple ou tcom e measures. T h e  prim ary aim  is often  to  produce results
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“in  the same d irection” that are not statistically significantly different for 
each design and measure (Steiner &  W ong, 2 0 1 6 ). W h e n  a control group is not 
practical, establish control variables: conceptually  sim ilar ou tcom e variables 
expected  to  n ot change after the in tervention . M cSw een y  (1978) showed 
that a surcharge for local d irectory assistance reduced those call rates but 
did n ot reduce rates for long  distance calling. W h e n  a control group is f e a ­
sible but its quality is likely to be low, expend extra efforts to establish good 
covariates.4 Shadish et al. (2008) provide an exem plary instance in  w hich 
they piloted 156  questionnaire item s from  five theoretically  based construct 
domains. A lone and in  com bination , some covariates reduced bias in  the 
N E C G  design to near zero.

W h en  differential attrition loom s likely, the em bedded design approach is 
especially warranted i f  attrition is expected to be m inim al in at least one 
design. Based on pilot studies or studies in  the existing literature, i f  one antici­
pates a small effect size  for the prim ary outcom e, a decision to include m ulti­
ple outcom es or operationalizations (designated before data collection!) is an 
especially promising tactic, as some outcom es may produce statistically signifi­
cant effect sizes.

The finishing touch

T h e palette o f  the design artist is enorm ous. In this landscape, the intellectual 
task o f  “argum ent-by-design” begs a cogent metaphor. I first considered the 
idea o f  “preponderance o f  evidence” but then rem em bered a wonderful exam ­
ple by Paul R osenbau m  (2015) that masterfully applied the idea o f  a crossword 
puzzle to illustrate how  disparate but interconnected pieces o f  evidence can be 
interwoven to corroborate the potentially causal relationship betw een smoking 
and lung cancer. This m etaphor is not a perfect fit; in R osenbau m ’s probe o f  
casual inference, the crossword analogy aptly included multiple designs but in 
different publications. Also, the different designs did not always refer to precisely 
the same research question.

A substantially shortened version follows. Design designations are italicized 
or inserted by this author. R osenbau m ’s description o f  casual m echanism , cen­
tral to his argument for causal inference, was also included.

A  controlled randomized experiment shows that deliberate exposure to the 
toxin causes this same cancer in  laboratory animals.

A  pathology study finds these D N A -adducts in tumors o f  the particular 
cancer under study, but not in  most tumors from  other types o f  cancer.

(N E C G )

A  case-control study finds cases o f  this cancer have high levels o f  these D N A - 
adducts, whereas non-cases (so-called “controls”) have low levels.



Exposure to the toxin is observed to be associated w ith D N A -adducts in 
lymphocytes in humans.

(SC D )

T h e crossword puzzle m etaphor interweaves design logic in  a rich  tapestry to
establish cause.

Notes
1 This title o f  a music album by Harry Chapin roughly translates as “truth and nonsense” .
2 Full disclosure . . . I have published articles using all designs in this chapter except for 

SM A RT. Fortuitously, I learned a good deal about SM A R T  from  Daniel Almirall, a col­
league o f  Susan Murphy, and N ick  Seewald during a class I taught in the Sum mer Insti­
tute at the University o f M ichigan.

3 Template mirroring can also work “in reverse” . I recently introduced a colleague to the 
idea o f applying group, two-stage randomization to sampling design. Reasoning by analogy, 
consider R C T s  to be like random samples and imagine quasi-experiments as non-random 
samples. T hen compare estimates in random samples w ith estimates in non-random samples.

4 W ith  retrospective data, w hen it is not possible to obtain pretests o f  dependent variables 
for N E C G , I recently recom mended covariate identification ideas germane to explora­
tory and confirm atory factor analysis (e.g., Gelman & Loken, 2014). Exploratory: use the 
research literature to identify important covariates in a random sample o f  existing data. 
Test correlations between covariates and: (1) dependent variables and (2) participant entry 
into intervention and control groups. Confirm atory: use covariates found to be signifi­
cantly correlated w ith condition entry or outcome.
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Table 10.1  Descriptions o f  experimental and quasi-experimental designs

Random ized ( R C T ) :  O  X  O

(O ne version) O O
Typically, individual participants are randomly allocated to study conditions by 

researchers. However, persons presenting in different time periods or intact groups 
may be randomly assigned. Sometimes, a governmental organization will randomly 
allocate (e.g., by lottery). Numerous Internet sites exist that automatize randomiza­
tion (caution: allocation quality varies).

S M A R T  (Sequential M u ltip le  A llocation Random ized Trials):

R C T 1  R C T 2 , same persons

In the first stage, random allocation occurs. Participants in intervention and control 
conditions w ho demonstrate successful and unsuccessful results are subsequently ran­
domized (four groups).

Regression D isco n tin u ity  ( R D ) :  O a  C  X  O 2

(C = cut-score, O2 =  post-test, Oa  C O 2 
Oa  — assignment variable)

Participants are assigned to intervention or control (by their actions or by a decision 
o f  staff) based on the cut-point for some continuous (usually) measure. For example, 
all participants at or above the cut-point receive the intervention while those below 
do not.

N o n -E q u iva le n t Control G ro u p  ( N E C G ) :  N R  O  X  O  

(N R  — non-random  allocation) N R  O O

Participants choose a study condition based on their preference or on staff decision.

Controlled Interrupted T im e  Series ( C I T S ) :  O O O O X O O O O

O O O O  O O O O  (may introduce and
stagger X )

Assignment to (or withdrawal from) some intervention is based on a tim e point cut­
off. For example, intervention participants receive intervention at a specified time 
while controls do not receive intervention at this same time (the intervention may 
be staggered such that control participants receive the intervention at a later time).

(Continued)
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Table 10.1  (Continued)

Interrupted T im e  Series ( I T S ) :  O O O O X O O O O

Multiple pretests and posttests are measured (on the same variable) before and after 
implementation o f  an ongoing or one-tim e intervention.

Regression P o in t Displacem ent ( R P D ) :  O X O  (n =  1)

O O (n > 1)

From  many treatment units (typically, groups), one (usually) unit receives intervention 

(ideally by random selection), while control units (n >  1) do not receive intervention. 
Pretests and posttest measures are gathered for both kinds o f  units. T h e counterfactual 
is a regression line.

C om m on Cause ( C C ) :  O X O  (u n it 1) . . .

O X O  (unit n)

Multiple pretest and posttest values (prior to and subsequent to an intervention) are 
gathered and analyzed. There is no control group. Pretest-to-post-test, seek stable rival 
explanations.

Fretheim, A ., Soumerai, S. B ., Zhang, F., Oxm an, A. D., & R oss-D egnan, D. (2013). Interrupted 
times-series analysis yielded an effect estimate concordant w ith the cluster-randomized 
controlled trial results. Journal o f  Clinical Epidemiology, 66, 8 3 -8 7 .
Compares results from two designs. An IT S  is embedded w ithin a cluster-randomized 
clinical trial to evaluate prescriptions for diuretics in Norwegian clinical practice.

Regression Point D isplacem ent (R P D ):

Trochim, W. M . K ., & Campbell, D. T. (2013). The regression point displacement design fo r  evaluat­
ing community-based pilot programs and demonstration projects. Retrieved April, 22 , 2013 , from 
www.socialresearchmethods.net/research/RPD.RPD.pdf
Definitive, never published article introduces R P D  design, develops AN CO VA -based 
analytic procedures and illustrates range o f  applicability.

Kowalski, C ., Yeaton, W. H ., Kuhr, K ., & Pfaff, H . (2016). Helping hospitals improve patient 
centeredness: Assessing the impact o f  feedback following a best practices workshop. Evalu­
ation & the Health Professions, 40, 1 8 0 -2 0 2 .
Used R P D  (embedded in a C IT S  design) to evaluate a performance feedback interven­
tion given to staff in Germ an breast cancer care hospitals.

http://www.socialresearchmethods.net/research/RPD.RPD.pdf
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Com m on Cause (C C ):

Yeaton, W. H ., & Thom pson, C. G. (2016). Transforming the canons o fJo h n  Stuart M ill from 
philosophy to replicative, empirical research: T h e com m on cause research design. Journal 
o f  Methods and Measurement in the Social Sciences, 7, 1 2 2 -1 4 3 .
Introduces the new C C  design, suggests analytic strategies, and presents circumstances o f  
its potential applicability.
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Introduction

O ver the last several decades, survey research methods have moved from  face- 
to -face  interview ing and pencil-and-paper surveys to email and web-based sur­
veys. M odern  researchers must continually keep inform ed o f  available tools and 
methods to best execute their research. Toward this end, this chapter focuses on 
research methods for one o f  the most current and popular approaches to survey 
research: web surveys.

W eb surveys have proliferated alongside the exponential growth o f  Internet 
availability, w ith an estimated 85%  o f  the U n ited  States adult population now 
connected to the Internet, for example (Perrin & Duggan, 2015 ). W eb surveys 
are becom ing one o f  the most preferred survey methods am ong psychologists 
today, w ith one study reporting that 94%  o f  human subjects research board 
m em bers in the U .S. endorse web surveys as the most com m only reviewed 
protocol (Buchanan & Hvizdak, 2009). Advantages o f  web surveys include 
the ability to obtain large sample sizes o f  data relatively inexpensively and the 
dynamic and interactive features that cannot be achieved via other methods. 
T hough prolific, web surveys are com plex to design and execute for a variety 
o f  reasons, including sampling, non-response, question and response form atting, 
and survey platform  issues. In this chapter we will discuss m ethodological issues 
specific to web surveys, including a discussion o f  the advantages, challenges 
and special issues w ith web surveys, such as survey construction and platform 
selection.

Advantages o f  web-based surveys
T here are a variety o f  reasons why web surveys can be o f  enorm ous benefit for 
collecting survey data. First, compared to other survey methods, web surveys are 
tim e and cost effective, requiring up to only a quarter o f  the cost o f  traditional 
methods (Heiervang & G oodm an, 2011 ). M anual labour is reduced w ith web 
surveys because participants enter their responses directly into the web survey 
platform, and this data can then be automatically stored and easily exported 
to statistical software packages. A utom atic storage reduces tim e demands and
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human error, and data can be analyzed quickly at any tim e in  the data collection 
process. Survey software systems also have the capability to m onitor data co llec­
tion and provide feedback to the participant along the way w ithout the need 
o f  the researcher present. For example, software systems can check w hether 
respondents have skipped an item  and then require an appropriate field entry 
(e.g., a num erical answer) and can also prompt participants to correct invalid 
responses before proceeding to the next item . These features are particularly 
attractive because they can reduce printing, postage and labour expenses, as well 
as data errors and researcher bias. Indeed, some recent evidence suggests that 
data collected via the web has improved reliability over face-to -face  surveying 
(Liu & W ang, 2015).

Second, web surveys are preferred by many participants due to their ease, 
anonym ity and convenience. In fact, participants are m ore com fortable disclos­
ing personal inform ation via web surveys due to their anonymity, allowing for 
greater honesty and authenticity (Naus, Philipp, &  Samsi, 2009 ). Furtherm ore, 
the ease w ith w hich web surveys can be com pleted is beneficial for participants. 
W ith  the assistance o f  survey software systems (e.g., Q ualtrics, SurveyM on- 
key), surveys can be administered using many types o f  devices (e.g., com puters, 
tablets, smartphones) allowing participants to access surveys w hen they desire, 
w here they desire (e.g., hom e versus w ork), as well as the ability to pause sur­
veys and continue w ith them  later. In addition, web survey software systems 
often contain design and content features that can enhance participant experi­
ence, including the ability to incorporate rich  visual content (e.g., still images, 
diagrams, video clips), the flexibility to customize items and their design (e.g., 
drop-down menus), and the personalization o f  each survey based on partici­
pants’ previous answers (e.g., skip logic, w hich creates a custom  path for par­
ticipants based on previous responses). These capabilities are likely beneficial 
for both participants and researchers because they make the survey experience 
m ore enjoyable, engaging and motivating, thereby strengthening the quality o f  
the data provided.

Finally, web surveys are particularly useful for obtaining large samples o f  
demographically and culturally diverse participants. Because the Internet 
removes geographical and physical barriers, web surveys offer the capability to 
simultaneously collect data from  numerous participants based in  multiple geo­
graphic locations in the world at any hour o f  the day.

There are two primary routes a researcher may take to obtain their sample 
for a web survey: self-recruiting or the utilization o f  sampling services. Self­
recruiting requires the researcher to recruit participants through independ­
ent means such as convenience sampling or snowball sampling methods. O ne 
advantage o f  self-recruiting is that it can allow for greater direct control over 
the resulting sample. U n ique samples may be obtained through self-recruiting 
by using various online com m unities (e.g., listservs, forums, newsgroups) to 
recruit participants w ho share similar characteristics or interests. Furtherm ore, 
w ith the influx o f  individuals using social media, it is possible for researchers 
to easily target populations using public inform ation, including demographic
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characteristics (e.g., location, education, age) and interests (e.g., “likes” and 
“tags” ; see Kraut et al., 2 0 0 4 ; R eip s, 2002).

Alternatively, sampling services allow researchers to purchase access to panels 
or groups o f  pre-screened individuals w ho have consented to participate in sur­
veys, usually for small com pensation, even further reducing the tim e demands 
o f  executing a web survey. D ifferent services offer different panel options and 
filtering features (e.g., access to specific types o f  populations or ability to filter 
by certain criteria, ability to execute different designs such as repeated measures, 
etc.). However, researchers are cautioned that the use o f  such services raises 
concerns surrounding data quality. Although not discussed in depth here, there 
has been m uch debate on the use o f  such services in the social and behavioural 
sciences, and we recom m end researchers consult this literature w hen m aking 
sampling strategy decisions (see W einberg, Freese, &  M C elhattan , 2 0 1 4 ; Crump, 
M cD on n ell, &  Gurecki, 2 0 1 3 ; Buhrm ester, Kwang, &  Gosling, 2011).

Challenges o f  web surveys
As m entioned, there are a num ber o f  m ethodological issues associated w ith sur­
veying participants via the web, including sampling under-coverage, multiple 
submissions, non-serious or inattentive responding, and non-response in  web 
surveys.

Coverage and sampling fram e

Coverage error and sampling error may be particularly threatening w hen 
using web surveys to make inferences about a population (Couper, Traugott, & 
Lamias, 2001 ). Coverage error results w hen the sample is not representative 
o f  the frame population (the population from  w hich the sample is drawn). 
W hile  Internet access in most developed countries has rapidly increased w ithin 
the past decade and the coverage error problem  has reduced considerably, the 
“digital divide” continues to be a com pelling issue, as various demographic and 
socioeconom ic groups continue to have differential access to the Internet (Per­
rin & Duggan, 2015 ). Specifically, those w ho have low er levels o f  education or 
lower household incom e, live in rural areas, and/or are older have m ore lim ited 
Internet access (Perrin & Duggan, 2015). Since a small portion o f  individuals 
from  these populations are unable to respond to Internet surveys, web samples 
used to make inferences about the frame population suffer from  significant cov­
erage error because they underrepresent these groups. Importantly, w ith regards 
to web surveys, having Internet access is not the only prerequisite for survey 
com pletion. Participants must have the necessary tools and skills needed to 
respond to the survey, such as having the required software (e.g., web browsers, 
plug-ins) and technological skills. Such potential biases in web survey sampling 
can im pact the validity and generalizability o f  the data.

Possibly o f  greater concern  is difficulty w ith establishing a sampling frame 
w here all m em bers o f  the frame population are measured (Couper et al., 2001).
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For the large, general populations, there is no way for researchers to confidently 
detect the necessary size for a sampling frame. For example, w ith a web survey 
it is nearly impossible to generate a sampling frame for the general population 
because there is no national list o f  email addresses. U nlike telephone methods, 
w hich have access to random -digit dialling, there is also no standard convention 
that allows email addresses to be random ly sampled. However, w hen targeting 
unique populations, it may be possible to establish a sampling frame. Som e 
online com m unities and organizations provide membership email lists that 
include a verified email address for each m em ber (e.g., listservs). For example, 
collecting a representative sample o f  data from  an organization may be feasible 
i f  all employees are required to have an accessible email address.

Even i f  a sampling frame can be identified, there are some im portant com ­
plications w ith web surveys versus traditional methods to consider. W hether 
using self-recruiting or a sampling service, it is possible that email addresses are 
invalid, leaving the researcher to assume the person has been contacted w hen 
in fact this is not the case. Additionally, multiple email addresses may be listed 
for the same person. Further, contact inform ation may be missing, as individuals 
in groups, organizations or listservs may request that their email addresses not 
be listed or disclosed to researchers. O th er com plications include whitelisting 
requirem ents, firewall issues and possible overloading o f  intranets w ith large 
email “m ailouts” . Organizations frequently have inbox quotas, w ith emails not 
being received due to full inboxes.

An additional factor contributing to sampling error that is prom inent in  web 
surveys results from  self-selection bias (Couper et al., 2001). Self-selection is a 
non-probability sampling technique w here individuals select themselves for a 
survey, leaving the researcher w ith no control over the sampling selection pro­
cess. Researchers com m only use self-selection to recruit participants because o f  
difficulty obtaining participants w ho qualify for inclusion, are interested in the 
research topic and are motivated to respond to a survey. Self-selection m eth­
ods, such as posting survey U R L s  to social media sites, can allow researchers 
to obtain their sample in a short am ount o f  tim e w ith low  cost. However, the 
sample will often inaccurately represent the frame population because not all 
individuals are equally able to participate. As such, it is advised that those using 
self-selection techniques or any other type o f  non-probability sampling pro­
ceed w ith this caveat in mind, considering the representativeness o f  the sample 
and the validity o f  the estimated parameters. As a recom m endation, sampling 
m ethods and all sample characteristics should be reported, allowing readers to 
develop their own claims regarding the generalizability o f  the data.

M ultiple submissions and non-serious responding

As m entioned, com pletion o f  web surveys is often convenient and easy. Yet this 
very advantage, coupled w ith the researcher’s lack o f  control over respondents, 
may result in  data errors from  multiple responses from  the same individual and 
non-serious responding. Participants may com plete a survey m ore than once
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due to curiosity, boredom , intent to receive additional com pensation or mali­
cious attempts to skew the survey data by over-representing responses. Further­
m ore, the anonym ity provided can boost honesty but also reduce participant 
attentiveness (Gosling & M ason, 2 0 15 ), leading to false or incom prehensible 
responses. To com bat such issues, it is advisable to create a form  o f  identity 
in the survey process by requiring participants to provide a unique identifier 
code at the start o f  the survey, to include personal questions w ith definitive 
answers (e.g., birth  date, birth  place), and to incorporate instructional manipu­
lation checks that detect those w ho are inattentive or not follow ing instruc­
tions (Nosek, Banaji, &  Greenwald, 2002 ). Instructions w arning o f  punitive 
consequences may also be effective (Ward & Pond, 2015 ). Additional recom ­
mendations include filtering out duplicate responses, close exam ination o f  each 
submission’s tim e to com pletion, searching for strings o f  identical responses and 
exam ining the internal consistency o f  responses in the data cleaning process 
(Gosling,Vazire, Srivastava, &  Jo h n , 2004).

N on-response

M eta analyses confirm  that web surveys have lower response rates than other 
methods (Manfreda, Berzelak, Vehovar, Bosnjak, &  Haas, 2 0 0 8 ; Shih & Fan, 
2008) and that even follow -up reminders are less effective for web surveys than 
mail surveys (Shih & Fan, 2008 ). N on-response is a problem atic issue in  web 
surveys because the people w ho don’t respond are usually different in some 
meaningful way from  those w ho do. For example, college students appear to be 
m ore responsive to web surveys than other groups (Shih & Fan, 2008).

N on-response includes refusing participation altogether, early survey ter­
m ination and incom plete responses (C ouper et al., 2001 ). For example, par­
ticipants may refuse to respond to a web survey because o f  tim e restraints or 
privacy issues or due to frustration associated w ith being contacted too often. 
T h ey  may also choose to term inate the survey because o f  length, ambiguous 
questions or sensitive questions. Accidental non-response to portions o f  surveys 
may also occur. Researchers may choose to resolve such issues by using forced- 
response requirem ents, but this may result in  higher levels o f  attrition because 
participants may perceive higher demand. Alternatively, many survey software 
platforms allow for response-contingent pop-up messages to bring an omission 
to the participant’s attention.

Furtherm ore, methods o f  contacting participants can have varying impact on 
non-response rates. For example, sending participants an automated username 
and password instead o f  m aking them  create their own as well as ensuring 
there are no ambiguous characters in passwords (e.g., is O  the num ber zero or 
the letter O?) can increase response rates (Crawford, Couper, &  Lamias, 2001). 
Furtherm ore, frequent reminders may be effective, but there could be a tip­
ping point w here too many reminders lead participants to ignore or b lock the 
reminders. Interestingly, web survey com pletion rates are higher w hen partici­
pants respond on a com puter versus a smartphone (Lambert &  M iller, 2015),
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but text invitation vs. email invitation appear to have equivalent response rates 
(De B ru ijn e  & W ijnant, 2014 ). Providing participants w ith a financial in cen ­
tive (e.g., lottery, gift card) may also increase response rates, w ith pre-paid cash 
incentives sometimes counteracting non-response even better than sweepstakes 
entries (LaRos, &  Tsai, 2014). However, this m ethod may increase the rate o f  
multiple responses to increase participants’ chances o f  w inning a lottery (K on- 
stan et al., 2005 ). It is advised that researchers using financial incentives im ple­
m ent procedures that prevent participants from  engaging in such behaviour 
(i.e., ID  tracking, IP  address limits or m onitoring). Additional suggestions to 
counteract non-response through question design are offered later.

Tips for constructing an effective web survey
D espite the many advantages, not all web surveys are created equally. T h e  co n ­
struction and design o f  web surveys can be o f  utm ost im portance for a success­
ful data collection effort. H ere we discuss the most im portant concerns for web 
survey design specifically, although some points apply to other survey methods 
as well. A lthough outside the scope here, issues o f  ethics specific to web sur­
veys (e.g., inform ed consent, data storage) should also be given careful consid­
eration before a survey administration (for additional reading, see Buchanan & 
Hvizdak, 2009).

Content and wording
To create a successful survey, it is essential to first define the overall purpose and 
scope o f  the research project. Specifically, it is advised that one narrow down 
the research questions and objectives in  order to decide w hich variables are o f  
interest (Rosenthal &  Rosnow , 200 7 ), how  they will be measured and what 
population should be targeted. It is im portant to carefully consider i f  a web 
survey (versus a telephone survey, mail survey, etc.) is the most effective way to 
measure the variables at hand, considering the population being targeted and 
potential generalizability issues that may result. For example, i f  studying a geri­
atric population, is a web survey going to be effective? I f  asking about highly 
sensitive topics, would validity be improved through in-person interviews?

I f  a web survey is deemed appropriate, then the details o f  the question con ­
tent and wording should be carefully considered. This is especially significant 
for web surveys because they are almost always com pleted w ithout the presence 
o f  the researcher (e.g., w hile at hom e or w ork), and there is no one available 
to w hom  they can ask questions or seek clarity. Thus, clearness o f  language is 
fundamental for the success o f  a web survey.

It is essential to be direct, use simple language and make directions clear to 
avoid confusion or im proper responses. For example, we recom m end avoiding 
double-barreled questions and biased or loaded questions, w hich may influence 
the respondent’s interpretation o f  the question (Shadish, C o ok , &  Cam pbell, 
2 002). W e also suggest that one clearly indicate contexts and/or specific time
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frames in instructions w hen appropriate. Because the researcher will not be 
available for clarification, these content issues are o f  even greater im portance 
for web surveys.

Formatting

W eb surveys provide researchers w ith a plethora o f  tools allowing for unparal­
leled creativity. Features such as the ability to com bine text w ith im agery or 
videos; the wide variety o f  question and response formats like multiple choice, 
m atrix tables, rank order w ith drag-and-drop options and sliders; the option 
for built-in  skip logic; item  random ization to reduce bias resulting from  item  
order; and many others help counteract participant non-response and fatigue 
(Yun & Trum bo, 2000). However, we caution that these features should only be 
used to add clarity or ease o f  use for respondents because unfamiliar form atting 
can confuse, distract or bias respondents, subsequently affecting reliability. For 
example, slider scales have been  shown to reduce response rates and increase 
response tim e, perhaps due to added cognitive demand over radio button m ul­
tiple choice (Funke, 2016).

A  com m on decision is w hether to use a closed-ended or open-ended ques­
tion. C losed-ended questions provide clear-cut response options and are typi­
cally ideal for betw een-person com parison. O pen-ended questions lead to 
deeper, m ore personalized responses (Rosenthal &  Rosnow , 200 7 ), particularly 
in the case o f  web surveys (Coderre, M athieu, &  St-Laurent, 2004). T h e  goals 
o f  the research should ultimately drive this choice.

O pen-ended questions w ith larger answer boxes are m ore likely to prom ote 
longer com m ents (M aloshonok & Terentev, 2016). W h en  using closed-ended 
item s, the num ber o f  response option scale points and the labelling o f  those 
points will influence response rates, range o f  responses, reliability and validity. 
To significantly increase reliability and validity, Krosnick (1999) recomm ends 
the follow ing: to recreate the scale exactly as it was used by previous research, 
i f  available; to divide the scale continuum  evenly betw een response options to 
avoid bias or unwanted neutral answers; and to label each point on the scale 
w ith words to remove subjectivity. It may also be prudent to include a response 
option reflecting “not applicable” to reduce non-response to items. R esearch 
on response form atting for web surveys has suggested that the use o f  a radio 
button form at (compared to slider or text entry formats) allows a reduction 
in the percentage o f  respondents w ho choose the “D o n ’t know ” option, but 
vertical or horizontal orientation o f  the questions’ options makes no significant 
difference (M aloshonok & Terentev, 2016 ). However, participants may be more 
likely to choose the earliest-presented response choices due to satisficing or the 
prim acy effect (Krosnick, 1999).

Sequencing

In addition, thoughtful ordering o f  the questions in  a survey can reduce cog­
nitive demand and improve reliability and validity. First, we suggest that the
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opening questions o f  the survey should be simple and unobtrusive as a way 
for the participant to “w arm  up” to the experience. Researchers will often use 
demographic questions for this purpose. Second, it is recom m ended to put the 
m ost essential and cognitively demanding questions early in the survey w hen 
participants are most engaged. Third, grouping similar questions together can 
reduce cognitive load. Fourth, asking o f  highly sensitive questions later in a 
survey can make the respondent m ore com fortable (Krosnick & Presser, 2010). 
Fifth, questions should be ordered such that previous questions are not influ­
encing answers to later questions. Sixth, i f  it is expected that most participants 
will respond via smartphone, using a scrolling (one long page) versus paging 
(flipping page to page) design could improve response rates through a reduced 
response tim e (D e B ru ijn e  & W ijnant, 2014).

Piloting

There is debate as to w hether a measure can be seamlessly transferred from 
one survey m ode to another (e.g., paper and pencil to web survey). Som e 
studies have concluded that the results o f  a given survey com pleted in-person, 
through the mail and through the Internet are generally equivalent to one 
another (Gosling et al., 2004 ). However, others have found conflicting results 
w hen testing a questionnaire across modes, including disparities in  item  factor 
loadings, scale score responses, response rates and reliability (Buchanan, 2 002 ; 
Carini, Hayek, K uh, Kennedy, &  O uim et, 2 0 0 3 ; C ronk & West, 2 0 0 2 ; M cD o n ­
ald & Adam, 2 003 ; Naus et al., 2009). W hether these conflicting results betw een 
survey modes are due to m ethodological issues w ithin these studies themselves 
or due to differences in  how  participants respond to a question w hile in  the 
presence o f  others versus w hile in the com fort o f  their own environm ent (e.g., 
due to having m ore tim e to think about their answers; experiencing less social 
desirability bias and m ore anonym ity; Kreuter, Presser, &  Tourangeau, 2008) is 
unclear.

To com bat this, web survey items both borrow ed from  other survey modes or 
newly created should first be piloted. P iloting helps remedy potential concerns 
w ith accuracy, generalizability and other com m on web survey concerns, like 
participants losing interest, satisficing or acquiescing (Krosnick, 1999). Piloting 
can also help identify researcher bias unwittingly introduced through im proper 
design o f  response alternatives and question context (Krosnick, 1999). Even 
issues like including too m uch scientific jargon , not providing clear instruc­
tions, or providing inaccurate inform ation (e.g., a m alfunctioning progress bar) 
can lead to higher non-response or inaccuracy rates in  web surveys (Crawford 
et al., 2001) and can be remedied by careful piloting. Survey length and time 
to com pletion is also im portant to estimate through piloting so as to give accu­
rate inform ation in recruitm ent calls and to provide appropriate participant 
incentives. D illm an (2000) suggests a multi-stage survey pilot process including 
surveying subject experts, conducting pilot studies and retrospective interviews, 
and using non-researcher examinations o f  questions in  order to help identify 
and address these survey concerns before data collection begins. P iloting will
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also allow the researcher to verify that the web survey displays properly w hen 
accessed by different web browsers or smartphones.

Survey platforms
T here are m ore than 40 popular (and likely hundreds o f  other less popular) 
web survey software services available to help researchers create their own web 
surveys. To summarize each platform  is beyond the scope here, and it is not 
our intention to direct readers to a particular platform. Instead, we suggest 
some topics to consider w hen determ ining w hich platform to use. Consider 
the look and feel o f  the survey. M any survey platforms provide templates to 
help researchers get started, each providing a different degree o f  customization 
beyond their provided templates. Also, consider the features needed to best 
execute the survey. D ifferent platforms provide special features like skip logic, 
random ization, website integration, integrated data analysis, the ability to share 
w ith collaborators and saving/archiving o f  surveys, am ong others. Researchers 
should consider the pricing o f  the platform  and make note o f  extra fees neces­
sary for added features. T h ey  should also know  w hether server space to store 
data online is necessary or i f  data will be stored locally. Each platform  is unique, 
and we recom m end investing some tim e in selecting a platform up front in 
order to best m atch researcher needs to the platform.

Conclusion

W ith  an exponential rise in Internet usage, the web survey has becom e an 
extrem ely popular data collection m ethod am ong researchers. This chapter pro­
vided a broad review o f  the advantages and potential challenges associated with 
web surveys and provided tips and best practices for survey construction and 
execution.
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12 Assessing cognitive processes

John O'Gorman, David Shum, and Candice Bowman

Introduction

Cognitive processes consist o f  perception, attention, memory, imagery, language, 
problem  solving, reasoning, and decision m aking (M atlin, 2005). Traditionally, 
cognitive processes were considered distinct from em otional and motivational 
processes (e.g., Z ajonc, 1980, 1984). M ore recent research, however, suggests 
this sharp dem arcation is not feasible and ‘hot cognitions’ (i.e., “cognitions co l­
oured by feeling” ; Brand, 1985 , p. 5) need to be recognised (see Pessoa, 2008). 
T h e  study o f  cognitive processes has widespread significance in a num ber o f  
areas o f  psychology, including clinical psychology (e.g., cognition and depres­
sion; R o iser &  Sahakian, 2 0 13 ), social psychology (e.g., persuasion; Petty & 
B rin o l, 2 0 08 ), and developmental psychology (e.g., facial expression recogni­
tion in  infants; Ichikawa & Yamaguchi, 201 4 ), and in  other disciplines out­
side psychology, including politics (e.g., public opinion form ation; Leeper & 
Slothuus, 201 4 ), law (e.g., eyewitness testim ony; Loftus & Palmer, 1996), and 
business (e.g., cognitive mechanisms in entrepreneurship; Baron, 1998).

T h e  aim  o f  this chapter is to provide a review o f  the key ways in w hich 
cognitive processes are generally assessed in psychology. Cognitive processes 
are assessed via different approaches to provide a com plete picture o f  each 
cognitive function and to help establish corroborative evidence across dif­
ferent m ethodologies (Sm ith & Kosslyn, 2007 ). In the follow ing sections we 
provide an overview o f  the m ore salient approaches to cognitive assessment 
(viz., psychom etric, experim ental, neuropsychological, and psychophysiological 
approach) that have been adopted by behavioural scientists and their im plica­
tions for applied psychologists.

Review

Psychometric

O n e o f  the oldest approaches to the assessment o f  cognitive processes is the 
psychom etric approach, w hich broadly is the science o f  psychological meas­
urem ent (Jones & Thissen, 2006 ). Statistical techniques have been used by



researchers to evaluate different theories o f  mental abilities (e.g., human intelli­
gence), and this has led to extensive research and the basis for measuring cogni­
tive processes using m ulti-item ed pencil-and-paper psychom etric tests. In fact, 
the study o f  intelligence has been considered to be the father o f  psychom etrics 
(Cattell, 1987).

In summarising almost 100 years o f  research pioneered by Charles Spearman 
and his supporters and critics, Carroll (1993) factor analysed some 460  datasets 
that included a wide range o f  psychom etric tests. H e concluded that Spear­
man was correct in proposing a general mental ability (g) factor at the highest 
level o f  abstraction, but that there are at least two further levels (or strata, as he 
term ed them) that require consideration. Specifically, he described intelligence 
as a three-stratum , hierarchical m odel, w ith Stratum  I (lowest level) describing 
narrow abilities (e.g., reading ability, spelling ability), Stratum  II (middle level) 
describing broad abilities (viz., those proposed by Cattell, H orn , and Thurstone, 
including crystallised intelligence, fluid intelligence, visualisation ability), and 
Stratum  III (highest level) describing general mental ability (viz., Spearm an’s 
g; Carroll, 1993). A ccording to this three-stratum  m odel, term ed the C attell- 
H orn-C arro ll (C H C ) m odel (Alfonso, Flanagan, &  Radw an, 2005) because o f  
the similarities betw een C arroll’s findings and the earlier theorising o f  Cattell 
(1987) and H orn  (1985), cognition involves a num ber o f  specific skills (e.g., 
visual memory, spatial scanning, imagery) and broader domains o f  functioning 
(e.g., visual processing).

T h e  C H C  is impressive in terms o f  its evidence base and the high degree o f  
consensus am ong researchers in  the field. Support is not unanimous, however, 
w ith some arguing a level above the second stratum but before the third should 
be considered (see e.g., Deary, 2 012 ; Johnson  & Bouchard, 2005;V ernon, 1965). 
As w ith all statements in science, the C H C  theory has to be considered pro­
visional, holding only so long as contrary evidence o f  sufficient weight is not 
forthcom ing.

Assessment o f  the C H C  factors can be conducted individually using face-to - 
face testing or w ith groups. T h e  W echsler intelligence tests for adults (Wechsler, 
2 0 08 ), children (Wechsler, 2 0 03 ), and preschoolers (Wechsler, 2012) provide 
individual assessments at the third stratum in  terms o f  a global measure o f  g 
and at the second stratum in terms o f  measures o f  crystallised knowledge (ver­
bal com prehension), fluid intelligence, and visual processing, as well as scores 
for a num ber o f  individual tests at the first stratum (Benson, Hulac, &  K ran- 
zler, 2010 ). Group tests, such as vocabulary (e.g., A C E R  higher tests; Australian 
C ouncil for Education R esearch, 1982) and the Ravens Progressive M atrices 
(see Carpenter, Just, &  Shell, 1990) provide proxies for the crystallised and fluid 
ability, respectively, as well as second stratum factors (e.g., the Differential A bili­
ties Scales [Second Edition]; see Shum , O ’G orm an, M yors, &  Creed, 2013).

C H C  theory, as w ith all accounts o f  cognition emanating from  the study 
o f  human variation, is concerned about mental abilities, and, one m ight argue, 
these are not strictly mental processes. Process implies change or movement 
towards an outcom e o f  some sort. For example, encoding inform ation can be
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considered a different m em ory process to storing inform ation and, in turn, a 
different m em ory process to retrieving inform ation (M atlin, 2005 ). Each o f  
these processes are part o f  m em ory ability but are discrete. C ontrolled  experi­
m ental procedures can help disentangle the discrete processes associated w ith a 
specific cognitive function, as we next describe.

Experim ental approaches

A lthough there are no general assessment methods for experim ental approaches 
to the assessment o f  cognitive processes, it is usually the case that the assessment 
is designed to exam ine a particular hypothesis, and stimulus parameters are 
accordingly specified by the nature o f  the hypothesis. Presentation o f  stimuli 
and tim ing o f  events is by com puter, w ith special purpose software to ensure a 
high degree o f  precision.

Taking the broad ability o f  analogical reasoning (e.g., R e d  is to Stop as Green 
is to ‘?’), Sternberg (1977) argued that it can be decom posed into several m en­
tal processes. First, the terms o f  the analogy need to be encoded (e.g., R e d  is a 
colour, Stop is a verb); next the relation betw een the first pair o f  terms needs to 
be inferred (e.g., R e d  =  Stop signal); this relation then needs to be applied or 
mapped onto the second pair o f  terms (e.g., R e d  and Green are colours); and 
finally a response must be produced (e.g., Green =  G o signal). Sternberg sought 
to test how these processes m ight be involved in solving analogies by manipu­
lating them  experim entally and measuring the tim e taken for problem solu­
tion. For example, he presented analogies in  two parts: the first part contained 
either no terms, two term s, or three terms; the second part contained the full 
analogy (Sternberg, 1982). Sternberg found that latencies increased for the first 
part and solutions decreased for the second part w ith m ore items. Furtherm ore, 
he found that m ore tim e was spent on encoding than on the other attribute- 
comparison com ponents (i.e., inference, mapping, and application). H e concluded 
that a greater amount o f  tim e spent on encoding may have helped improve the 
efficiency o f  the other attribute-com parison com ponents, thus resulting in a 
quicker response to the problems.

Likewise, Baddeley and H itch  (1974) used an inform ation-processing 
approach (i.e., the approach that likens human cognitive processes to that o f  
com puter processes) but focused on structures that m ight be involved in  w ork­
ing memory. They  argued that there were at least three, and later (e.g., Baddeley, 
2001) four, structures that needed to be considered: phonological loop (the tem ­
porary storage o f  sounds), visuospatial sketchpad (the tem porary storage o f  visual 
and spatial inform ation), central executive (integrates inform ation from  all struc­
tures and suppresses irrelevant inform ation), and episodic buffer (temporary stor­
age o f  inform ation from  all structures). Again, experim ental procedures were 
used to manipulate variables that were thought to independently influence 
these processes. For example, serial recall o f  items that are similar or different 
in sound m ight be expected to affect the auditory rehearsal o f  inform ation 
and thus show som ething o f  the way the phonological loop operated (e.g.,



G athercole &  Baddeley, 1993). T h e  overall functioning o f  these processes is 
thought to be reflected in w orking m em ory span, such as recalling a series o f  
digits in the reverse order to that in w hich  they were presented.

Digits Span Backward, a subtest o f  the W echsler Adult Intelligence Scale 
(W AIS; W echsler, 2008), has been used since at least the first version o f  the 
W echsler tests to assess m em ory processes (see Flanagan & H arrison, 2005  for 
a review ). Currently, я-back tasks are used for this purpose w hen precise assess­
m ent is required (see Jaeggi, Buschkuehl, Perrig, &  M eier, 2010 ). In the n-back 
task, a series o f  stimuli (words, numbers, or pictures) are presented, and the par­
ticipant is asked to recall or identify the item  that was presented im m ediately 
prior (1-back) or the one prior to the im m ediately prior (2-back) and so on. 
Accuracy and speed o f  recall are both used for assessment (Jaeggi et al., 2010).

Analogies and recall are relatively com plex cognitive tasks. Sim pler tasks are 
also used, although early in  the study o f  cognitive processes simple tasks, such 
reaction tim e (R T ) and sensory discrim ination, were found not to be appro­
priate (see e.g., Wissler, 1901). A rthur Jensen ’s w ork w ith discriminative R T  
helped resurrect these simple measures (Jensen & M unro, 1979). O n  this task, 
the participant has to respond (as quickly as possible) to one o f  four different 
coloured lights m ounted on a console. Discrim inative R T  measures both R T  
and m ovem ent tim e (i.e., the interval betw een releasing the hom e button and 
pressing the stimulus button). Jensen and M unro (1979) showed that discrim i­
native R T  correlated to the order o f  .4 w ith measures o f  general mental ability. 
H unt and Pellegrino (1985) noted that w hile the im portance o f  this dem on­
stration should not be minimised and discriminative R T  should continue to be 
used to exam ine cognitive processes, its reliability as a measure is lower than is 
needed in a practical measure o f  cognition. T h e  same m ight also be said o f  the 
n-back task (see Jaeggi et al., 2010).

A  simple measure o f  sensory judgem ent that has been used w ith some suc­
cess in studying cognition is inspection tim e (e.g., Kranzler &  Jensen, 1989). The 
participant is asked to judge w hich o f  two lines is longer w hen the lines appear 
side by side but at millisecond exposure duration (e.g., 6 ms, 31 ms, or 150 
ms exposure). C orrect detection is defined as identifying the longer line at least 
80%  o f  the time. T h e  exposure duration required for correct detection is used 
as the measure (N ettelbeck & Lally, 1976). Inspection tim e has been found to 
correlate w ith success in ordinary day living activities in older adults, w ith faster 
times being associated w ith better everyday perform ance (Gregory, Callaghan, 
N ettelbeck, &  W ilson, 2009). Although the measure is apparently simple, there 
are reasons to expect a num ber o f  cognitive processes to be involved, w hich may 
o f  course be the reason for its association w ith practical aspects o f  living.

T h e  use o f  w orking m em ory and R T  as an index o f  cognitive processing 
brings into sharp relief neuropsychological methods o f  assessment, w hich  will 
be discussed shortly. As noted earlier, the D igit Span Backward subtest has been 
part o f  the W echsler tests for many years and has seen service in neuropsy­
chological evaluations, w here general mental ability may not be impaired but 
w here discrete and specific impairments in cognitive functioning exist.
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Neuropsychological approach

Experim ental and psychom etric methods have been  com bined to help eluci­
date the nature o f  impaired functioning as a result o f  developmental disorder, 
brain lesion, or trauma. M u ch  o f  the early w ork in this field adopted a clinical 
approach that relied on careful observation o f  the individual case (e.g., Luria, 
1973), and this continues to be a key feature o f  the professional neuropsy­
chologist’s approach. Tasks that challenge a particular ability or skill are used to 
determ ine what the person can and cannot do, and inferences are drawn about 
the site o f  the problem , given what is know n about the person’s condition from 
invasive and noninvasive neurological testing.

An im portant concept in  neuropsychological assessment is executive func­
tion (E F ). This concept bears m ore than a passing resemblance to the central 
executive discussed in relation to the Baddeley and H itch  m odel o f  working 
memory. E F  was defined by Lezak, H ow ieson, B igler, and Tranel (2012) as 
“those capacities that enable a person to engage successfully in independent, 
purposive, self-directed, and self-serving behavior” (p. 37). E F  is underpinned 
by prefrontal lobe functions (Stuss &  Levine, 2002) and is central to the person’s 
adaptation to the physical and social environm ent in meaningful ways (Lezak 
et al., 2012).

A num ber o f  EFs and their specific assessments have been  proposed, but 
a consensus has yet to be reached on defining the m ajor EFs and the extent 
they are interrelated. For instance, there is some evidence suggesting the uni­
tary nature o f  EF, w hich can characterise the nature o f  frontal-lobe deficits in 
patients w ith brain injuries (see e.g., D uncan, Johnson, Swales, &  Freer, 1997). 
In contrast, other evidence suggests that E F  is not a unitary construct but 
instead consists o f  multiple distinct com ponents (e.g., Huizinga, D olan, &  Van 
der M olen , 2 0 0 6 ; M iyake et al., 2000). M iyake et al. (2000) sought to classify 
m ethods em pirically by using factor analysis o f  scores on a num ber o f  E F  tests. 
T h ey  proposed three key EFs: shifting, updating, and inhibition. T h ey  found 
m oderate levels o f  correlation am ong markers o f  these EFs but at the same time 
reasonable separation and argued for a ‘unity in  diversity’ approach. That is, E F  
is not one thing but many, and each has sufficient family resemblance to make 
the use o f  a general term  such as E F  meaningful.

N europsychological tests o f  specific functions have been developed over 
a num ber o f  years (Chan, Shum , Toulopoulou, &  C h en , 2008 ). Som e o f  the 
m ost com m only used tests include the Trail M aking Test (T M T ) Form  B,Verbal 
Fluency Test (V FT) -  F, A, and S, V F T  Animals category, C lock  Drawing Test, 
D igits Forward and Backward subtests (W A IS-IV ), Stroop Test, and W isconsin 
Card Sorting Test (W C S T ; for a review see Chan et al., 2008 ). Comprehensive 
batteries have also been developed over the years to test a num ber o f  functions 
in the one assessment session. T h e  H alsted-R eitan (see Allen, 2011) was one 
o f  the earliest o f  these batteries. Nowadays, most such testing is com puter- 
based; for example, the Cam bridge N europsychological Test Autom ated B a t­
tery (C A N TA B) provides for the assessment o f  memory, executive function,



and attention, am ong others, using com puter-based software (Fray, R ob bin s, & 
Sahakian, 1996).

A lthough the neuropsychological approach can help establish causal con ­
nections betw een cognitive deficits and specific parts o f  the brain, the use o f  
neuroim aging techniques demonstrates that certain brain areas are active dur­
ing perform ance. M oreover, neuroim aging can assist in  identifying the neural 
mechanisms that underlie a specific cognitive function (Sm ith & Kosslyn, 2007).

Psychophysiological approach

Approaches to assessing cognitive processes, w hich have some affinities to 
the neuropsychological approach, are those based in electroencephalography 
(EEG ) recording and brain im aging (e.g., functional m agnetic resonance im ag­
ing [fM R I]). As w ith the neuropsychological approach, in the psychophysi- 
ological approach, neural functioning is thought to be central to understanding 
o f  cognition. T h e  E E G  is the older o f  the two, w ith Hans B erger providing 
the first E E G  recording using his son as the participant in 1929. T h e  principle 
employed was that the electrical activity engendered by neural functioning can 
be recorded from  electrodes placed on the surface o f  the scalp i f  it is amplified 
sufficiently and displayed as voltage oscillations. This ‘spontaneous’ activity was 
subsequently shown to include discrete electrical events tim e-locked to stimuli 
in the participant’s environm ent. For instance, a period may be defined as 100 
ms before the onset o f  a stimulus and 1 ,000  ms after the onset o f  a stimulus 
(Coles &  R u g g , 1996). W ith in  this period there may be small electrical changes 
in neural activity reflecting the brain’s response to a particular stimulus. It is 
these electrical changes in the brain over tim e that constitutes the event-related 
potentials (E R P s; Coles &  R u g g , 1996).

After averaging the tim e-locked  E R P s , the focus is then on identifying peaks 
and troughs in  the resulting waveform, know n as E R P  com ponents (Luck, 
2005 ). A  com m only used approach to quantify these E R P  com ponents is to 
determ ine the latency (ms) and amplitude (p,V) o f  the peak. For example, a 
peak that is 300  ms post-stimulus and a positive deflection is called the P3 or 
P 300  (Coles &  R u g g , 1996). In the oddball task, for example, the participant is 
required to respond to infrequent targets. T h e  P 300  has been found to be sensi­
tive to infrequent (low probability) targets, and interestingly, it is the subjective 
(and not the objective) probability that controls the P 300  amplitude, indicating 
the sensitivity o f  the electrophysiological response to cognitive processes.

E R P s  have the property o f  high tem poral resolution (to the nearest m illisec­
ond), but their source in the brain cannot be determ ined w ith the same degree 
o f  certainty, as they result from  firing in aggregations o f  neurons at a distance 
from  the scalp surface w here they are recorded (Luck, 2005 ). Brain im aging 
techniques (e.g., fM R I) by contrast provide very good spatial resolution (to the 
nearest millimetre) but poorer differentiation o f  events in  terms o f  their timing 
(Luck, 2 0 0 5 ; O tten  & R u g g , 2005 ). Brain im aging in the case o f  fM R I relies 
on the facts that (a) oxygen-rich  blood reacts differently from  oxygen-poor
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blood to the pull o f  a m agnetic field and (b) active areas o f  the brain receive 
m ore oxygen-rich  blood. Cognitive processing that engenders neuronal activ­
ity can thus be traced to particular brain areas from  the blood-oxygen-level- 
dependent (B O L D ) signals they produce (Luck, 2005 ). Results are displayed as 
coloured maps o f  the brain, w ith areas highlighted that are relatively m ore and 
relatively less active as a result o f  the participant responding to experim ental 
instructions. fM R I is safe because there is no radiation involved, and it provides 
excellent resolution o f  w here activity is occurring in the brain.

Advances in measurement precision, in terms o f  temporal and spatial reso­
lution and the ease o f  data collection, makes these neuroim aging techniques 
particularly suitable for exam ining the discrete brain areas associated w ith a 
cognitive function. M ore importantly, it is these innovative techniques that are 
likely to play an increasingly large role in future cognitive research.

Conclusion

A lthough a num ber o f  approaches to assessing cognitive processes have been 
considered, it is im portant to realise that the coverage is not exhaustive and that 
other approaches are possible. For example, behaviour genetics is being used to 
study cognitive functions (e.g., genes involved in prospective and retrospective 
m em ory traits; D onges et al., 2 0 12 ), and there is a tradition in  developmental 
psychology o f  using tasks devised by Piaget to study the growth o f  cognitive 
capacity in  children (Gottfried & Brody, 1975). I f  attention is confined ju st to 
the approaches that have been reviewed here, an obvious question is: W hat, i f  
any, is the overlap am ong what appear to be different methods? For example, 
the C H C  m odel o f  abilities identifies a num ber o f  individual difference vari­
ables in the area o f  cognitive functioning, and the literature on E F  identifies a 
num ber o f  processes; but to what extent do these approaches overlap? A definite 
answer to this question is not yet possible. Clearly, i f  general mental ability has 
to do w ith the effectiveness o f  adapting to the environm ent, as W echsler (1955) 
m aintained, then measures o f  it should correlate w ith E F  measures o f  planning 
and decision making. Findings have been m ixed and, w hen positive, indicate 
that only a modest am ount o f  the variance (e.g., 12%) in EFs is accounted for 
by general mental ability (see e.g., Arffa, 2007 ). Further w ork exam ining tests at 
the first and second stratum o f  the C H C  m odel and collections o f  marker tests 
o f  EFs in w hich reliabilities o f  the various tests are accounted for are needed to 
answer the question w ith m ore precision.

For other approaches, substantial but not overly strong correlations have 
been reported. For example, discriminative R T  and general mental ability 
correlate about .4 (Jensen & M unro, 1979). T h e  correlation betw een general 
m ental ability and inspection tim e is higher (Grudnik & Kranzler, 2001 ). Van 
Ravenzwaaij, Brow n, and W agenmakers (2011) argued that these findings could 
be incorporated into a m odel o f  inform ation processing that postulated that 
the speed at w hich inform ation accumulated (a parameter term ed drift rate) in 
reaching a decision was related to general mental ability. As well as accounting



for a num ber o f  existing findings, the m odel makes some novel predictions 
and provides for an extension o f  the research into areas in  w hich neuroscience 
approaches are being used, such as E R P s.

B ringing  together research in experim ental cognitive psychology and neu­
roscience is an im portant goal, although the techniques currently used require 
a level o f  expertise and expense that limits research o f  this kind to a few labora­
tories. T h e  jo in t use o f  fM R I and E R P s  is an exciting new  frontier o f  research 
in this regard made possible by finding technical solutions to E E G  recording 
inside a magnetic resonance scanner (e.g., Kruggel, W iggins, H errm ann, &  von 
C ram on, 2000 ). This allows the benefits o f  good temporal (E R P ) and good 
spatial resolution (fM R I) to be brought to bear in studying brain function w ith 
paradigms from  the experim ental cognitive approach.

T h e  use o f  these various approaches in applied settings such as selection or 
diagnosis is largely lim ited to the individual difference and the neuropsycho­
logical approaches. T h e  speed o f  change in technology over recent years has 
been such, however, that those approaches that are currently impractical, such as 
those based in neuroscience, should not be pushed too far out o f  sight.
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13 Longitudinal data collection

Christian Dormann and Christina Guthier

Introduction

M any open questions in  applied psychology can be validly answered using lon ­
gitudinal data. Consider the relation betw een jo b  demands and burnout, w hich 
were strongly correlated in previous studies and meta-analyses (e.g., Alarcon, 
2 0 1 1 ; Nahrgang, M orgeson, &  H ofm ann, 2011 ). M ost previous studies used 
cross-sectional analyses and regressed burnout on jo b  demands, and a significant 
regression coefficient was also observed i f  authors controlled for age and sex, 
for example (e.g., W hite , Aalsma, Holloway, Adams, &  Salyers, 2015 ). However, 
there are several related questions that cannot be answered w ith cross-sectional 
studies. For example:

1 Are there fluctuations in the strength o f  the dem and-burnout relation over 
time? D oes an increase in  jo b  demands directly increase burnout, or is 
there some kind o f  latency period (e.g., one m onth w ithout any vacation) 
for jo b  demands to affect burnout?

2 D o  some employees show a trend o f  increasing burnout, whereas others 
show a constant decline over time? Is a change in  burnout levels related to 
the initial levels o f jo b  demands and burnout?

3 D oes burnout increase jo b  demands, or do jo b  demands cause burnout? 
M ay there even be reciprocal relations?

To answer those questions, longitudinal data are required. Longitudinal data 
are defined as repeated measures (at least twice) o f  the same variables (e.g., jo b  
demands and burnout) gathered from  the same study participants (e.g., employ­
ees) over tim e (e.g., Zapf, D orm ann, &  Frese, 1996). D epending on the specific 
study design, longitudinal data enable (1) to identify developmental stages in 
the relationship betw een independent and dependent variables, (2) to inves­
tigate growth processes and their causes and consequences or (3) to identify 
possible causal relations betw een variables. C ontrary to cross-sectional research, 
longitudinal designs require decisions -  based on theoretical and statistical con ­
siderations -  about when  and how frequently to measure the variables (M itchell & 
Jam es, 2001 ). These decisions determ ine the validity o f  all conclusions that can 
be derived.
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O u r main purpose o f  this chapter is to give theoretical, m ethodological and 
analytical advice for m aking decisions about how  to collect longitudinal data. 
This chapter w ill be divided into three sections. First, we provide a general 
overview o f  several popular longitudinal research designs in applied psychology 
(experim ental studies, diary studies and panel studies). Second, we introduce 
some guidelines for longitudinal data collection, including theoretical, m eth­
odological and analytical aspects. Third, we summarize the essential considera­
tions one should take into account before collecting longitudinal data.

Longitudinal research designs in applied psychology
Longitudinal research has recently substantially increased in the applied psychol­
ogy area. Searching the P syclN FO  Database for journals w ith “Applied & Psy­
chology” in the title for studies using “repeated measures” or “longitudinal” or 
“diary” yielded 202  studies from  2 0 0 1 -2 0 0 5 , 246  studies from  2 0 0 6 -2 0 1 0 , and 
331 studies from 2 0 1 1 -2 0 1 5 . Experim ental and quasi-experim ental research 
designs using repeated measures, so-called diary studies and panel studies have 
been particularly popular in  applied psychology research. In the follow ing three 
subsections we will shortly introduce the basic characteristics o f  experim ental 
intervention studies, diary studies and panel studies and take a closer look at the 
merits and limitations o f  the different longitudinal study designs.

Experim ental and quasi-experim ental intervention studies

Experim ental and quasi-experim ental studies are used to assess the effect o f  
interventions (e.g., introducing or changing jo b  demands) on the outcom e 
variables o f  interest (e.g., burnout). Such studies aim at establishing a causal 
link betw een an independent and dependent variable. True experim ents, also 
know n as randomized controlled trials (Thiese, 2 0 14 ), are characterized by 
assigning each participant o f  the study sample randomly into one out o f  two 
or m ore separate groups (e.g., H ahn, Binnew ies, Sonnentag, &  M ojza, 2011 ; 
M uller, H eiden, H erbig, Poppe, &  Angerer, 2016). R an d om  assignment o f  indi­
vidual participants is frequently impossible because, for example, interventions 
are perform ed on preexisting groups such as organizations or teams (e.g., H o l­
man & Axtell, 2 0 16 ), and this is called quasi-experim entation. In experim ents 
and quasi-experim ents, different interventions are perform ed on different 
experimental groups except one, w hich is usually referred to as the control group. 
Afterwards, possible differences in  the dependent variables betw een the experi­
mental and control groups are statistically compared.

Applied psychology experim ents frequently involve m ore than a single meas­
urem ent. In several studies, a pre-post design is realized in  w hich the dependent 
variable is measured before and after the intervention (e.g., H olm an & Axtell, 
2 0 1 6 ). Pre-post designs have several advantages including that they increase 
statistical power and the internal validity o f  quasi-experim ents because they 
can use preexisting differences betw een participants as explanatory variables.
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In other studies, the dependent variable is measured two or m ore times after 
the intervention (e.g., Le B lanc et al., 2 0 07 ), w hich is usually done in  order to 
investigate for how long the experim entally induced changes sustain.

T h e  repeated measurement o f  variables is also governed by the setting in 
w hich (quasi) experim ents take place. In laboratory experim ents, participants 
may only be available shortly before and after the experim ents. This is typically 
not the case in field experim ents, w hich take place in naturalistic environments. 
W hereas student populations are frequently used in  laboratory experim ents, 
field experim ents are typically conducted am ong the real target population 
o f  applied psychology research -  for example, employees in companies. Thus, 
although the internal validity o f  laboratory experim ents is highest, this is cor­
roborated by threats to their external validity, w hich could render causal conclu­
sions o f  quasi-experim ents in the field m ore valid than true experim ents in the 
laboratory.

There is another threat to the validity o f  experim ents, in  particular w hen 
they are conducted in  a laboratory setting. Especially, the “ideal” conditions 
realized in  laboratory experim ents are usually difficult to realize in  organiza­
tions and am ong real employees. T h e  result is that effect sizes found in  experi­
ments are misleading regarding the degree o f  efficiency that could be expected 
for intervention studies. As D w yer (1983 , p. 327) pointed out, experiments 
have the capacity “to demonstrate that an effect can occur, whereas passive 
designs are m ore likely to capture causal relations that are occu rring” . Passive 
designs, in w hich no experim ental or interventional manipulations take place, 
are reviewed next.

D iary studies

A diary study is a m ethod to collect data at the daily level or even several times 
a day, usually over several days or even weeks, from  the same study participants 
(Ohly, Sonnentag, Niessen, &  Zapf, 2010 ). D iary studies are particularly suit­
able for measuring w ithin-person processes or i f  they are aimed at ruling out 
person-related differences as confounders.

W henever experim ental designs cannot be realized and possible lon g -term  
effects are not o f  m uch im portance, diary studies can be considered. H ow ­
ever, almost all previous diary studies suffered from  ambiguous conclusions 
regarding the direction o f  possible causal effects am ong focal variables because 
the tim e ordering o f  variables was not explicitly considered. To put it differ­
ently, although data are collected  repeatedly from  the same participants in 
diary designs, the analyses are m ostly perform ed cross-sectionally. H ence, like 
in  all cross-sectional analyses, occasion factors, that is, confounding variables 
that im pact on the independent and dependent variables at the m easurem ent 
occasion (e.g., current m ood), are the Achilles heel o f  diary designs (cf. Dwyer, 
1983). T hese occasion factors im ply correlations am ong the variables that 
cannot be causally interpreted. However, the particular strength o f  diary stud­
ies is to  re ject stable variables as potential confounders by means o f  centering



(i.e., transform ing participants’ variables by taking their deviation from  each 
participant’s m ean value in the respective variable over tim e), w hich could 
m ake causal conclusions based on diary designs m uch m ore valid com pared 
to m ore simple, cross-sectional designs.

Panel studies

Panel studies are a m ethod to collect data repeatedly from  the same individu­
als over a longer period o f  tim e, w ith measurement intervals usually varying 
betw een m onths or years. Panel data facilitate describing and understanding 
growth and developmental processes as well as causal relationships betw een 
focal variables over a longer period o f  tim e (Blossfeld, Schneider, &  D oll, 2009).

W henever experim ental designs cannot be realized and causal interpreta­
tions are intended, panel designs can be considered. R ecall, however, that diary 
designs and panel designs are conceptually similar; the differences (larger sample 
sizes in  panel studies, m ore measurement occasions in diary studies) are either 
superficial or grounded in  the statistical methods used to analyze the data. In 
panel studies, centering is usually not done. Therefore, stable variables w hich 
are potential confounders cannot be fully excluded. However, the particular 
strengths o f  panel designs are their inherent possibility to analyze the direction 
o f  causal effects, the possibility to m odel unmeasured occasion factors as pos­
sible confounding variables and the explicit consideration o f  tim e by means o f  
autoregressive and cross-lagged effects (e.g., D orm ann, 2 0 0 1 ).

Although there are com m onalities am ong experim ental, diary and panel 
designs, the reasons for choosing a particular design and the intended statistical 
analyses could have a significant im pact on the data collection. In the following 
section we introduce some guidelines.

Guidelines for longitudinal data collection
W e adapted and expanded the guidelines for developing and evaluating longi­
tudinal research by Polyhart and Vandenberg (2010) to address the most im por­
tant aspects for longitudinal data collection in  applied psychology. W e divided 
this chapter into three sections including theoretical aspects, m ethodological 
aspects and analytical aspects.

Theoretical aspects

W h en  designing a longitudinal study, it is very im portant to think about the 
expected change processes in  advance. Researchers should be able to explain 
when  and why causal effects are expected. For instance, one could propose that 
com m unication technology w ith enriched audio and video feedback helps vir­
tual teams to effectively manage conflict at early team  developmental stages, 
whereas at later stages rich  feedback hampers efficiency (M aruping & Agarwal, 
2 0 0 4 ). Obviously, proposing such developmental stages in the relation betw een
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independent (e.g., enriched feedback) and dependent variables (e.g., efficiency) 
should determ ine the required num ber o f  measurements; in the present exam ­
ple at least three measurements are required because two different processes are 
proposed. W h en  it is further assumed that newly com posed teams change more 
rapidly than teams that existed for a long tim e, the spacing betw een measure­
m ent occasions should also be planned accordingly; in  the present example, 
shorter lags betw een the first two occasions and longer lags betw een the second 
two occasions would be appropriate.

Furtherm ore, the direction and rate o f  change in variables could also be 
im portant.W hen the direction o f  change is o f  interest, at least three waves o f  data 
collection are required. W ith  three or m ore waves, it becom es possible to iden­
tify possible trends -  for example, steadily growing or declining, or curvilinear 
growth curves (e.g., W u & Griffin, 2012 ). In addition to identifying growth 
processes o f  focal variables, growth processes can also be related to each other. 
For example, do people w ho show a linear decline in jo b  demands also show 
a linear increase in  w ell-being? This could be helpful to identify the predictors 
and outcom es o f  growth. W h en  variables are expected to change at a high rate, 
the use o f  shorter tim e lags betw een measurement occasions is justified  com ­
pared to times w hen variables remain relatively stable (low change rate).

T h e  change rate or stability o f  variables is also affected by the way they are 
conceptualized and measured. W henever researchers are interested in actual cogni­
tions, em otions or behaviours, the focal variables should be conceptualized in 
a state-like m anner and could be measured by (self-)observations o f  partici­
pants’ m om entary thoughts, feelings or activities (cf. O hly  et al., 2010). Trait­
like assessments are useful w hen researchers want to know  how  people think, 
feel and behave in general, that is, across situations and time. Thus, for example, 
whereas a state-like measure captures what an individual actually feels (e.g., 
“R ight now, I feel calm ”), a trait-like measure reflects what an individual believes 
he or she has felt in  the past (e.g., “Ingeneral, I feel calm ”). State assessments are 
frequently used in diary designs, whereas trait assessments are frequently used 
in panel studies and interventional/experim ental studies.

To summarize, substantive reasons should prim arily determ ine how  (state vs. 
trait), how frequent (two vs. three or m ore), and at what rate (separated by m in­
utes vs. years) focal variables should be measured. This should be augm ented by 
m ethodological considerations, w hich are discussed next.

Methodological aspects

Statistically speaking, in  many instances the goal o f  researchers is to collect 
repeatedly measured data so that the causal effect o f  a previously measured inde­
pendent variable on a subsequently measured dependent variable is as strong 
and significant as possible. T h e  central m ethodological questions for designing 
a longitudinal study is when and how frequently  to measure in  order to achieve 
this goal. Ideally, researchers have sound theoretical expectations regarding 
the optimal tim ing and frequency o f  measurements; however, m ethodological
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considerations could add to them . Such m ethodological considerations could 
help identify stronger effects that are less likely to be confounded so that causal 
interpretations becom e m ore valid. H ence, designing the num ber o f  measure­
m ent occasions and tim e lag betw een them  should be based on m ethodological 
considerations, too, w hich could increase statistical power and internal validity.

T im e lags could be short or long, but there has been little agreem ent in  the 
literature what a short vs. a long tim e lag is. D orm ann and Van de Ven (2014) 
provided a taxonom y o f  tim e lags for stress-reactions that gives a helpful o ri­
entation for choosing the length o f  tim e lags w hen exam ining other reaction 
patterns in  applied psychology as well. T h ey  differentiated betw een six time 
frames. T h e  first one is called immediate and refers to tim e lags o f  seconds up 
to minutes, the second is short-term (hours up to one day), the third is mid-term  
(one day up to one m onth), the fourth is meso-term  (one m onth up to one year), 
the fifth is long-term (one year up to 10 years), and the sixth is grand-term  (more 
than a decade).

A  typical problem  w ith short tim e lags in  non-experim ental research is that 
confounding variables that im pact on both independent and dependent vari­
ables may not have changed betw een measurement occasions. Thus, researchers 
should suspect that any relation betw een the focal variables cannot be causally 
interpreted. However, as we discuss in  the next subsection, this problem  can 
be at least partly solved by proper data analysis (i.e. autoregressive effects or 
A N C O V A ).

A  typical problem  associated w ith longer tim e lags is sample attrition. Sample 
attrition reduces statistical power and may threaten internal and external valid­
ity. Problems w ith sample attrition are m ore obvious in  intervention studies and 
panel studies compared to diary studies; intervention and panel studies typi­
cally fully exclude participants w ith partly missing data from  analysis, whereas 
diary studies use all available data. Still, power remains reduced and validity is 
threatened through sample attrition. B o th  issues are rarely discussed in pub­
lished studies in the applied psychology literature. These problems could be 
(partly) com pensated post hoc by using multiple data augm entation methods 
(e.g., Schafer &  Graham, 2 0 02 ), although this is still rarely found in published 
studies in applied psychology (e.g., D udenhoffer &  D orm ann, 2015 ). Since 
power is dramatically reduced in  panel studies w ith long tim e lags, we recom ­
m end shorter tim e lags than those typically found in  the literature (D orm ann & 
Griffin, 2015).

For intervention studies there is no simple answer to the question o f  w hen 
to measure before and after the intervention. In general, statistical power is 
higher for shorter tim e lags because the observed test-retest correlation o f  the 
focal variable is higher. So even small effects becom e significant. However, a 
disadvantage o f  measuring the dependent variable before the intervention is 
that participants could becom e suspicious about the study aims. M easuring the 
focal variable shortly after the intervention m ight yield large effects; however, 
what researchers frequently would like to know  is i f  effects sustain, and thus, 
they opt for longer tim e intervals.
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Analytical aspects

After longitudinal data are collected, researchers have to decide how  to sta­
tistically analyze them . H ierarchical linear m odelling (H LM ), cross-lagged 
panel analysis (C LP), and growth curve m odelling (G C M ) are popular current 
approaches in applied psychology. As long as longitudinal data across at least 
three measurement occasions are available, each o f  the three approaches is pos­
sible (H LM  and C L P  can also be used w ith two measurement occasions only). 
In this section, we elaborate on the possible im pact o f  the desired analytical 
m ethod on longitudinal data collection.

As ju st noted, three waves o f  data collection allow for either statistical m ethod, 
but there are m ore or less im plicit standards. Such standards rarely represent 
statistical or m athematical requirem ents, but researchers have to com ply with 
some rules in order to have their research findings published. W e subsequently 
discuss the use o f  trait vs. state measures, the num ber o f  measurements, the spac­
ing and sample size.

Trait vs. state measures

For example, G C M  is most com m only based on trait-like measures (for an excep­
tion see Hulsheger, 2016). B y  contrast, H L M  o f  diary data is most com m only 
based on state-like measures, but many diary studies use a kind o f  baseline ques­
tionnaire w here personality traits and trait-like counterparts o f  the later applied 
state-like measures are gathered, too. For instance, the baseline questionnaire may 
include a measure o f  trait affect (e.g., positive and negative affectivity schedule, 
PANAS, Watson, Clark, and Tellegen, 1988), and subsequent diary questionnaires 
may include the same items but w ith reference to the current m om ent or the 
last few hours. Like G C M , C L P  analysis has for a long tim e almost exclusively 
relied on trait-like measures. M ore recently, some studies used short tim e lags 
betw een measurement occasions (e.g., two weeks, D udenhoffer &  D orm ann, 
2013). In such studies, tim e overlap would have occurred i f  trait-like measures 
were used. For instance, i f  participants were asked how  they felt the last year, and 
they were asked the same question two weeks later, the two measures “overlap” 
by 50 out o f  52 weeks. H ence, for C L P  analysis, researchers tend to adjust the 
trait-like measures to the tim e lag used in order to avoid tim e overlap.

Number of measurements

For G C M , the num ber o f  measurement occasions determ ines the kind o f  
trends that could be analyzed. W ith  three waves o f  data available, only linear 
trends (polynomial o f  degree 1) could be identified, and w ith each additional 
wave polynomial trends w ith one additional degree could be identified.

Even i f  researchers aim  at investigating linear G C M  only, the num ber and 
spacing o f  measurement occasions is im portant because it is know n to influ­
ence statistical power. In particular, w hen the overall study duration is no longer
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than five years (w hich, in fact, is the case for the early phases o f  all longitu­
dinal studies), increasing measurement occasions substantially increases power 
(Rast &  H ofer, 2 0 1 4 ). Conversely, w hen researchers aim  at G C M  using state­
like measures, plenty o f  measurement occasions separated by short tim e lags 
could be required (e.g., Hulsheger, 2016).

M ost C L P  analysis rests on data collected at two waves only. This is sufficient 
to identify possible reciprocal causal relations am ong variables. However, when 
researchers aim at identifying changes o f  causal patterns over tim e, three or 
m ore waves are required. T h e  same applies i f  researchers propose m ore com plex 
causal mechanisms above and beyond simple linear effects. For example, Frese 
and Z ap f (1988) described a sleeper effect that occurs not directly after the 
change o f  the independent variable but w ith some delay. In order to identify 
such an effect, a researcher would need a three-wave m odel w here there would 
be no cross-lagged effect o f  the independent variable expected betw een Wave 
1 and Wave 2 but an effect betw een Wave 1 and Wave 3.

W hereas studies that use C L P  analysis usually have few waves and many par­
ticipants, studies that analyze diary data w ith H L M  typically have m ore waves 
and fewer participants. O n e o f  the reasons is that H L M  analysis could identify 
the effects o f  an independent variable on a dependent variable fo r  each participant 
individually. For example, the strength o f  the effect (e.g., a regression coeffi­
cient) o f jo b  demands on burnout could vary am ong participants; for some, jo b  
demands do not matter m uch or even prevent burnout, whereas for others the 
effect o f  demands is positive and strong. Conceptually, H L M  analysis involves 
separate regressions for every individual. W h en  the aim is to include two pre­
dictors for one dependent variable in  H L M  analysis, one thus should plan to 
have three waves o f  data collection per participant. However, in general, studies 
using less than five occasions have becom e rare in  recent years.

Spacing of measurements

Since most G C M  relied on trait-like measures, it is not too surprising that they 
also relied on data w ith a long-term  spacing involving tim e lags o f  one or even 
m ore years (e.g., W u & Griffin, 2012 ). A lthough shorter tim e lags are possible, 
too, they could be problematic. E ith er the trends are very weak across a range o f  
waves separated by short tim e lags (e.g., a decline in health by .001 on a 7-point 
scale across a day), w hich then would require large sample sizes to becom e sig­
nificant, or there are strong trends (e.g., a decline in health by .1 on a 7-point 
scale across a day), w hich then impose the question o f  what would happen 
to those participants, for example, after three months (i.e., the scale would be 
insufficient). O f  course, i f  there is sound theoretical reason, short spacing could 
and should be done (e.g., Hulsheger, 2016). For instance, it seems to be reason­
able to assume that fatigue increases for most employees during the workweek 
and then declines during the weekend.

For most studies that apply H L M  analysis to repeatedly measured data, the 
spacing o f  measurement is unim portant. T h e  reason is that most H L M  analyses
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do not make use o f  any tim e-related inform ation; in fact, the waves o f  data 
collection could be shuffled w ithout affecting the results. This is because H L M  
analysis treats each participant as a “sample” and the participants’ measurement 
occasions as “cases” (i.e., a row o f  data in  a spreadsheet). O nly  a few studies 
have used H L M  analysis and considered time. For example, D udenhoffer and 
D orm ann (2013) used m orning affect as a predictor o f  evening affect to analyze 
w hether jo b  demands as a further predictor led to a change in affect across the 
day. Obviously, spacing is im portant in such instances and has to be guided by 
theoretical reasons.

A lthough using so-called lagged variables or autoregressive effects in H L M  
analysis like in the study by D udenhoffer and D orm ann (2013) is rarely co n ­
ducted, this is com m on in  C L P  analyses. D orm ann and Griffin (2015) showed 
that the sizes o f  the autoregressive effects have a sustained im pact on the size o f  
the causal effects (cross-lagged effects). Since the size o f  an autoregressive effect 
depends on the spacing betw een measurement occasions, the spacing thus 
impacts on the causal effects, too. H ence, w hen researchers aim  at demonstrat­
ing strong causal effects using C L P  analysis, spacing o f  measurement occasions 
is highly relevant. D orm ann and Griffin (2015) suggested that tim e lags o f  sev­
eral m onths or years, w hich are frequently used, could be m uch too long. They 
also recom m ended conducting “shortitudinal” pilot studies and perform ing an 
initial C L P  analysis. T h e  results could be readily published i f  the hypothesized 
effects are significant; i f  they are not, the results nevertheless could be used to 
calculate an optimal time lag at w hich a third wave o f  data collection could be 
carried out (for details see D orm ann & Griffin, 2015).

Sample size

W h en  collecting longitudinal data, in  addition to the num ber and spacing o f  
measurement, sample size is also im portant as it determ ines statistical power. 
This is crucial because the increased validity o f  a longitudinal study is accom ­
panied by shrinking effect sizes; cross-lagged effects in  longitudinal studies are 
frequently m uch smaller than in effects found in  cross-sectional studies. In par­
ticular, panel studies rarely yield cross-lagged effects exceeding .20. Therefore, 
power analysis should be carried out, and we recom m end to refer to extant 
meta-analyses for expected effects sizes. In the absence o f  meta-analyses, we 
recom m end to assume (standardized) regression coefficients not to be larger 
than .20 in  diary designs and not to be larger than .12 in panel designs, w hich 
was the average effect in the review by Z ap f et al. (1996 ; cf. M axw ell, Kelley, & 
R ausch , 2 0 0 8 , for power analysis o f  targeted regression coefficients). For an 
intervention study, we recom m end to assume standardized mean differences 
betw een experim ental groups (i.e., d) not to exceed .30.

M ost w ell-done diary studies aim  at having a sample size o f  N  =  100 (and 
five measurement occasions; cf. O hly  et al., 201 0 ), w hich is probably more 
driven by the Gestalt law o f  “a nice num ber” rather than power calculations. 
Scherbaum  and Ferreter (2009) recom m ended not to have fewer the N  =  30
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participants because o f  risk o f  biased results. In terms o f  power, the results pre­
sented by these authors also suggest that increasing the sample size increases 
power m ore than increasing measurement occasions.

Conclusion

There is no simple answer to the question how to optimally collect longi­
tudinal data. As we discussed, the answer depends on the design o f  the study, 
theoretical considerations including the size and rate o f  change, m ethodologi­
cal considerations, and the statistical analysis employed. Furtherm ore, there are 
“political” factors, too, as it is usually easier to redo what others have already 
published successfully than to be unconventional. For instance, reviewers would 
probably challenge a diary design in w hich four random ly selected days across 
one year would be used to collect state-like measures am ong 45 participants, 
although there m ight be little reason not doing so. R ather, the data collection 
o f  most diary studies does not spread across m ore than four weeks, most diary 
studies have at least five measurement occasions these days, and sample size is 
close to or even above 100. Growth curve and panel studies tend to have even 
larger samples, the form er w ith at least three waves and the latter w ith at least 
two waves. Sample sizes vary considerably in these studies, and we highly rec­
om m end perform ing a power analysis o f  the targeted effects. T h e  spacing o f  
measurements in  most growth curve and panel studies tends to be larger than 
six m onths, albeit m uch shorter lags such as two weeks are becom ing m ore fre­
quent, too. W e strongly believe this is a good developm ent, as it allows for m uch 
quicker results that are nevertheless highly valid.
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14 Diary studies, event 
sampling, and smartphone 
apps

Joel M. Hektner

Introduction

To understand people -  how they act, think, and feel, and how that is related to 
context -  questionnaires and lab experiments are not sufficient. Psychologists also 
need to use methods that capture the full range o f  individuals’ experiences in the 
real world. Intensive longitudinal methods (ILM ), w hich include experience sam­
pling, event sampling, daily diaries, ecological m omentary assessment, and ambula­
tory m onitoring, are among the most important tools at researchers’ disposal for 
gaining understanding o f  people in their natural contexts. T he fact that there is 
now a Handbook o f  Research Methods fo r  Studying Daily Life (M ehl &  Conner, 2012) 
indicates the tremendous growth both in the use o f  these methods and in varieties 
o f  methods and their purposes. W hat these methods have in com m on is their focus 
on people as they go about daily life in the real world, their collection o f  data as 
experience happens in as close to real time as possible, and their ability to reveal 
variability within the person, not just between people (M ehl &  Conner, 2012).

As is the case with any method, the most important consideration in the selec­
tion o f  a particular type o f  intensive longitudinal m ethod is w hether and how it 
addresses the research questions. To draft good questions, researchers need to keep 
in mind that w ithin-person variability may not coincide w ith -  and may even 
run counter to -  betw een-person variability (Hamaker, 2012), and so questions 
need to be precise enough to recognize this distinction. In any case, the types o f  
questions most ideally suited for intensive longitudinal methods are those that 
concern processes and experiences that vary over a short tim e span, from hours 
to days (C onner & Lehman, 2 0 12 ). Because these methods are employed in 
the natural environment o f  daily life, the rigid control and random assignment 
required by the experimental m ethod are not possible, and thus descriptive and 
correlational questions, rather than causal questions, will need to be the focus o f  
ILM . Bam berger (2016) gives examples o f  research questions well-suited to ILM , 
paired w ith appropriate sampling protocols for applied family research.

Types o f intensive longitudinal methods
T h e various types o f  intensive longitudinal methods can be categorized on the 
basis o f  their location along several dimensions, as shown in  Table 1 4 .1 , w hich



is an expansion o f  a taxonom y started by C onner and Lehm an (2012). It must 
be noted, however, that there are no hard and fast rules regarding the nam ing o f  
particular methods, and many studies com bine aspects from  several prototypi­
cal methods. T h e  most fundamental dim ension is what the focus o f  the study 
is; what aspects o f  life do the constructs or variables measure? M ost o f  these 
methods measure individuals’ behavior (what they are actually doing or saying 
in the m om ent) as well as their inner experiences, w hich include their cogni­
tions and em otions. M any also measure the context, such as the date, day o f  
w eek, tim e o f  day, physical location, and presence o f  others. A  fourth possibility 
along this dim ension is physiological measurements, such as heart rate, blood 
pressure, physical activity level, or neuroendocrine levels.

A nother dim ension to consider is whose perspective is taken in  collecting the 
data: the self or a third-person observer? Classic experience sampling m ethod 
(ESM ) is rooted in understanding the phenom enology o f  everyday life and thus 
takes the person’s self-reported behavior, experience, and context as the most 
im portant ob ject o f  study. Even i f  an objective observer m ight record different 
data about the person in the same m om ent, it is the person’s own perceptions 
and experiences that m atter for an E S M  researcher. However, for other pur­
poses, an objective perspective may be m ore valuable. N ote  that this perspec­
tive does not require the actual presence o f  an observer follow ing research 
participants as they go about daily life. T h e  observational perspective is achieved 
through instrum entation, such as audio, video, or photo recording; location 
(GPS) m onitoring; or physiological recording.

Data from  either perspective could be fundamentally quantitative (e.g., a 
response on a rating scale or a heart rate) or qualitative (e.g., a photo or a 
description o f  current thoughts). Thus, a third dim ension to consider is that o f  
the form  o f  the data. M ost qualitative data can be coded and reduced to produce 
numbers or categories that can be analyzed statistically, but it is still useful to 
m aintain the distinction betw een a data collection process that elicits num eric 
data and one in w hich num eric data must be derived by the researcher.

T h e  most widely recognized dim ension along w hich intensive longitudinal 
methods vary is when or at which times data are collected. W h en  self-reported 
data are collected on a variable (often random) tim e schedule, responses are said 
to be made on signal-contingent basis, because participants must be signaled by 
a device to com plete a self-report. Observational or physiological data may be 
collected on a variable basis w ithout signaling the participant. A nother option 
is for data to be collected in  fixed intervals (such as once daily in diary studies). 
Som e instruments provide a third option, w hich is for continuous recording o f  
data, such as heart activity or skin conductance. Finally, in  event sampling, data 
are collected only w hen a particular event occurs. T h e  occurrence o f  the event 
could be discerned by the participant or detected automatically by instruments 
the participant is asked to carry or wear.

It should be clear by now  that there are two answers to the question o f  what 
the role o f  the participant is in collecting and reporting the data. Participants can 
take an active role, self-reporting their experiences, contexts, and behaviors and 
collecting their ow n physiological data (such as swabbing a cheek for a salivary
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cortisol measure). O r participants can take a passive role, doing nothing m uch 
m ore than wearing or carrying devices that automatically collect data w ithout 
prompting or intervention from  the participants.

Description and logistics o f experience sampling method
A lthough the logistics o f  carrying out an IL M  study w ill vary depending on 
the type o f  study, many aspects o f  im plem entation are similar across types. 
In the sections that follow, the steps necessary to im plem ent an E S M  study 
are described, but many o f  them  are easily adapted for other types o f  studies. 
Aspects o f  im plem entation specific to other types o f  IL M  will be described in 
subsequent sections.

Sam pling time fra m e and signals p er day

As noted in  Table 14.1 and in the Experience Sampling M ethod  b ook  (H ek- 
tner, Schm idt, &  Csikszentmihalyi, 2 0 07 ), E S M  (or ecological m om entary
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Table 14.1  Location o f  prototypical intensive longitudinal methods along several dimensions

Prototypical
method

What is focus Whose
perspective

Form o f  data When recorded R ole o f  
participant

ESM Experience
C ontext
Behavior

Self Quantitative
Qualitative

Variable Active

D ES Experience Self Qualitative Variable Active

Diary Experience
C ontext
Behavior

Self Quantitative
Qualitative

Fixed Active

D R M Experience
C ontext
Behavior

Self Quantitative
Qualitative

Fixed Active

E C R Experience
C ontext
Behavior

Self Quantitative
Qualitative

Event Active

Photovoice Experience
C ontext

Self
Observer

Qualitative Event Active

Activity
m onitoring

Behavior Observer Quantitative Continuous Passive

Ambulatory
assessment

Physiological Observer Quantitative Fixed
Continuous

Passive
Active

EM A Experience
C ontext
Behavior
Physiological

Self
Observer

Quantitative Variable Active
Passive

Acoustic
sampling

C ontext
Behavior

Observer Qualitative Fixed
Event

Passive



assessment, EM A ) is used to collect self-reported data on the participants’ expe­
riences, context, and behavior. Participants in  E S M  studies are typically signaled 
over a span o f  three days to three weeks, w ith a w eek being the most com m on 
(H ektner et al., 2007). Longer periods have been  used w hen the num ber o f  
signals per day is lower, and particularly in daily diary studies w hen there is 
only one self-report per day. Researchers typically signal participants from  four 
to 10 times each day, the most com m on being six to eight. This leads to par­
ticipants being signaled roughly once every two hours, on average, i f  there are 
assumed to be 16 waking hours. To obtain a representative sample o f  moments 
from  the population o f  m om ents in daily life, a stratified random schedule is 
created, w ith the waking hours o f  the day divided into a num ber o f  equal- 
length intervals that is equal to the num ber o f  signals per day. T h en  a random 
tim e is chosen w ithin each interval, w ith the chosen tim e varying each day. In 
order to prevent participants from  being bothered by signals happening in close 
succession, a stipulation can be added that no two signals will be less than 30 
minutes apart. T h e  hours during w hich signals will occur can be the same for 
all m em bers o f  the sample or they can be individually tailored to each person’s 
anticipated waking hours.

Technology options

R esearchers have a wide range o f  both  hardware and software options that vary 
in functionality and cost. B efore the advent o f  palmtop com puters or personal 
digital assistants (PDAs, the forerunner to the smartphone), it was com m on for 
E S M  studies to use a device to deliver signals, such as a pager or programmable 
wristw atch, and pen and paper for participants to read and respond to ques­
tions. O f  course, these options are still available today and may be preferable in 
some contexts or w ith certain special populations. PDAs provided the advan­
tage o f  com bining the functions o f  signaling, presenting questions, and record­
ing answers in  a single device. However, these devices are now  obsolete, and 
labs will not be able to find replacements for devices that break down. Clearly, 
today the smartphone is becom ing the technology o f  choice for E S M  studies. 
O n e question that researchers must resolve is w hether they should acquire a 
fleet o f  phones that are then provided to participants to carry for the dura­
tion o f  the study or rely on participants’ own smartphones. T h e  latter choice 
may bias the sample by elim inating people w ho don’t ow n smartphones, and 
it may pose challenges in finding software that w ill w ork on all different hard­
ware platforms that people own. However, these issues are rapidly diminishing 
as smartphone ownership becom es norm ative and apps are continually being 
developed. O th er hardware platforms are well suited for particular functions, 
such as the person’s own computer/laptop/tablet for reporting daily diaries 
or other specialized devices for m onitoring physical activity or physiological 
parameters.

There is a plethora o f  software options for conducting an E S M  study. C o n ­
ner (2015) provides a comprehensive list o f  these options, along w ith b rie f 
descriptions, pricing inform ation, and web links for further inform ation and
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ordering. M u ch  o f  the inform ation in this paragraph com es from  C o n n er’s list. 
O n e basic software option com es from  web survey services, such as Qualtrics 
and Survey M onkey, w hich allow researchers to create online surveys with 
many different question form ats. A t each signal, the participant is sent a link to 
the survey via text messaging. Programs such as Survey Signal or D iario help 
researchers manage the sending o f  texts to multiple participants. M ore com ­
monly, researchers use a dedicated app that is downloaded onto the phone. O ne 
newer app, Sensus, is free and is available for both  iO S  and Android operating 
systems. It can deliver scheduled prompts to participants as well as prompts 
that are triggered by an event that is detected by the phone or by an external 
wearable device. A n app w ith similar functionality is m E M A  (m obile E M A ); it 
is available at three levels o f  pricing depending on the level o f  features needed. 
T h e  most basic level includes some features the com pany claims are not avail­
able anywhere else, such as a “com pliance dashboard” and the use o f  languages 
other than English. For traditional E S M  studies w ith no passive data collection, 
the app called PA C O  (Personal Analytics Com panion) has been  available for a 
longer tim e and thus has been widely used. It is easy to use and free, although 
as w ith any free software, tech support may be lim ited.

M easurem ent

To determ ine the actual questions that will be asked o f  participants, researchers 
must once again carefully consider their research questions. Participants in  E SM  
studies typically respond to prompts that get at behavior (e.g., “W hat are you 
doing?”), context (e.g., “W h o  are you w ith?”), and inner experience (e.g. “R a te  
how  happy you are”) at the m om ent o f  the signal (H ektner, et al, 2007 ). These 
questions can be w ritten in a way to elicit qualitative or quantitative responses, 
but there are tradeoffs associated w ith either option. O pen-ended responses 
will likely need to be coded by trained research assistants, requiring tim e and 
money. Providing participants w ith a closed-ended list o f  response options may 
be m ore efficient, but it requires careful consideration o f  w hich options to 
include and misses a lot o f  detail and variation.

For quantitative measurement o f  psychological constructs, researchers may 
want to find a longer questionnaire scale that was developed to measure a co n ­
struct o f  interest and then adapt it to fit the m om entary context o f  an E S M  
study. This adaptation would likely include reducing the num ber o f  questions 
and revising the wording to focus on the m om ent ju st prior to the signal. To 
insure participants do not becom e overburdened and then stop responding, the 
total num ber o f  questions should not exceed what can be answered in about 
two minutes. In a review o f  several studies, H ektner et al. (2007) found that 
a typical-length E S M  self-report included the standard context and behavior 
questions, plus about 35 additional quantitative inner experience questions.

In the variation o f  E S M  called descriptive experience sampling (D E S), there really 
are no questions other than a general instruction for participants to take notes 
on their inner experience in  response to each signal (Hurlburt, 2 0 1 1 ). In this 
com pletely qualitative approach, no coding is conducted. Instead, researchers



interview  participants about their noted experiences on that same day or the 
im m ediately follow ing day. T h e  goal is to capture “pristine inner experience” 
(Hurlburt &  Heavey, 2 0 15 ), w hich does not include the cognitive processes o f  
attention, memory, judgm ent, or com prehension. Thus, the interviews are used 
both to clarify data and also to train participants on how  to apprehend and 
describe inner experience w ithout these cognitive filters.

Orientation, signaling, and wrap-up

In order to fully understand the demands they are asking participants to m eet, 
researchers should first com plete the study protocol themselves, including 
w earing or carrying any devices and responding to all signals. T h e  pilot test will 
also help researchers determ ine how long each self-report will take to com ­
plete. To begin the full study, researchers typically m eet w ith participants either 
individually or in  groups to orient them  to the study procedures and provide 
any equipm ent and/or set up any necessary software. Participants should be 
encouraged to think about times during w hich it w ill be difficult for them  to 
carry the device or com plete a response (such as w hen driving or swimming), 
and researchers should discuss appropriate ways to handle these situations. In 
our studies, we tell participants to respond as soon after the signal as they can, 
but not to respond i f  15 minutes or m ore have passed since the signal. I f  par­
ticipants will be in school or at w ork during signaling, it may be helpful for 
the researcher to provide them  w ith a letter docum enting the study that they 
can show to an employer or teacher. Because o f  the burden and intrusion o f  
participating in an E S M  study, participants will need to have a higher level o f  
m otivation and com m itm ent than they would in  a standard questionnaire or lab 
study. Researchers will want to consider w hether and how  they can enhance 
m otivation through several different avenues, such as offering com pensation, 
emphasizing the personal insight one can gain from  participation, and prom ot­
ing a research alliance in w hich the participant partners w ith the researcher to 
further scientific understanding (H ektner et al., 2007).

At the end o f  the signaling period, participants will need to be debriefed. Any 
devices that are the property o f  the lab are returned. Participants may be asked 
to com plete a b r ie f questionnaire asking them  w hether their experiences dur­
ing the signaling period were typical or how  they were not typical. As a check 
on reactivity, they may also be asked i f  participation in  the study caused their 
experiences to be different in  any way. Som e studies have also com plem ented 
the E S M  data collection w ith interviews o f  participants that ask them  to elabo­
rate on specific m om ents o f  interest (e.g. Csikszentmihalyi &  Schneider, 2000).

Advantages and disadvantages

Certainly, E S M  and related methods are not appropriate for every research 
question. B u t for questions about relations am ong behavior, inner experience, 
and context in  the m om ents o f  daily life, E S M  is the m ethod o f  choice. U nlike 
m ost lab or questionnaire studies, E S M  research has a high degree o f  ecological
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validity due to its ability to capture inform ation about m om ents in the real 
world in close to real tim e (H ektner et al., 2 0 0 7 ; R e is , 2012). Som e have noted 
that E S M  measures o f  some inner experiences do not correlate very highly 
w ith corresponding questionnaire measures. For example, on questionnaires, 
parents tend to say they enjoy spending tim e w ith their children, whereas diary 
data show m ore negative experiences (Schwarz, 2012). R ath er than anointing 
one m ethod as “valid” and the other as flawed, researchers can accept both 
findings at face value by recognizing that they are measures o f  different things. 
O n e-tim e self-reports are filtered through lenses o f  reflection, beliefs, memory, 
and social desirability, each o f  w hich is m inim ized in E S M  data collection. 
Som e vital research questions would be better answered through the form er 
and some through the latter.

O n e o f  the disadvantages o f  E S M  is the burden it places on participants and 
the intrusion it brings into their daily lives. As a result, some individuals may 
refuse to participate at the outset, and others may begin but then reduce or stop 
their com pliance before study com pletion. W h en  this happens, it is a threat to 
the external validity o f  the study (H ektner et al., 2 0 0 7 ). B o th  the human sample 
and the sample o f  m om ents o f  tim e may be less representative o f  their respec­
tive populations than we would wish them  to be.

Daily diaries
D aily diaries address this problem  by reducing the burden. Participants are sam­
pled on an interval-contingent basis, and the interval is one day. Data co llec­
tion can occur over a period o f  days to m onths, w ith two weeks being the 
most frequent (Gunthert &  W enze, 2012 ). Besides being m ore tolerable and less 
expensive, once-daily reporting is better suited than E S M  to some constructs. 
Gunthert and W enze (2012) suggest that behaviors and situations that occur 
w ith m oderate frequency are well-suited for diary studies, such as interper­
sonal conflict, sexual behavior, alcohol use, and physical symptoms. Because 
participants are bothered only once daily, they can be asked to spend a longer 
tim e com pleting the report, w hich can contain m ore questions than in an E SM  
study. T here have also been  measurement tools specifically created for diary 
studies (e.g. Courvoisier, Eid, Lischetzke, &  Schreiber, 2 0 1 0 ; M oskow itz, 1994; 
W ilhelm  & Schoebi, 2 0 0 7 ). Com pliance may be enhanced i f  participants are 
reminded to com plete their self-reports; a daily email or text could include a 
web link to the survey.

Besides the self-selection bias that is also a potential problem  in  recruiting 
samples o f  people for E S M  studies, diary studies also have a couple o f  unique 
disadvantages. O n e is that w ithin-day fluctuation is lost. I f  participants are asked 
about the moods they had, they will tend to recall the m ore intense moods 
m ore readily than the perhaps longer lasting or m ore frequent periods o f  neu­
tral moods (Gunthert &  W enze, 2012). T h e  context im m ediately surrounding 
the response in a diary study is also likely to be m uch m ore hom ogenous than 
the full range o f  daily life contexts reported in  an E S M  study. Participants will



likely report at the same tim e o f  day and in the same place (e.g., hom e, office) 
every day. Keeping these considerations in mind, the diary m ethod is a valuable 
tool that has been  used in  a large body o f  good research, and researchers will 
continue to find it useful for particular purposes.

D ay reconstruction method

O n e specific form  o f  daily diary attempts to capture w ithin-day fluctuation 
by having participants do a sort o f  retrospective E SM . In the day reconstruc­
tion m ethod (D R M ; Kahnem an, Krueger, Schkade, Schwarz, &  Stone, 2004), 
participants reflect on the previous day as a series o f  scenes or episodes. An 
episode is a defined activity, such as a w ork m eeting, lunch, or w atching TV, 
that could last from  15 minutes to two hours; the average reported episode was 
about one hour. T hen , participants are asked a series o f  E SM -ty p e questions 
about each episode, including context (where, w ho w ith, tim e o f  day), behav­
ior, and inner experience (e.g. em otion ratings). In this way, the D R M  assesses 
contiguous episodes over a full day rather than sampling discrete m om ents as 
in the E S M  (Kahnem an et al., 2004 ). Thus, it may be m ore accurate in provid­
ing tim e budget inform ation. It also does not interrupt participants’ lives and 
is less expensive. However, Csikszentmihalyi (2007) found some o f  the results 
o f  a D R M  study to be questionable. Participants in  the D R M  study, w ho were 
studied only on w ork days, rated T V  w atching (retrospectively) as a relatively 
positive experience, contradicting in -th e-m o m en t evidence from  many E S M  
studies that it is actually not. T h e  differing results point again to the notion that 
retrospective reports do not measure the same thing as E S M  self-reports com ­
pleted in the m om ent and thus should not be taken as a substitute.

Event contingent recording
R esearch questions that are m ore narrowly focused on a particular behavior or 
experience rather than on daily life in  general may be well-suited for event- 
contingent recording (E C R ; M oskow itz & Sadikaj, 2012). In E C R , instead o f  
com pleting a report in response to a signal, participants are trained to recognize 
w hen the event o f  interest occurs and to com plete a report im m ediately fo l­
low ing the event. Social interactions and health-related behaviors and experi­
ences, such as taking a drink o f  alcohol, sm oking a cigarette, or experiencing 
acute pain, have been the most com m on events studied w ith E C R . For study­
ing social interaction, the R o ch ester Interaction R e co rd  (W heeler &  N ezlek, 
1977) and the Social Behavior Inventory (M oskowitz, 1994) are published 
E C R  protocols. Because participants are not waiting until the end o f  the day 
to recall events, as in the diary m ethod, E C R  may capture a m ore valid picture 
o f  their im m ediate experience. It also has the advantage o f  capturing every rel­
evant event; in  random signal-contingent E S M , many events o f  study would be 
missed. T h e  key to a successful E C R  study is to focus on w ell-defined, discrete 
events that occur w ith m oderate frequency and can easily be recognized by
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participants. O n e concern  is that there may be greater reactivity w ith respect to 
the event in question than there would be w ith standard E SM . Participants may 
alter both the frequency and the experiential qualities o f  the event w hen they 
know  that every event needs to be recorded.

E C R  has traditionally relied on an active participant to recognize the occur­
rence o f  the event and record inform ation about it. However, electronic devices 
now  make possible the passive detection o f  certain body movements, physiolog­
ical states, or social interactions, followed by passive recording o f  aspects o f  the 
individual or environment. Som e o f  these options will be described further later.

Photovoice

In one recent variation o f  E C R , participants are given m ore latitude in dis­
cerning w hether a given m om ent constitutes a relevant event or not, and their 
prim ary means o f  reporting on the event is to take a photo. First described and 
named by Wang and Burris (1997), photovoice is a method in which participants 
are provided w ith cameras or are asked to use their ow n smartphone cameras 
for a period o f  time. T h ey  are asked to take photos o f  events or things that are 
relevant to a particular topic. For example, Adams and colleagues (2012) used 
photovoice w ith Australian A boriginal people to understand meanings o f  food 
and food insecurity. In another study, African im m igrant youth and elderly in 
the U .S. took  photos that illustrated health resources and barriers to health and 
w ell-being (Adekeye, Kim brough, O bafem i, &  Strack, 2014). Participants were 
also provided w ith m em o pads for their notes on each photo. D uring a focus 
group m eeting, photos were projected on a screen and discussed. This process is 
w hat W ang and Burris called “voicing our individual and collective experience” 
(V O IC E ). Clearly, photovoice is not ju st a m ethod o f  data collection but also 
a tool for com m unity based participatory research (C B P R ). Strack, Lovelace, 
Jordan, and H olm es (2010) provide a social-ecological logic m odel for using 
photovoice that includes activities and outcom es related to individual, organi­
zational, and com m unity levels.

Activity monitoring, ambulatory assessment, and 
ecological momentary assessment
Researchers can ask participants to wear or carry devices to measure a wide 
range o f  contextual, behavioral, and physiological parameters as they go about 
their daily lives. For example, the Electronically Activated Recorder (E A R ; M ehl & 
R ob bin s, 2012) records am bient sounds at random times throughout the day, 
including the participants’ own voices and those o f  others w ith w hom  partici­
pants interact. Similarly, a “baby cam,” a video camera embedded in a headband 
w orn by an infant, records snippets o f  video from  the infant’s natural environ­
ments (Sm ith, Yu, Yoshida, &  Fausey, 2015). To record physical behavior, accel­
erometers continuously measure body m ovem ent, and data from  over 2 7 ,0 0 0  
children aged 3 to 18 in  the International Children’s A ccelerom etry Database



show that children get less active w ith age (C ooper et al., 2015). Am bulatory 
assessment o f  physiological functioning can occur continuously or on a fixed 
interval schedule and can include recordings o f  heart rate, blood pressure, 
salivary cortisol, or skin conductance. W ilhelm , Grossman, and M uller (2012, 
pp. 2 2 1 —222) provide a list o f  devices and the parameters they measure. W hen  
such measures are coupled w ith self-reports o f  experience recorded at the same 
tim e, the m ethod is called ecological m om entary assessment (EM A ; Stone & 
Shiffman, 1994), but some researchers also use “E M A ” to refer to traditional 
experience sampling alone. C om bining and integrating capabilities across m ul­
tiple devices allows for context-sensitive E M A , in w hich changes in location, 
weather, physical activity, or proximity to other people are possible triggers o f  
further data collection (Intille, 2012).

Conclusion
Since their beginnings several decades ago, intensive longitudinal methods have 
contributed richly to a wide range o f  fields in the human sciences. This chapter 
provides only a glimpse o f  the many different types o f  these methods. R esearch­
ers wanting to im plem ent one o f  these methods in  a study will need to consult 
other sources for m ore detailed inform ation. Beyond raising awareness o f  these 
m ethods, this chapter may also inspire researchers to consider new  research 
questions associated w ith their topic that better capture the com plexity w ithin 
and across people as they live life in  the real world in real time.
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15 Organisational interventions

Amanda Biggs

Organisational interventions explained

Organisational interventions are policies, programmes, or activities in tention­
ally enacted by organisations to initiate some form  o f  organisational change; 
for instance, to improve employee health and w ell-being or organisational effi­
ciency. Specific examples o f  published organisational intervention evaluations 
include:

• supervisor training and self-m onitoring intervention im plem ented to 
improve supervisors’ use o f  family-supportive behaviours (Hammer, 
Kossek, Anger, Bodner, &  Z im m erm an, 2011);

• training programme to equip employees to manage their career progres­
sion and developm ent, evaluated in relation to its effects on career manage­
m ent preparedness; depressive symptoms, exhaustion, and early retirem ent 
intentions; and w ork engagem ent and mental resources (Vuori, Toppinen- 
Tanner, &  M utanen, 2012 );

• a suite o f  organisational-level changes to reduce occupation stress and 
turnover experienced by nurses, including the development and im ple­
m entation o f  a nursing workload tool to assess workloads; roster audits; 
increased staff numbers; and increased access to staff development, clinical 
supervision, and support (R ickard et al., 2012);

• leadership development training to enhance upstream organisational 
resources, such as w ork culture support and strategic alignm ent, and 
improve employee w ell-being outcom es (Biggs, Brough, &  Barbour, 2014 );

• workplace health prom otion interventions to improve physical activity in 
the workplace (M alik, Blake, &  Suggs, 2 0 14 ); and

• im plem entation o f  a stress risk-assessment tool to be utilised by managers 
to prevent organisational stress (Biron, Gatrell, &  Cooper, 2010).

As organisational interventions com prise a diverse range o f  initiatives, 
researchers often use classification systems to synthesise them  into meaningful 
categories (Biggs, N oblet, &  Allisey, 2014 ). T h e  most widely cited organisational 
intervention classification system is M urphy’s (1988) tripartite framework that



Organisational interventions 171

distinguishes betw een primary, secondary, and tertiary interventions. Prim ary 
strategies, such as jo b  redesign and flexible w ork practices, are preventative, as 
they target the source o f  the problem , m inim ising its severity or removing the 
problem  entirely. Secondary interventions, such as w ork skills training and stress 
m anagem ent, aim  to build an individual’s skills, resources, and capacity to cope 
w ith problems, interrupting the causal chain betw een exposure to the prob­
lem  and adverse consequences (C ooper & Cartw right, 1997). Finally, tertiary 
interventions, such as employee assistance programmes, are reactive and focus 
on dealing w ith the problem  after it has occurred or dealing w ith the negative 
consequences o f  the problem  (C ooper & Cartw right, 1997; Murphy, 1988).

Interventions are also distinguished based on the organisational level tar­
geted by the strategy. Individual interventions target individual employees, aim ­
ing to m odify their behaviour, resources, resilience, and responses. In contrast, 
organisational interventions aim  to m odify problem atic aspects o f  the broader 
organisational environm ent (Bow ling, Beehr, &  Grebner, 2 0 1 2 ; Giga, N oblet, 
Faragher, &  Cooper, 2 0 0 3 ). Expanding on this dichotomy, N ielsen and Abild- 
gaard (2013) distinguished betw een interventions targeting individuals, groups, 
leaders, and organisational procedures/structures.

Calls for m ore stringent evaluations o f  the theoretical mechanisms underlying 
organisational interventions have also prompted the development o f  theoreti­
cally based categorisations. Burgess, Brough, Biggs, and Hawkes (under review) 
recently developed a theoretically derived classification o f  occupational health 
interventions based on three underlying psychosocial mechanisms proposed to 
affect the occupational health process: demands, resources, and recovery.

There are a multitude o f  techniques to choose from  and numerous com ­
plex issues to consider w hen designing, im plem enting, and evaluating organisa­
tional interventions. Ideally, the process should be guided by sound theoretical 
principles and scientific knowledge o f  the targeted phenom enon and relevant 
methodology, whilst also being relevant to the needs o f  the organisational envi­
ronm ent in w hich the intervention is being im plem ented. Unfortunately, while 
there is considerable knowledge o f  the antecedent processes o f  phenom ena 
targeted by organisational interventions (e.g., stress, w ork engagem ent, tu rno­
ver intentions, and productivity), there is lim ited or inconsistent evidence sup­
porting the effectiveness o f  organisational interventions (Nielsen, Taris, &  C ox, 
2010). In response to this issue, N ielsen, Taris et al. (2010 , p. 220) argued “one 
vitally im portant issue in  intervention research is how  the effectiveness o f  in ter­
ventions can be improved”.

A renewed emphasis on organisational intervention research has emerged 
in recent years in response to these calls to m ore rigorously exam ine factors 
that contribute to intervention effectiveness. This includes improved research 
m ethodology to measure the im pact o f  interventions on targeted outcom es; 
the application o f  m ulti- or m ixed-m ethods approaches to assess the impact 
o f  context and process factors that attenuate or augm ent an intervention’s 
effectiveness; and an increased recognition o f  the value o f  closely exam in­
ing derailed interventions, w hich, despite their lack o f  success, can provide



im portant inform ation about how  to develop effective organisational interven­
tions. Drawing on recent research and frameworks, this chapter w ill discuss the 
topic o f  designing, im plem enting, and evaluating organisational interventions.

Frameworks for intervention design, implementation, and 
evaluation

Several frameworks have been  devised to assist researchers and practitioners to 
conduct effective organisational interventions (e.g., Biggs & Brough, 2015b ; 
B iron  & Karanika-M urray, 2 0 1 4 ; Goldenhar, LaM ontagne, Katz, Heaney, & 
Landsbergis, 2 0 0 1 ; N ielsen & Abildgaard, 2 0 1 3 ; N oblet &  Lamontagne, 2009). 
Biggs and Brough (2015b) proposed a framework that emphasises relevant tasks, 
process factors, and context factors to consider across three primary interven­
tion stages: (a) development, (b) im plem entation, and (c) evaluation (see also 
Goldenhar et al., 2001). T h e  framework is illustrated in Figure 1 5 .1 , and the 
tasks w ithin each intervention stage are discussed here in  m ore detail.

T h e  development stage provides an im portant foundation for the intervention 
and includes several activities:

1 Establish relationships w ith stakeholders at all levels w ithin and external 
to the organisation, including senior and middle managers, employees, and 
union representatives. Identifying local champions w ho are supportive o f  
the intervention is especially im portant in large, m ulti-faceted organisa­
tions (Biggs & Brough, 2015a).

2 Establish clear com m unication structures amongst key stakeholders and set 
guidelines for feedback about the intervention’s progress.

3 C onduct a theoretically driven, contextually appropriate needs analysis, 
identifying risks, strengths, and vulnerable groups. C om bining multiple 
methods o f  data collection can assist in obtaining an appropriate depth and 
breadth o f  inform ation (e.g., consider using both qualitative and quantita­
tive m ethods; see Brough, Brow n, &  Biggs, 2016 ). Data collected at this 
stage also provides a baseline assessment o f  outcom es that may be utilised 
for future pre- and post-intervention comparative purposes.

4 Develop the intervention action plan:

a Form ulate the intervention’s objectives, drawing on the issue that 
initially alerted the organisation to the need for an intervention, 
the comprehensive needs analysis, the broader strategic priorities 
o f  the organisation, and the availability o f  resources to support the 
intervention.

b D esign specific intervention techniques and activities, according to 
the intervention’s objectives, as well as relevant theory, research, and 
evidence-based practice. It is recom m ended that both  individual- and 
organisational-based strategies be considered w ithin comprehensive 
intervention programmes (Biggs, N oblet et al., 2014).
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Figure 15.1 Intervention development framework adapted from Biggs and Brough (2015a)



174 Amanda Biggs

c D ecisions about the intervention’s process need to be made, including 
how  the activities w ill be im plem ented (e.g., location, frequency, and 
duration); to w hom  they will be im plem ented; the roles and respon­
sibilities o f  stakeholders in the intervention process; and how pro­
gress w ill be assessed to ensure the intervention remains on track and 
achieves its objectives. 

d T h e  design o f  the intervention evaluation should also be considered 
at this point, including the tim e frame and m ethod for data collection, 
processes for handling and analysing data, identifying evaluation par­
ticipants (e.g., control versus intervention group), and operationalising 
the constructs to be measured. 

e Finally, the intervention (or programme) theory should be clearly 
articulated. T h e  intervention theory provides a cohesive rationale for 
com bining the objectives, activities, and methods utilised and a logi­
cal conceptualisation for how  the intervention is presumed to effect 
change in  the targeted outcom es (Adkins, Kelley, B ickm an, &  Weiss, 
2 0 10 ). A  recent review o f  occupational health psychology interven­
tions (Burgess et al., under review) indicated 29%  o f  studies made no 
reference to the intervention’s theory, supporting an earlier argument 
that the assumptions underlying organisational interventions “often 
remain im plicit and unspecified, providing little in the way o f  expla­
nation and rendering data amassed less m eaningful” (Adkins et al., 
2 0 1 0 , p. 399).

T h e  intervention implementation stage involves im plem enting the intervention 
activities and collecting data assessing process and context factors that augment 
or attenuate the intervention’s effectiveness. C ontrolling for process and co n ­
text factors w ithin intervention evaluations is increasingly being recom m ended, 
a point that is discussed in  further detail later.

T h e  intervention evaluation stage involves analysing data to evaluate w hether 
the intervention produced anticipated changes, w ith consideration given to 
relevant context and process factors. It is im portant to note the evaluation stage 
should not be considered as an endpoint; rather, knowledge gained from  specific 
intervention activities (both o f  the effect o f  the intervention on outcom es and 
the effect o f  process and context factors at each intervention stage) is intended 
to guide and inform  future intervention activities (C ooper & Cartw right, 1997; 
Giga, Cooper, &  Faragher, 2 0 0 3 ; N ielsen, R andall, H olten, &  Gonzalez, 2010 ; 
N oblet &  Lam ontagne, 2 0 0 9 ).

Finally, the m odel also recom m ends employee involvement be integrated 
w ithin each intervention phase, including direct participation, representation, 
endorsem ent, and/or feedback. Executive and middle-level manager endorse­
m ent is necessary to ensure the intervention is appropriately resourced and has 
credibility. Em ployee involvement facilitates the acceptance and relevance o f  the 
intervention and enables the contribution o f  context-specific expertise; w hen
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integrated w ith the researchers’ content expertise, a m ore thorough under­
standing o f  relevant issues and meaningful change can be achieved (Dollard, 
Le Blanc, &  C otto n , 2 0 0 8 ; LaM ontagne, Keegel, Louie, Ostry, &  Landsbergis, 
2 007). However, it is im portant to consider w hether employees are appropri­
ately skilled to contribute to different intervention-related activities and ensure 
their involvement does not com prom ise the scientific rigour o f  the process 
(Brough et al., 2016).

A  closer look at intervention evaluations

Intervention evaluations “involve the use o f  scientific methods to collect and 
analyse inform ation” about an intervention “w ith the intent o f  com ing to a 
determ ination about its relevance, progress, efficiency, effectiveness, and out­
com es or im pact” (Adkins et al., 2 0 1 0 , p. 396). As identified earlier in this chap­
ter, evaluation planning should ideally be conducted alongside the development 
and im plem entation phases o f  the intervention and aligned w ith the interven­
tion theory, objectives, and activities. Intervention evaluations provide valu­
able data about w hether the intervention’s objectives were achieved, why and 
how  certain outcom es occurred, w hether outcom es were consistent for differ­
ent subgroups, areas for programme im provem ent, and i f  an acceptable return 
on the investment o f  tim e and resources was achieved (Adkins et al., 2010). 
Continual evaluation is recom m ended, as a previously effective intervention 
may produce null or even deleterious effects in subsequent iterations o f  the 
programme. Finally, an im portant and often overlooked benefit o f  conduct­
ing intervention evaluations is that they enable theoretical models to be tested 
(C ox & Griffiths, 2010).

Organisational evaluations take on many form s, depending on theoretical 
concerns, such as the focus o f  the intervention and its underlying theory, and 
pragmatic factors, such as the interests o f  key stakeholders, the intervention’s 
process, and the context in w hich the evaluation occurs (Adkins et al., 2010). 
A lthough there is no one-size-fits-all approach to intervention evaluation, it is 
w orth considering a com prehensive approach that assesses four intervention 
mechanisms: (a) targeted intervention outcom es; (b) mediating mechanisms; 
(c) intervention context; and (d) intervention process (Biggs & Brough, 2015b).

Evaluating intervention outcomes

T h e intervention outcomes are the individual and/or organisational conditions 
expected to change as a consequence o f  exposure to or involvement in an 
intervention. For example, stress m anagement intervention outcom es might 
include a significant reduction in self-reported stress by employees and a 
reduction o f  stress com pensation claims w ithin the organisation. Selecting 
appropriate outcom e measures is not always straightforward: one o f  the great­
est challenges in  intervention research is to translate intervention aims into



measurable outcom es (Lipsey & Cordray, 2000). Som e guidelines for selecting 
appropriate outcom es include:

• Select outcom es based on their alignment w ith the intervention’s ob jec­
tives, underlying theory, and activities (Adkins & Weiss, 2 0 0 3 ; Lipsey & 
Cordray, 2000).

• C hoose psychom etrically robust outcom e measures to ensure conclusions 
made about the intervention’s effects are valid and reliable (Adkins & Weiss, 
2 0 0 3 ; Lipsey & Cordray, 2000).

• Consider the appropriate tim e lag betw een intervention exposure and 
measurement o f  outcom es: the tim e betw een measurement points should 
reflect the actual tim e lag expected for the intervention to produce change 
in targeted outcom es (Brough et al., 2016).

• Single-source and single-m ethod approaches to measurement have been 
criticised (Eatough & Spector, 2013 ). Consider the possibility o f  measur­
ing outcom es using m ore than one source/m ethod (e.g., com bining self­
reported and physiological assessments o f  stress; Brough et al., 2016).

• Follow -up assessments o f  intervention effectiveness are seldom conducted 
but provide valuable insight into the sustainability and cost-effectiveness o f  
the intervention and should be considered i f  possible (Caulfield, Chang, 
Dollard, &  Elshaug, 2 004 ; Murphy, 1996).

Intervention evaluations typically seek to measure change in targeted out­
com es, most com m only via tru e- or quasi-experim ental research designs 
(Biggs & Brough, 2015b ).T ru e  experim ents assess change betw een pre- and 
post-intervention measures for recipients o f  the intervention com pared to 
a control group, w ith participants being randomly allocated to conditions 
(Adkins et al., 2 0 1 0 ; C o o k  & Cam pbell, 1979). This design theoretically enables 
greater control over extraneous factors, such as preexisting differences betw een 
groups, allowing for a m ore robust determ ination o f  cause and effect attribut­
able to the intervention (Adkins & Weiss, 2 003 ; Griffiths, 1999). Such stringent 
experim ental conditions are difficult to apply w ithin an organisational context, 
however, as it is not always practical or ethical to random ly allocate participants 
to conditions (Adkins & Weiss, 2003 ). As a result, quasi-experim ental designs, 
com prising non-random  allocation to intervention conditions, are m ore co m ­
m only applied to evaluate organisational interventions (Lipsey & Cordray,
2000 ). T h eir use is justifiable given (a) their results tend to approximate the 
results o f  true experim ents w hen appropriate statistical controls are employed 
to constrain pre-intervention differences; (b) even true experim ents do not 
guarantee equivalent pre-intervention groups; and (c) neither true nor quasi- 
experim ental designs can com pletely control for the influence o f  extraneous 
non-intervention factors that may influence results in com plex organisational 
systems (Lipsey & Cordray, 2 0 0 0 ; Salmela-aro, Naatanen, &  N urm i, 2004).

B o th  true- and quasi-experimental designs are utilised to assess the effective­
ness o f  an intervention by determ ining w hether statistically significant change 
occurred over tim e for the intervention participants compared to a control
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condition (i.e., null hypothesis significance testing; Burgess et al., under review). 
T h e  accuracy o f  this decision is dependent on the validity and reliability o f  the 
research methods and measures used, valid operationalisation o f  constructs, corre­
spondence betw een the measured tim e-lag and actual time lag, appropriate selec­
tion o f  participants and sample size, achieving sufficient power to reject the null 
hypothesis, and the ability to control for confounding factors (Adkins & Weiss, 
2003 ; Burgess et al., under review). Although controlling for confounding vari­
ables reduces their influence, the success o f  the control is dependent on whether 
confounding factors are expected, identifiable, and measurable; unfortunately, this 
is unrealistic in organisational intervention research (Lipsey & Cordray, 2000).

T h e  adoption o f  m ore rigorous experim ental designs is a w elcom e response 
to long-standing criticisms that intervention research has lacked scientific rig­
our. However, determ ining the effectiveness o f  an intervention solely based on 
a dichotom ous decision o f  significance versus non-significance, no m atter how 
scientifically robust, has been criticised in  recent years, as it provides lim ited 
inform ation about the intervention’s cost-effectiveness, the magnitude o f  an 
effect, or w hether meaningful change occurred (Adkins et al., 2 0 1 0 ; Burgess 
et al., under review ). In a recent review o f  occupational health psychology inter­
ventions (Burgess et al., under review), all o f  the reviewed interventions were 
assessed via null hypothesis significance testing (n =  59); ju st over half o f  these 
evaluations reported the effect sizes (n =  33), and only 21 interpreted the size 
o f  the effect. Possible additions to null hypothesis significance testing include 
reporting and interpreting effect sizes, cost-benefits analysis, and the attainment 
o f  post-intervention outcom e scores that are similar to those expected w ithin 
a functional population (Adkins & Weiss, 2 0 0 3 ; Lipsey & Cordray, 2 0 0 0 ). For 
instance, studies using the General H ealth Q uestionnaire often assess the pro­
portion o f  participants w ho were no longer “cases” after an intervention (e.g., 
Biggs, 2 011 ; Gardner, R o se , M ason, Tyler, &  Cushway, 2005).

Furtherm ore, evaluating interventions solely using null hypothesis signifi­
cance testing provides little inform ation about why the intervention succeeded 
or failed, the specific com ponents that were effective, and for w hom  the in ter­
vention w orked (or did not w ork). This has led to researchers advocating for 
m ore comprehensive evaluation frameworks that take into account the com ­
plexity and dynamic nature o f  the social environments the interventions are 
embedded in (e.g., B iron  & Karanika-M urray, 2 0 1 4 ; Griffiths, 1999 ; N ielsen & 
Abildgaard, 2013). Biggs and Brough (2015b) recently suggested that as well as 
m easuring the effect o f  an intervention on targeted distal outcom es, researchers 
should consider evaluating:

1 mediating mechanisms that theoretically explain why an intervention is 
expected to produce change in targeted outcom es;

2 intervention context, taking into account the social system in w hich the 
intervention is embedded and its subsequent influence on intervention 
effects; and

3 intervention process, exam ining factors relating to how  the intervention is 
conducted and the intervention’s recipients.
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Evaluating mediating mechanisms

Organisational interventions should be guided by sound theory; that is, a clear 
rationale explaining how  the intervention produces change in an outcom e 
should be articulated, and objectives, activities, and methods should be aligned 
w ith the theory (Adkins et al., 2010). Draw ing on the jo b s  demands-resources 
m odel, for example, Biggs, Brough et al. (2014) proposed that participation in 
a leadership developm ent programme would improve perceptions o f  leader­
ship and w ork culture support (mediating mechanism ), w hich would in turn 
enhance engagem ent and reduce strain (targeted ou tcom e). This implies a 
mediated process, in w hich the intervention is expected to result in  actual or 
perceived changes to outcom es (e.g., strain and engagem ent), via actual or per­
ceived changes to psychosocial w ork characteristics (e.g., supportive leadership 
and w ork culture). These theoretical mechanisms explaining the intervention’s 
effect on outcom es have been referred to as micro processes, theoretical mediating 
mechanisms, chains o f  causal effect, and mediating proximal effects (Biggs & Brough, 
2 015b ; Griffiths, 1999 ; N ielsen & Abildgaard, 2013). Form ally testing these 
indirect effects in an evaluation is recom m ended, as it contributes to know l­
edge o f  the mechanisms o f  change associated w ith targeted outcom es; these 
mechanisms are generalizable to other situations and enable the development 
o f  m ore targeted and effective future interventions (Biggs & Brough, 2015b). 
M ore broadly, it also provides an opportunity to evaluate not only the inter­
vention itself but the underlying theory (C ox & Griffiths, 2 0 1 0 ). Yet despite 
theoretical and practical justification for doing so, these underlying processes 
are seldom evaluated (Biggs, Brough et al., 2 014 ; B on d  & B unce, 2 001 ; B unce, 
1997 ; Griffiths, 1999 ; Randall &  N ielsen, 2010 ). Som e recent examples testing 
mediating processes include the aforem entioned study by Biggs, Brough et al. 
(2014) and the study investigating supervisors’ use o f  fam ily-supportive behav­
iours conducted by H am m er et al. (2011).

Evaluating process and context

R e ce n t evidence suggests the effectiveness o f  organisational interventions is 
influenced by the intervention’s context and process, and it is recom m ended 
these factors be considered during each intervention phase (Biggs & Brough, 
2 015b ; B iron  & Karanika-M urray, 2 0 1 4 ; Griffiths, 1999 ; N ielsen & Abildgaard, 
2 0 1 3 ). C ontext factors are aspects o f  the psychosocial environm ent in  w hich 
interventions are conducted, w hile process factors are characteristics o f  the 
intervention itself or the intervention’s recipients that influence the success o f  
an intervention (Biron & Karanika-M urray, 2014). Exam ple process and co n ­
text factors are depicted in Figure 15 .1 .

C onsidering context and process factors during the design and im plem en­
tation phases can provide valuable inform ation for appropriately tailoring the 
intervention, enhancing the likelihood that meaningful change will occur (Biron 
et al., 2 0 1 0 ; Nytro, Saksvik, M ikkelsen, B ohle, &  Q uinlan, 2 0 0 0 ). M easuring
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and assessing these factors is also particularly im portant for the intervention 
evaluation phase, as it can explain why an intervention resulted in a particular 
outcom e, identify w hich com ponents worked, and demonstrate w hether the 
intervention was m ore or less effective for different subgroups. Studies that have 
evaluated process and context factors, in addition to outcom es, have dem on­
strated that non-significant, unexpected, and inconsistent findings can be par­
tially explained by planning and im plem entation issues rather than intervention 
failure (Biggs, N oblet et al., 2014).

B o th  qualitative and quantitative methods have been employed to evalu­
ate intervention process and context. U sing a quasi-experim ental design and 
quantitative self-report measures, H am m er et al. (2011) exam ined w hether the 
effect o f  a w ork-fam ily intervention on family-supportive supervisory behav­
iours was greater for employees w ho had higher levels o f  w ork-fam ily conflict. 
Nielsen, Randall, and Albertsen (2007) conducted a quantitative study showing 
that participants were m ore likely to positively appraise and engage in an inter­
vention w hen they perceived they would be able to influence its process. Par­
ticipants’ positive appraisals o f  the quality and longevity o f  the intervention also 
explained the relationship betw een intervention participation and outcom es. 
Randall, N ielsen, and Tvedt (2009) developed a self-report survey to quan­
titatively assess five intervention process factors (e.g., line manager attitudes 
and actions) that correlated significantly w ith intervention outcom es. Finally, 
B iron  et al. (2010) employed a qualitative study, using field notes and interviews, 
to evaluate an organisational intervention involving the im plem entation o f  a 
stress risk-assessment tool. T h eir study demonstrated the intervention’s un ex­
pected negative effects and low  uptake o f  the tool was associated w ith flaws 
in the intervention’s design, an unstable organisational context, and lack o f  
ownership by stakeholders. These studies demonstrate the considerable insight 
to be gained by evaluating context and process factors. In particular, although 
experim ental designs adopting null hypothesis significance testing still play an 
im portant role in determ ining intervention effectiveness, adopting alternate 
approaches (e.g., m ixed-m ethod approaches) may provide m ore com prehen­
sive inform ation about intervention outcom es, process, and context (Nielsen & 
Abildgaard, 2013).

Conclusion

T h e num ber o f  published high-quality intervention evaluations is increasing, 
although there is still an im balance in favour o f  individual-level interventions 
and a lack o f  evidence demonstrating that organisational interventions consist­
ently and effectively improve targeted outcom es (Biggs, N oblet et al., 2014 ; 
N ielsen, Taris et al., 2010 ). This is largely a result o f  organisational interventions 
being (a) hard to im plem ent and evaluate, (b) strongly influenced by context 
and process factors, and (c) difficult to publish, as evaluations do not always 
m eet acceptable levels o f  scientific rigour required by journals (Biggs, N oblet 
et al., 2 014 ; Brough & Biggs, 2015). Growing recognition o f  these issues and



o f  the value o f  exam ining derailed interventions and evaluating process and 
context, represents a promising avenue for future research.

Challenges conducting comprehensive interventions are notable and include, 
for example, the requirem ent to invest substantial tim e and resources, employee 
and organisational resistance to change, and sabotage from  stakeholders due to 
intergroup conflict (Biggs & Brough, 2015a ; Brough & Biggs, 2015). There are 
now  good resources available providing inform ation about dealing w ith some 
o f  these issues, and it is recom m ended pertinent issues be taken into account 
during each intervention phase (e.g., Karanika-M urray & B iron , 2015). These 
challenges may seem insurm ountable, deterring practitioners and research­
ers from  undertaking organisational interventions; however, overcom ing the 
obstacles enables researchers to contribute to science via theoretical refinem ent 
and contribute to practice by developing evidence-based strategies to improve 
w orking conditions (Adkins et al., 2 0 1 0 , p. 395).

This chapter discussed frameworks and tips for intervention design, im ple­
m entation, and evaluation, to ensure intervention strategies are theoretically 
sound, contextually appropriate, and evidence-based. It also advocated for the 
use o f  scientifically rigorous evaluations o f  outcom e effects but argued the sole 
reliance o f  null hypothesis significance testing to evaluate intervention effec­
tiveness misses an opportunity to explain why, how, and for w hom  an interven­
tion works.
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Section 3

The nitty gritty
Data analysis

This third section o f  the b ook  contains eight chapters discussing the most co m ­
m on data analysis methods employed by applied psychology researchers and 
those in related fields. Again, these chapters are not w ritten as specific ‘how  to 
do’ guides (but provide further reading to assist you to sources such guides). 
Instead, each chapter discusses the key issues, relevant arguments, and main 
literature justifying each data analysis technique. This section aims to install 
an understanding o f  why you could employ a specific m ethod o f  data analysis, 
before you advance to the ‘how  to do’ guides. Chapter 16 provides an essential 
discussion o f  the most com m on methods to manage missing data, and Chap­
ter 17 describes the key stages in data preparation before the fun o f  actual data 
analysis begins. Chapter 18 focuses on two com m on qualitative data analysis 
m ethods: content analysis and thematic analysis and Chapter 19 describes the key 
point to consider w hen conducting ‘real’ data analysis. Chapters 20  to 23 discuss 
advanced quantitative data analysis m ethods: mediation analysis and conditional 
process models (Chapter 2 0 ) structural equation modelling (Chapter 2 1 ) multilevel 
analyses (Chapter 2 2 ) and social network analysis (Chapter 2 3 ).



Taylor St Francis
Taylor & Francis Group
http://taylorandfra.inic i s.com

http://taylorandfra.inic


16 Managing missing data
Concepts, theories, and methods

Rachel Davis, Stefano Occhipinti, and L iz  Jones

Introduction

M issing data are a com m on occurrence in research, and although researchers 
would prefer a com plete dataset, the realistic chances o f  this occurring are almost 
nil. Som etim es participants may refuse to answer particular survey questions; 
others times, questions may have been overlooked. Alternatively, a participant 
may not know  how  to respond to a question, or a question may not be appli­
cable to their situation. M issing data pose problems because most standard data 
analytic techniques require a com plete dataset (C hen & Astebro, 200 3 ); thus, a 
variety o f  methods for handling missing data have been developed. However, 
missing data dealt w ith incorrectly  can do m ore harm  than good, producing 
answers that are unreliable, inefficient and biased (Schafer &  Graham, 2002). 
T h e  follow ing chapter will introduce the core concepts for understanding 
missing data in applied research, describe the traditional methods still currently 
utilised by the discipline and introduce m odern methods to effectively manage 
missing data. Finally, this chapter will also provide a b r ie f introduction to how 
such m odern methods o f  handling missing data are being applied to create new 
types o f  efficiency designs called planned missing data designs.

M issing data can occur at several different levels o f  a study (Newm an, 2014). 
O n  the one hand, unit missingness refers to w hen a research unit1 does not pro­
vide any inform ation and the entire measurement is missing. Exam ples include 
w hen a participant refuses to participate, does not m eet inclusion criteria or 
is not available at the tim e o f  data collection (Schafer &  Graham, 2002 ). U n it 
missingness is often interpreted as a study’s response rate. Construct missingness, 
on the other hand, is w hen partial data are available, but one or m ore instru­
ments (e.g., a test) in  the measurement are missing (Newm an, 2014 ). Som e 
examples include refusing to answer questions about a specific construct or 
stopping a measurement midway through. In applied psychology w here m ulti­
item  instruments are com m on, item missingness may also occur, w hich is w hen 
some items relating to a construct are com pleted and other items are missing 
(Newm an, 2014 ). Finally, specific to longitudinal designs, research can also have 
wave missingness, w hich is w hen participants do not com plete all wave measure­
ments (Graham, Cumsille, &  Shevock, 2012 ). A special case o f  wave missingness



Table 16 .1  Example dataset w ith single-item  covariate, a m ulti-item  predictor, and single­
item  criterion
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ID Wave 1 Wave 2 Wave 3

C O V x . f X 2 ! x .3 1 X f X 2 2 X 3 2 X 1 3 X 2 3 X 3 3 Y3
1 N A 3 4 2 5 5 6 4 4 4 5 7 5
2 19 N A N A N A 3 4 5 6 4 6 7 5 4
3 56 3 5 4 4 3 2 5 5 4 3 5 3
4 35 4 5 4 5 6 7 5 5 6 6 5 4
5 N A N A N A N A N A N A N A N A N A N A N A N A N A
6 26 3 3 1 2 2 2 3 1 3 4 4 5
7 25 4 5 3 2 3 4 5 3 5 4 4 4
8 18 N A 3 1 4 4 4 5 4 4 5 6 5
9 22 1 4 1 1 N A N A N A N A 2 1 3 1
10 23 2 3 4 2 N A N A N A N A N A N A N A N A

N ote . Participants 1 and 2 are examples o f  construct missingness, participant 5 shows unit missingness, 
participant 8 shows item  missingness, and participants 9 and 10 are examples o f  wave missingness, with 
10 being an exam ple o f  attrition.

is w hen a participant leaves a study and does not com plete the subsequent data 
collection waves; this is often referred to as attrition or dropout.  For example, 
attrition can occur w hen participants w ho are recontacted refuse to remain in 
the particular study or are unable to be contacted again due to changes in resi­
dency, em igration or death. A ttrition can also occur due to sampling procedures 
w here only participants w ho com pleted the previous wave are invited to par­
ticipate in the subsequent wave. Therefore, in longitudinal research, missing data 
can occur for a single item  on a m ultiple-item  scale; an entire instrum ent, either 
as a single item  variable or a w hole scale; for a particular wave o f  measurement; 
or for all measurements. Table 16.1 presents an example on how these forms o f  
missingness translate into a hypothetical dataset.

Hypothetical study
To illustrate m ore abstract concepts, a hypothetical study is presented here. 
Im agine that a researcher seeks to understand what influences people’s engage­
m ent in  the workplace -  specifically, how supervisory coaching and the avail­
ability o f  professional developm ent opportunities can influence an em ployee’s 
level o f  w ork engagem ent. W ork engagem ent can be measured using the U tre ­
cht W ork Engagem ent Scale (U W E S ; Schaufeli, Bakker, &  Salanova, 2006), 
w hich consists o f  17 item s, am ong them  I  get carried away when I  am work­
ing, w ith participants responding according to a six-point scale, ranging from 
0 (never) to 6 (always). Supervisory coaching can be measured using a scale 
developed by Graen and U h l-B ien  (1991), w hich consists o f  five item s, among 
them  M y supervisor uses h is/her influence to help me solve my problems at work, with 
participants responding according to a five-point scale, ranging from  1 (never)
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to 5 (always). To exam ine the im pact o f  professional development opportuni­
ties, the researcher may collect data from  two types o f  organisations: those that 
provide developmental opportunities to their employees and those that do not. 
W h en  collecting the data, the researcher finds that inform ation on supervisory 
coaching is com pleted, but inform ation on employees’ w ork engagem ent is 
sometimes missing.

Theory o f  missing data: moving from what is missing to 
why it is missing
To be able to choose an appropriate m ethod for handling missing data, one must 
first understand the theory behind it. M ost datasets are, or can be, arranged in a 
m atrix form , where rows correspond to participants and columns represent scale 
items or research variables (Schafer &  Graham, 2002). Statistically, missing data can 
be defined as an incom plete data matrix that occurs when one or m ore partici­
pants in a sample do not respond to all items (Newman, 2014). For any dataset, a 
series o f  vectors R  can be created to identify what is known and what is unknown. 
That is, each element R.. in the data-matrix R  would take the value o f  1 i f  a vari-

1J

able has data and 0 i f  it is missing (Graham, 2009). R  then can be treated as having 
a probability distribution that can describe the rates and patterns o f  missing values. 
These patterns o f  missing data capture the relationships between missingness and 
the values o f  the missing items themselves (Schafer &  Graham, 2002).

Exam ining the patterns o f  missing data, R u b in  (1976) proposed three miss­
ingness mechanisms, or probabilistic explanations, for why data are missing. W hen  
the probability o f  missingness is dependent on observed data but not un ob­
served data, the missing data are considered to be missing at random  (M A R ) .That 
is, missing values on a particular variable X  can be related to other measured 
variables but not to the underlying values o f  X .  U sing the hypothetical study, 
an example o f  data missing under M A R  would be i f  respondents w ho scored 
low  on the supervisory coaching scale were m ore likely to have missing data on 
the w ork engagem ent scale. It is im portant to note here that the word random 
in M A R  conveys a different m eaning to what most psychologists understand 
about the word (Graham, 2009). In psychology, random  is often associated with 
the idea o f  randomness or the lack o f  any pattern or predictability. T h e  m echa­
nism M A R  suggests that once the effect o f  observed variables has been  co n ­
trolled for, the rem aining patterns o f  missingness are com pletely random  (that 
is, they do not depend on another unobserved variable). R etu rn in g  to the 
hypothetical example, once the effects o f  other measured variables -  in this case, 
supervisory coaching -  are controlled for, the probability o f  data being missing 
becom es com pletely random.

A special case o f  M A R  is what is know n as missing completely at random 
(M C A R ), w hich is w hen the probability o f  missingness is not dependent on 
either observed or unobserved data. That is, the missing values on variable X  
are unrelated to the underlying values o f  X  as well as other measured variables 
and thus can be seen as a random  sample o f  all values. U sing the hypothetical
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study, data can be considered M C A R  i f  participants accidently missed a page o f  
questions on a survey or were absent the day o f  data collection . It is im portant 
to also note that the missingness in  M C A R  may still be related to unmeasured 
variables, ju st not measured ones. B o th  M C A R  and M A R  are what R u b in  
(1976) described as ignorable mechanisms, in the sense that unbiased parameter 
estimates are able to be obtained using an appropriate statistical m odel.

B y  contrast, the final pattern o f  missingness is know n as missing not at random 
(M N A R ) and is w hen the probability o f  missingness depends upon unobserved 
data and is considered to be non-ignorable. That is, missing data on a particular 
variable, X , is related to the underlying values o f  that variable. In the hypotheti­
cal example, data would be considered M N A R  i f  the missing data in the work 
engagem ent scale were prim arily from  employees w ho are not very engaged at 
w ork. Similarly, i f  employees w ho had quite high w ork engagem ent appeared 
to have high attrition rates, this too is an example o f  M N A R , as the cause o f  
missingness is due to the variable itself.

R u b in ’s (1976) framework for describing missing data has becom e the foun­
dation o f  missingness theory, and the implications o f  the missingness mechanisms 
becom e apparent w hen exam ining the perform ance o f  different missing data 
methods. As w ith most statistical procedures, m eeting certain analytic assump­
tions will determ ine the quality o f  the inferences one can make (Peugh & E nd - 
ers, 2 0 0 4 ). Similarly, different missing data methods require certain missingness 
mechanisms to produce unbiased and efficient parameter estimates. Therefore, 
at a practical level, R u b in ’s (1976) mechanisms can be viewed as assumptions 
that can dictate the conditions in w hich  a missing data m ethod will provide 
optimal perform ance (Peugh & Enders, 2 0 0 4 ).

Traditional methods for managing missing data
Researchers employ a variety o f  methods to manage missing data in their 
research. Before the advent o f  m odern procedures, most researchers relied on 
ad hoc methods that involved editing the dataset to give an appearance o f  com ­
pleteness, so that they could continue w ith their analysis (Schafer &  Graham, 
2 0 0 2 ). C om m only used methods to manage missing data included deletion 
(removal o f  participants w ith missing data) and single im putation (imputing 
values for missing item s). However, these methods were not grounded in the­
ory and have been widely criticised (e.g. W ilkinson & Task Force on Statistical 
Inference, 1999). Despite m ore appropriate methods now  being available, many 
substantive researchers still routinely employ these older methods (Baraldi & 
Enders, 2010 ). T h e  follow ing section provides a quick overview o f  some o f 
the most com m on traditional missing data methods that are widely used and 
describes the circumstances in  w hich they provide effective results.

Case deletion

O n e  o f  the most com m on methods for handling missing data is to discard 
participants that have incom plete data. Listwise deletion, also know n as complete
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case analysis, removes any case w ith missing data and conducts the analysis only 
on units that have com plete data for all the variables under consideration (Gra­
ham, 2009). M ost standard statistical software programs use this m ethod as the 
default i f  missing data are left untreated. Listwise deletion is a simple m ethod to 
understand and perform ; however, the reduction in sample size also results in  a 
reduction in statistical power and can becom e nontrivial w hen large amounts 
o f  data are missing. Additionally, by only including units w ith com plete data 
in the analysis, the sample may no longer represent an accurate selection o f  
the population, w hich can influence estimation. Therefore, i f  the data is not 
M C A R , listwise deletion can produce biased parameter estimates.

A similar approach called pairwise deletion, or available case analysis, aims to 
partially reduce the am ount o f  power lost in listwise deletion by discarding 
participants on an analysis-by-analysis basis. This results in a different set o f  par­
ticipants being used to calculate different parameters (Peugh & Enders, 2004). 
Pairwise deletion is often described in relation to a covariance m atrix, w hich 
is w hen each parameter is calculated using all participants having data on two 
variables. T h e  lim itation to pairwise deletion is that com paring analyses w ithin 
a study can becom e problem atic, as a different subset o f  participants are being 
used for each analysis. Additionally, a covariance m atrix produced using pair­
wise deletion may not be positive definite, w hich can becom e problem atic in 
multivariate analyses that rely on a covariance m atrix (such as structural equa­
tion m odelling). For the same reasons as listwise deletion, pairwise deletion also 
produces biased estimates w hen the missing data are not M C A R .

Averaging available items

O ften in applied research, the variables o f  interest cannot be reliably measured by 
a single item ; thus, m ulti-item  scales are used. M ultiple items can be averaged out 
to create a more reliable measure o f  the construct based on the assumption that 
items are “equally reliable measures o f  a unidimensional trait” (p. 157; Schafer & 
Graham, 2002). I f  data are missing at the item  level, calculating an average o f  the 
remaining items is often preferred as opposed to reporting the entire scale as miss­
ing (M cDonald, Thurston, & Nelson, 2000). Standard statistical software programs 
also use this m ethod as the default w hen com puting averages w ith missing values 
from several items. This method, although widespread, has little empirical research 
available on its effectiveness. Theoretically, however, averaging available items cre­
ates a mixture o f  averages based upon different numbers o f  items (n’s), w hich can 
lead to an increase in the scale’s variance and thus a decrease in the scale’s reli­
ability. M oreover, this can increase bias in parameter estimates, and a decrease in 
statistical power, even when the data is M C A R . That is, averaging available items 
can produce biased estimates, regardless o f  the missing data mechanism.

Single imputation

To avoid the reduction in statistical power that case deletion incurs, single 
im putation methods aim  to retain units by replacing the missing values w ith an
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approximate value. Single im putation produces what appears to be a com plete 
dataset that is available to be analysed by standard statistical software. Addition­
ally, im puting once at the beginning ensures that all analyses are exam ining the 
same sample. Im putation can also make use o f  the inform ation in  the observed 
data to help predict m ore accurate im puted values, w hich can help increase 
precision. There are a variety o f  single im putation methods, w ith the com m on 
methods being: unconditional mean imputation, regression imputation and stochastic 
regression imputation.

M ean imputation

U nconditional m ean im putation is w here the missing values are replaced 
w ith the arithm etic mean for that variable (R o th , Switzer, &  Switzer, 1999). 
A lthough at face value the m ean seems a logical choice, im puting a constant 
num ber for all missing values in  a variable decreases the variability o f  that vari­
able. Additionally, since only the variable in question is used to help predict 
values, the im puted scores have no relationship w ith other variables, thus also 
decreasing the variable’s covariance w ith other variables. Therefore, using mean 
im putation will produce biased estimates for any parameter, except for the 
mean, regardless o f  the missingness mechanism.

Regression imputation

Regression im putation, also know n as conditional mean imputation, replaces a 
missing value w ith a predicted score calculated from a linear regression equa­
tion using other variables as predictors (M cD onald et al., 2 0 0 0 ). A t its simplest, 
a bivariate regression can be perform ed using com plete cases, w here the vari­
able w ith missing data is the criterion  and the com plete variable the predictor. 
T h e  resulting regression equation can then generate predicted scores for the 
participants w ith missing data on the criterion . This m ethod can be seen as an 
improvement over unconditional m ean im putation, as inform ation from  other 
variables is being used to predict cases. However, regression im putation creates 
a dataset w here im puted values always lie right on the regression line, whereas 
actual data almost always deviate by some am ount (the residual com ponent). 
Therefore, similar to unconditional m ean im putation, this m ethod produces 
biased parameter estimates despite the missingness m echanism, as the im puted 
scores will have a reduced variability and an overestimated correlation. Addi­
tionally, im puted scores will truncate the overall residual score, w hich will result 
in an underestimated standard error.

Stochastic regression imputation

Stochastic regression im putation attempts to restore the error variance lost using 
regression im putation. This is com pleted by adding a random residual score to 
each predicted value w ithin a regression m odel. Adding in an error com ponent
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allows unbiased parameter estimates under both  M C A R  and M A R  assump­
tions. W hile  this m ethod can provide unbiased parameter estimates under non- 
M N A R  conditions, there is, however, no adjustment in measuring the degree 
o f  uncertainty due to the missing values, w hich can result in standard errors 
being understated. Because stochastic regression im putation uses observed 
inform ation to predict values, as well as including an error com ponent, this 
m ethod is sometimes described as the historical precursor to m odern methods 
o f  managing missing data (Little &  R u b in , 2 0 02 ; Peugh & Enders, 2004).

Modern methods for managing missing data
Researchers have developed several m odern methods to manage missing data 
that are based on a sound statistical framework (Collins, Schafer, &  Kam , 2001). 
These methods produce efficient parameter estimates and accurate measures o f  
statistical uncertainty under n o n -M N A R  conditions (Peugh & Enders, 2004). 
Em pirical support for these methods continues to grow, as does the availability 
o f  these procedures, through a variety o f  software packages. W h en  the assump­
tions underlying these procedures are m et, they are able to restore m uch o f  
the statistical power and eliminate bias. Even w hen the assumptions are not 
m et, m odern methods produce improved estimates and standard errors over the 
older, ad hoc methods (Little &  R u b in , 2002).

Expectation maximisation (E M ) algorithm

To m ore easily understand the mechanisms behind how  multiple imputation (MI) 
and maximum likelihood  (ML) handle missing data, it is first best to understand 
what is m eant by an E M  algorithm , w hich produces m axim um  likelihood esti­
mates, and how algorithms can be used in  treating missing data (Graham, 2009). 
A  plethora o f  different E M  algorithms are available for different purposes; how ­
ever, they can all be described as iterative procedures that repeat betw een two 
stages -  reading in raw data and producing a different product. For handling 
missing data, this becom es reading in the raw data w ith missing values and pro­
ducing a m axim um  likelihood variance-covariance m atrix and vector o f  means. 
Specifically, the procedure first assigns estimates o f  missing values based on the 
values o f  other variables; that is, it imputes values using regression im putation as 
described previously. Parameter estimates (variance, covariance and means) are 
then calculated based on the current values (the E  step). U sing this new  covari­
ance m atrix, new  regression equations are calculated that are used to update the 
missing values for the E  step o f  the next iteration (the M  step). This two-stage 
process (estimating and updating equations) continues until the elements in 
the covariance m atrix stop changing. That is, the changes betw een iterations 
becom e trivial. In this sense, E M  algorithms are a type o f  M arkov chain where 
inform ation in  a particular stage is dependent upon the previous one.

Logically then, using the converged data from  the covariance m atrix, E M  
algorithms can be used to im pute missing data. E M  algorithms do provide
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unbiased parameter estimates under n o n -M N A R  conditions; however, the 
technique does not include a m ethod o f  adjusting the standard error as part o f  
its procedure, and thus error terms becom e largely underestimated. So, although 
this approach alone is m ore sophisticated than previous im putation methods, 
the issue o f  increased type II error, as found in stochastic regression im putation, 
still exists.

M ultiple imputation (M I)

M I can be seen as the logical extension o f  single im putation, especially that o f  
stochastic regression im putation, w here each missing value is replaced by a set 
o f  appropriate values (m > 1), creating m com plete datasets, w hich can then 
all be analysed by standard statistical software (Schafer &  Graham, 2 0 0 2 ). B y  
analysing each dataset separately, multiple sets o f  parameter estimates and stand­
ard errors are produced. B y  com bining the results from these datasets, unbi­
ased parameter estimates and adjusted uncertainty measures are obtained under 
n o n -M N A R  conditions. T h e  M I m ethod consists o f  three steps: an imputation 
phase, an analysis phase and a pooling phase.

In the im putation phase a specified num ber o f  datasets are created by gen­
erating several different estimates for the missing values. M any algorithm s can 
be used to accom plish this; however, for norm ally distributed data, a data-aug- 
m entation (DA) procedure is w idely used (Baraldi &  Enders, 2 0 1 0 ). Sim ilar to 
an E M  algorithm , DA uses a tw o-step iterative process to im pute and create 
the multiple datasets. In the im putation step, DA simulates the missing data 
based on current param eter estimates; and in  the posterior step, parameters 
are calculated given the current im puted data. How ever, rather than simply 
running the iterative procedure until the estimates have converged (such as 
in  E M  algorithm s), M I uses different copies o f  the dataset that the process 
produces in each iteration, each o f  w h ich  contain unique estimates o f  the 
missing values. T h e  fact that the im puted values differ across datasets is what 
sets M I apart from  single im putation m ethods such as stochastic regression 
im putation. This is because the m ultiple datasets allow m ore accurate stand­
ard errors to be calculated. As DA is part o f  the M arkov chain M o n te  Carlo 
fam ily o f  algorithm s, w here inform ation  from  one step is based on the previ­
ous step, two adjacent steps are m ore similar to  each other than two random 
draws from  a population would be. Therefore, to ensure that the datasets are 
independent from  others, a large num ber o f  iterations lapse before a dataset 
is saved. This ensures that each dataset is akin to being a random  sample from 
the population (Graham , 2 0 0 9 ).

After the im putation phase, the analysis phase performs the appropriate sta­
tistical analysis on each dataset using the same techniques as i f  there were no 
missing data. This phase will yield several estimates o f  each parameter as well as 
several estimates o f  the standard error. Finally, in the pooling phase, the estimates 
are com bined into a single set o f  values, w hich can be reported. To accurately 
com bine the results collected in the analysis phase, R u b in  (1987) described
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a procedure that ensures unbiased parameter estimates and adjusted standard 
errors. Parameter estimates are pooled by calculating the arithm etic m ean o f  the 
estimates from  each dataset. However, as seen in  Equation 16.1 , calculating the 
pooled standard error involves a com bination o f  the standard errors collected 
from  the im puted datasets (w ithin-im putation variance) as well as a com ponent 
that measures the variance across datasets (betw een-im putation variance).

S E  = A W  + B  + B  (16.1)
m

Equation 16.2 presents how  the w ithin-variance standard error is calculated, 
w here t denotes the particular dataset and m the total num ber o f  datasets. Equa­
tion 16.3 presents the calculation o f  betw een variance standard error, w here O  
is the parameter estimate for dataset t and в  is the average parameter estimate 
across datasets.

W  = I SE2

B  =
I  в — в)2

m — 1

(16.2)

(16.3)

m

As w ith stochastic regression im putation, the aim  o f  M I is to restore the error 
variance that is lost from  regression im putation, as im puted values always lie 
exactly along the regression line. M I retains the attractiveness o f  single im puta­
tion but solves the issue o f  understating uncertainty. Similar to single im puta­
tion, M I allows researchers to proceed w ith familiar analyses and software that 
require com plete data. A lthough the analysis and pooling procedures appear 
tedious, most software packages that run M I tend to automate these steps so 
that, similar to other analytical procedures, calculating them  by hand is rarely 
required.

M axim um  likelihood  (M L)

U nlike other methods that aim to either discard cases or fill in the missing values 
prior to the analysis, M L  estimation simultaneously deals w ith missing data and 
estimates parameters and standard errors (Graham, 2009). M L  estimation is a pro­
cedure that uses all available data to identify the parameters and standard errors 
that have the highest, or maximum, probability o f  producing the sample data (C ol­
lins et al., 2001). M L  estimation is often described asfull-information maximum like­
lihood (FIM L) because it uses all observed inform ation to produce results w ith the 
highest probability. M L  estimation can produce unbiased parameter estimates as 
well as adjusted standard errors under n o n -M N A R  conditions. T he process aims 
to minimise the standardised distance betw een the parameter o f  interest, such
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as a mean, and the observed data points, using a log likelihood function. In this 
way, it is conceptually similar to ordinary least squares estimation, where the aim 
is to identify regression coefficients that minimise the distance betw een the col­
lective actual and predicted scores. W hereas other methods for handling missing 
data have the aim o f  obtaining a com plete dataset so that they can proceed with 
the analysis, M L  estimation does not require a full dataset. R ather, it can estimate 
parameters w ithout discarding inform ation and w ithout imputing inform ation.

Conceptually, M L  estimation borrows inform ation from  com plete variables 
to identify the most likely values o f  the population parameters. U sing the hypo­
thetical example, suppose that supervisory coaching and w ork engagem ent are 
positively correlated. This relationship would suggest that the presence o f  a low 
score on supervisory coaching would indicate that a missing value on work 
engagem ent would also be low, had it been  observed. This leads to M L  estima­
tion m aking a downward adjustment to the course grade mean, compared to a 
m ethod such as listwise deletion, w hich would produce an estimate that is too 
high as it ignored the cases w ith missing values. Like M I, most software pack­
ages that im plem ent M L  tend to be automated and sometimes set as the default 
way o f  handling missing data in certain analyses (such as some m ulti-level m od­
elling (M LM ) programs; see Chapter 2 2 , this volum e).

Evaluations o f  the missing data methods
M issing data can be handled in multiple ways, and certain factors such as the 
type and am ount o f  missing data will determ ine w hich m ethod w ill provide the 
researcher w ith acceptable results. Graham (2009) provided three basic criteria 
for evaluating different methods for handling missing data. First, the m ethod 
should produce unbiased parameter estimates. Second, there should be an 
appropriate m ethod o f  measuring uncertainty around the parameter estimates. 
Finally, the m ethod should have good statistical power. Table 16.2  presents a

Table 16 .2  Evaluation o f missing data methods

Missing data method Evaluation methods

Unbiased parameter estimates Measuring
uncertainty

Good statistical 
power

Deletion methods
Listwise deletion O nly under M C A R N o N o
Pairwise deletion O nly under M C A R N o N o
Single im putation methods
M ean imputation N o N o Yes
Regression imputation N o N o Yes
Stochastic regression imputation U nder M C A R  and M A R N o Yes
M odern methods
E M  algorithm U nder M C A R  and M A R Yes N o
M ultiple imputation U nder M C A R  and M A R Yes Yes
M axim um  likelihood estimation U nder M C A R  and M A R Yes Yes
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summary com paring each o f  the discussed methods using these three criteria. 
W hat can be surmised from  this table is that both  M I and M L  perform  better 
under Graham ’s (2009) criteria for evaluating missing data methods as com ­
pared to traditional methods. However, it is also im portant to note that these 
m odern methods are not a panacea for handling missing data. T h ey  still rely on 
missing data assumptions, and can be sensitive to deviations from  the assumed 
model (Schafer &  Graham, 2002).

Planned missing data designs
Unplanned missing data refers to w hen there is data loss that is not part o f  
the research design and is outside the researcher’s control (Collins, 2006). The 
methods described in  the previous section all aim  to counteract the unplanned 
missingness to allow researchers to continue to analyse their data w ithout bias. 
Planned missing data, on the other hand, refers to w hen data loss becom es 
part o f  the research design. There are many costs associated w ith conducting 
research, most especially for longitudinal studies (Lew is-Beck, Brym an, &  Liao, 
2 0 0 3 ; see also Chapter 1 3 , this volume, for a specific discussion). M ethod olo­
gists have attempted to maxim ise efficiency by creating research designs that 
are cost effective and efficient w ithout placing undue limits on what is actually 
studied. These research designs fall under the term  efficiency designs (Graham, 
Taylor, O lchow ski, &  Cumsille, 2006 ). Som e efficiency designs target a study’s 
sampling m ethod, w ith some w ell-know n designs including random sampling, 
Latin square design, and cohort sequential design (Graham, Taylor, &  Cumsille, 
2 0 0 1 ; Graham et al., 2006 ). O th er research designs focus on measurement, such 
as m atrix sampling (Shoem aker, 1971). W ith  the developments in missing data 
m ethods, research designs w hich  at one point would not have seemed feasi­
ble are now quite practical. These designs com bine w ell-know n ideas regard­
ing sampling and measurement, w ith theories o f  missing data mechanisms and 
effective ways that new  analyses can handle it. These designs fall under the term  
planned missing data designs. Incorporating a planned missing data design allows 
researchers to reduce the testing burden placed on its participants (Rhem tulla, 
Jia , W u, &  Little, 2014). Additionally, this leads to higher quality data w ith trun­
cated practice and fatigue effects and reduced unplanned missing data (Harel, 
Stratton, &  Aseltine, 2011).

T h e  basic concept behind planned missing data designs is that participants 
are not asked every single question or at all possible measurement waves; and 
this is evidenced in the generic three-form  design originally developed for 
cross-sectional studies (Graham et al., 2006 ). T h e  three-form  design can reduce 
the workload o f  research participants prim arily via allowing researchers to co l­
lect inform ation on m ore items w ithout changing the num ber o f  questions 
asked o f  each respondent (Graham, 2009). T h e  idea behind the three -form  
design is that each participant is asked a manageable num ber o f  questions, but 
the questions given to each participant vary. This allows data to be collected on 
a large num ber o f  items all o f  w hich are then available for the analysis. W ith  this 
design, items are divided into four sections: X ,  A, B  and C. Sections are then
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Item set received by respondents

X  A B C

Form  1 1 1 1 0
Form  2 1 1 0 1
Form  3 1 0 1 1

N ote. 1 =  data present, 0  =  data missing.

either given or not given to participants as illustrated in  Table 1 6 .3 . Considering 
the availability o f  the missing data methods described earlier, the data produced 
by this design can be easily analysed, as the missingness is know n to be missing 
M C A R  (Graham et al., 2001). Similar designs to the three -form  design include 
the split questionnaire survey design, w hich involves 11 different forms and 
six item  sets (as opposed to three forms and four item  sets in  the three-form  
design). Adapted for longitudinal research, the three-wave design can either 
reduce the num ber o f  items in each wave (R hem tulla et al., 2014) or reduce 
the num ber o f  waves (Graham et al., 2001).

T h e  primary aim  o f  the three form  design is to be able to collect more 
inform ation from  participants w ithout reducing the quality o f  the inform a­
tion . Alternatively, another planned missing data design, called the tw o-m ethod 
design, aims to increase a study’s validity (Garnier-Villarreal, R hem tulla, &  L it­
tle, 2014). As the name suggests, the tw o-m ethod design utilises two differ­
ent forms o f  measurement for the key variable o f  interest: a highly valid yet 
expensive measurement and a second inexpensive (but less valid) measure. All 
participants are measured on the inexpensive measure and only a small sample 
are administered the expensive measure. T h e  result, as depicted in Table 1 6 .4 , 
is a large sample o f  participants w ho have “missing data” on the expensive 
measure. This design allows researchers to increase the validity o f  large-scale 
research by including a gold-standard reference group. U sed alternatively, the 
design can bring expensive small-sample research into the domain o f  affordable 
large-sample research. B y  using planned missingness it allows to balance cost, 
efficiency and validity o f  measurement.

Conclusion

M issing data is an issue that all applied researchers must manage and having a 
good understanding about how  to effectively analyse incom plete data is para­
m ount. A  plethora o f  methods for coping w ith missing inform ation in a dataset 
has becom e available; however, the effectiveness o f  each m ethod can vary drasti­
cally depending upon the circumstances. Suitable methods for handling missing 
data include M I and M L , both o f  w hich are becom ing increasingly available in 
statistical software packages including SPSS, SAS, M plus and R .  A lthough not 
a panacea for handling missing data, as they still rely on various assumptions,
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Measurement type

Less expensive, less valid measure Highly expensive, more valid measure

Participant 1 1 1
Participant 2 1 0
Participant 3 1 0
Participant 4 1 0
Participant 5 1 1
Participant 6 1 0
Participant 7 1 1
Participant 8 1 0
Participant 9 1 0
Participant 10 1 0

N ote . 1 — data present, 0  — data absent

these m odern methods continue to outperform  the m ore traditional methods 
under differing conditions. Furtherm ore, core concepts and m odern missing 
data methods are now  being considered in the design stages o f  a study with 
planned missing data designs.

Note
1 Although the term  research unit can range from organisations and schools to individual 

people, m ost often in applied psychology the research unit is an individual person and 
thus will be referred to as such henceforth.
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17 Data preparation

Stefano Occhipinti and Caley Tapp

Introduction

Researchers are rarely presented w ith data in a form  ready to submit to sta­
tistical procedures. Som e processing will almost certainly be required before 
analysis, and the analyst is well advised to keep a close eye on matters, as many 
o f  the decisions are far from  routine. T h e  process is a broad one and is appro­
priately called data preparation. In this chapter, readers w ill find an outline o f  
what encompasses data preparation and a set o f  guidelines as to how  to proceed 
optimally. Just as one size never fits all, one approach to data preparation will 
never m eet all needs.

In our experience o f  consultation, many assume erroneously that data prepa­
ration is m erely data cleaning, in w hich the procedures such as log transfor­
mations, usually gleaned from  an early chapter o f  a statistics text, are applied 
robotically to misbehaving data. R ather, the process begins m uch earlier and 
can be said to cover many o f  the procedures from  w hen the responses are 
recorded to w hen the data is analysed. For example, some o f  the most im por­
tant evidence for the appropriateness o f  a linear regression m odel will com e 
from  inspection o f  the residuals that are only obtained once the analysis has 
been run.

M any o f  the analyses conducted by applied psychology researchers, such 
as ordinary least squares (O LS) regression and A N O V A , derive from  the gen­
eral linear m odel (G L M ; Scheffe, 1959; Searle, 1971). T h e  underlying statistical 
assumptions, although only a part o f  the data preparation process, have many 
com m onalities. Accordingly, the guide that follows is biased to some extent 
towards these types o f  analyses. However, it will be seen that m uch o f  the m ate­
rial is applicable to any form  o f  statistical modelling.

Goals o f data preparation
Data preparation can seem like a confusing and arbitrary set o f  procedures 
intended to change oddly shaped curves into pleasing and symmetrical ones. 
However, it should be a time for considering w hether the data are in the best 
form  to provide evidence to assess the research questions. Data preparation is not



a single, standalone module that occurs prior to analysis and irrespective o f  the type 
o f  analysis; rather it must be integrated both with the research questions and the 
analyses chosen to address them. T he two related components o f  this process are 
to check, first, w hether data are in a condition to be submitted to the statistical 
model at all, and second, whether the model is the best or most appropriate one. 
Although these two components are roughly ordered, the analyst must undoubt­
edly iterate and oscillate between them. A dataset that contains many errors or 
gaps in responses or variables distributed haphazardly cannot provide the basis for 
defensible results. However, the observable aspects o f  the distribution o f  variables 
or residuals, such as skewness, clusters o f  outliers or evident nonlinearity, may not 
be blemishes in the data to be rectified i f  possible, but instead vital evidence as to 
the nature o f  the sample or population. This is true w hether the analyses are t-tests 
or growth curves. It follows that data preparation is not a procedure to remove all 
the perceived imperfections o f  a dataset, leaving idealised, perfect variables. N or 
should it be assumed that clever application o f  procedures like transformations 
will license the analyst to ignore the appropriate analytic model for the data. In 
these cases, the best outcom e o f  properly conducted data preparation is to point 
out the reasons why the initial analytic plans may no longer be appropriate.

Phases in data preparation

In perform ing data preparation we strongly advise avoiding the point and click 
menus o f  the chosen statistical software. Alm ost all com m only used software has 
a com m and language (syntax) that allows statistical procedures to be specified 
like com puter programs. A lthough it may be tem pting to use the menus, in data 
preparation a clear audit trail is essential (e.g., to be able to go back and note 
w ho was dropped and why). Careful, well annotated use o f  the com m and lan­
guage o f  the software will allow us always to take the original, untouched data­
set and run the exact set o f  procedures taken to com e up w ith the final results. 
This will be very im portant later in  checking and perhaps justifying results and 
conclusions to critics. As well, the com m and language is likely to allow a con ­
siderably m ore efficient w orkflow  in  that repetitive tasks can be specified very 
simply and errors that arise can be identified and fixed m ore easily at the source. 
I f  consultation is required, beware the consultant w ho does not or cannot w rite 
out the syntax for their procedures.

Examining data before running any analysis

P rior to fitting a model, the sample data must be exam ined fairly closely. C o n ­
trary to popular belief, this is not to assess w hether the data are normal or not or 
w hether there are outliers or not. Instead, the first task is to seek to answer the fol­
low ing questions by exam ining the outcom e variable and the predictors in  turn.

1 D o es  the sam p le  ap p rox im ate w hat is kn ow n  abou t the p op u la t ion  fr o m  
w hich  it  has been draw n?  There is a trick  hiding in this question. W hat the 
average researcher may consider to be a population is different to what a
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statistician may think. Statistical populations are sets o f  scores and not o f  
the respondents w ho gave those scores. B earing this in  mind, one could 
expect the underlying population parameters to be norm al i f  the variable 
is a measure o f  a physical trait such as height or a cognitive one such as 
maths ability. Also, many noncontroversial attitude items may be distributed 
norm ally in  the population. T h e  sample scores derived on these variables 
ought to appear norm ally distributed. I f  so, rejo ice and move on . I f  not, the 
reasons why not are im portant. Perhaps the sampling frame has resulted in 
an uncom m only extrem e group o f  respondents. N o  satisfactory solution 
can be applied statistically in  these cases. B y  contrast, some item s, for per­
fectly good reasons, may not elicit norm ally distributed responses in  a sam­
ple. Very com m on examples are variables measuring socially undesirable 
quantities, such as overt prejudice (e.g., containing items such as I  ju st don’t 
like members of G roup X ) or traditional sexism . In many cases, these tend 
to show a slight to moderate skew in the direction away from  the socially 
desirable end. This is because many participants may respond in a way that 
minimises the socially undesirable response, resulting in a concentration 
o f  scores at that end o f  the scale. I f  this turns out to be the case, the best 
approach is to make a note to check the variable w hen perform ing later 
diagnostics. There is a very good chance that the robustness o f  G L M  pro­
cedures will have alleviated problems. I f  distributional issues are extrem e or 
unexpected, then a m ore extrem e solution, such as creating one or more 
dummy variables (see later) may be attem pted.

2  D o  the variab les fo l lo w  a clearly n on -n orm a l but otherw ise system atic d is­
tribution?  Som e items in a questionnaire will not ever elicit a norm al 
distribution. After a steady diet o f  norm al, theory-based O L S  analyses in 
statistics courses, this can be a shock! For example, frequency-of-use data 
is know n for not being norm al. W e shouldn’t expect it to be so. It often 
follows a Poisson distribution. I f  a respondent is asked, H ow  many times did 
you do X  in the last week? and X  is not an extrem ely com m on behaviour, 
the odds will be that most people haven’t done it at all or only did it a 
small num ber o f  times, and relatively few did X  many tim es. For example, 
how  frequently do you go to the doctor? O n ce  a year? Twice a year? O nce 
a m onth? W hat i f  you have a chronic illness or care for som eone who 
does? Im agine the pattern: over a period o f  six m onths, most people would 
hardly go to the doctor, w hile a very few would go frequently. In these 
cases, researchers may either need to transform the variable into a series 
o f  meaningful categories or dummies or to adopt a statistical m odel (e.g., 
ordinal regression family) that actually fits the data (if m ore inform ation on 
this approach is required, texts such as that by Agresti, 2013  will be o f  use). 
This choice will be affected by the role and im portance o f  the variable in 
the analysis plan and the budget (in both tim e and m oney). Is there m oney 
for a consultant? Is this type o f  variable going to figure prom inently in  this 
or future projects? These and other questions w ill help to clarify the likely 
path. In this case, transformations are o f  dubious value and likely to add 
interpretational difficulties to distributional ones.



3 A re there grou ps o f  scores in  you r data  that do n ot seem  to belong  w ith  the 
others ( i .e . ,  does you r sam p le  p o ten tia lly  represent m ore than  on e underlying  
p op u la tion )?  This is a different question than A re there outliers? It cannot 
be answered by looking at one variable and w ondering w hich scores are 
± 3 .2 9  standard deviations from  the mean. A  case must be considered in 
the context o f  their com plete response pattern, especially on key dem o­
graphic and other inform ative variables. For example, is there a subgroup 
o f  participants w ho are particularly high in  education attainm ent but low 
in incom e? D o  most o f  the w om en in  the sample share a narrow range o f  
values on some characteristic that is m uch m ore varied in  the m en? These 
and other questions may be harder to find initially and may com e up later 
w hen m ore targeted analyses such as m oderation are attempted. However, 
at this early stage, it is w orth exam ining m ore carefully the distributions 
and cross-tabulations (or scatterplots) o f  the im portant variables. For exam ­
ple, i f  a focal variable is gender, be sure also to exam ine any know n cor­
relates o f  gender in  the dataset, such as incom e or perhaps education. I f  a 
com plex sample structure is uncovered, this may flag the need for expert 
consultation or at least a re-evaluation o f  the analytic plan to incorporate 
grouping.

Practical pre-analysis checklist
Having considered and exam ined the data as appropriate in  search o f  answers 
to the broad questions listed earlier, the next step is to address the practicalities 
o f  the analyses. In real data analysis (see Chapter 19 in this volum e), the analyst 
will not find that a sm ooth delineation exists betw een strictly statistical and 
m ethodological or practical issues. T h e  next list reflects this. Instead o f  a neat 
linear progression, it is best considered as a somewhat iterative, hesitant process. 
This process encompasses two broad steps: (a) does the dataset contain anything 
that is m ore or less an error -  a typo, a mistake in  scale calculations? and (b) 
are there already issues like floor or ceiling effects that will likely be reflected 
as m ore substantial problems later in terms o f  skew or perhaps influential data?

1 Before exam ining the data, the researcher should be sure that there is an 
ID  variable in  the data that is a unique num erical value for each separate 
case. I f  so, it will always be possible to sort and re-sort the data or to merge 
new  variables or cases and so forth. A n ID  variable will also greatly facili­
tate record-keeping during the w hole o f  data preparation. It is important 
to keep note o f  any problem atic participants, as there w ill be a need to 
identify those w ho appear to be problem atic across several variables in the 
dataset. T h e  w hole dataset provides context for the individual variables, so 
keeping notes will allow easy identification o f  consistently problematic 
participants.

2 I f  data has been transcribed from hard copy participant protocols (i.e., sur­
vey booklets or similar), select a random  subset and check that the protocol
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is accurately reflected in the dataset. For example, w hen entering psycho­
logical rating scale data from  a hard copy, did the transcriber accidentally 
punch keys in  the w rong row o f  the num eric keypad? I f  m ore errors arise 
than expected, then it is prudent to conduct m ore substantial checks.

3 R equ est histograms for continuous variables and bar charts for discrete 
and/or nom inal variables, as appropriate. R equ est means, standard devia­
tions (SDs), m inim um , m axim um  and num ber o f  observations for each 
variable. This step may reflect a m ore detailed version o f  any examinations 
already conducted to answer the questions in  the previous section. This will 
provide early w arning for the potential data problems listed in  Table 17.1 .

4 A t this point, attempt to deal w ith the identified issues. T h e  remedies may 
be as simple as correcting coding errors or recoding some variables into 
meaningful dummy variables (see later).

5  R u n  bivariate scatterplots o f  some key variables, both focal variables for the 
analyses and demographic variables like age that could be expected to have 
stable, know n relationships with other constructs (e.g., incom e). I f  the data 
is composed o f  many scales, scale scores may not yet have been computed, 
and it is acceptable to focus on simple measured variables that are already in 
the dataset. This approach provides clues that there are odd or unexplained 
patterns in the data. Does a scale contain notorious items that tend to elicit

Table 17.1  C om m on data problems and ways to detect them

D ata problem Comments

Floor effects 

Ceiling effects 

N on-norm ality

Bimodality

Data entry 
errors

M ean very low  and close to the low er end o f  the scale.
Using a clinical scale w ith nonclinical participants can cause this. 
M ean very high and close to the top o f the scale.
Classically, this is evidence o f a too easy task.
M ean less than the S D  is a classic positive skew pattern w ith data 
bunched at the bottom.
I f  SD  is greater than the difference between mean and maximum 
score on scale, then there is negative skew.
As a rough guide, twice the S D  should be the distance between 
each o f  minimum and maximum and the mean, respectively, for a 
norm al distribution.
Beware! Bimodality in the data will not be picked up by just 
looking at the numbers, hence examine distributions 
Histogram will show two (or more) peaks o f frequency. This is 
usually a sign that there are two or m ore subgroups in the data. 
W ere data gathered in two distinct ways or from different sampling 
frames? Is there reason to suspect there should actually be two 
underlying populations?
O ut-of-range values (e.g., 8 on a 1 -5  scale) for minimum or 
maximum.
Implausible values on open scales (e.g., 99 drinks per week). These 
require some knowledge o f  the underlying construct to interpret. 
Impossible values on an open-ended scale (e.g., negative values for 
number o f times a behaviour was performed).



a particular response pattern? Are there reverse coded items? H ow  do these 
appear w hen plotted against more straightforward items? Is there evidence o f  
extreme responses that may be related to bad faith responding? For example, 
the authors once found in a dataset a respondent claiming to be a 14-year- 
old male w ho consumed 110 standard drinks a week and was o f  a religion 
o f  very low representation in the population. Close inspection o f  the proto­
col revealed evidence o f  response sets and patterned responding (e.g., using 
opposite scale extremes on alternate items irrespective o f  the item  wording). 
T h e  appropriate action was to delete this respondent from the data. D elet­
ing participants in this way should be noted in any report on the analyses. I f  
there are m ore than a proportional handful o f  deleted respondents, this may 
be evidence o f  systematic problems w ith the project and should be exam ­
ined further. It is w orth taking some time to move systematically through 
the dataset at this step, before full analyses are begun. Any extreme cases or 
other anomalies found now will almost certainly show up later in diagnostic 
checks. B y  removing them  now, the chance is lessened o f  such anomalous 
respondents obscuring any real issues and patterns in the data.

6 N ow  is the tim e to m ethodically reverse code item s, as required. U sing a 
systematic nam ing convention, such as r_oldvarname, create new  variables.

7 O btain alpha coefficients, i f  required, now, w hile the raw items are avail­
able. Address any issues that alpha analyses have thrown up -  some poorly 
behaved items may need to be dropped i f  possible.

8 C om pute scale scores. Save a reduced version o f  the dataset containing 
only (a) the variables that to be used in the analyses and (b) the participants 
w ho have been retained. Data hygiene is im portant, but allow for later 
potential changes in emphasis. It will be evident at this point that the more 
carefully planned the analyses aligning closely w ith the research questions, 
the clearer the path forward is.

Diagnostics: assessing the outcome after running a 
regression
Data preparation does not end w hen the analyses proper begin; the boundary 
betw een preparation and analysis is indistinct. T h e  early stages o f  analysis, after 
a m odel has been  fitted, provide residuals, the analysis o f  w hich is the core o f  
diagnostics (e.g., B ollen  & Jackm an, 1985 ; Stevens, 1984). To reiterate, here we 
make the assumption that the applied psychology researcher is prim arily using 
G L M  statistics, such as regression and A N O V A . There is a wide variety o f  plots 
and scores available in this part o f  the analysis, and we discuss the key scores 
follow ing recom m endations o f  Stevens (1984) in  psychology and B ollen  and 
Jackm an (1985) in  sociology. M ost textbook chapters on regression diagnos­
tics owe their content to these works. N ext is a summary and guide to the 
most com m only used quantities. Importantly, the follow ing does not address 
the issue o f  significance tests for diagnostics. W ith  the applied researcher in 
mind, the emphasis is firm ly upon the types o f  graphical plots and patterns
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o f  scores across cases that may signal problems ahead. T h e  topic o f  regression 
diagnostics is a vast one (e.g., the classic b ook  length treatm ent is by C o o k  and 
W eisberg, 1982), but many procedures may be overkill in typical, relatively small 
N  applied studies. T h e  goal is to search for recurring patterns, indicating problem ­
atic cases or variables.

It is im portant to rem em ber that diagnostic evaluation o f  the residuals pre­
cedes simple transformations o f  any and all predictors on the basis o f  potential 
skewness or other similar reasons. First, i f  the aforem entioned stages o f  data 
preparation have been conducted carefully, many issues w ill already have been 
identified. Second, the presence o f  mild to m oderate skew may simply not 
cause any serious problems. Given the robustness o f  G L M  analysis to such issues 
and provided no further influential data points are discovered, the analysis may 
often proceed as is. W h en  analysing the residuals, we pay particular attention 
to a series o f  quantities that signal the presence o f  cases (i.e., sets o f  individual 
participant scores) that may be exerting undue influence on the parameters o f  
the m odel (i.e., in a regression, particularly the b-w eights). T h e  diagnostics listed 
alert us to the presence o f  such cases. As well, inspection o f  various plots may 
alert the researcher to violations o f  other assumptions.

Studentised residuals

Residuals are the part o f  each person’s score that is not accounted for by the 
regression. A case’s residual is positive i f  regression underestimated the actual 
score and negative i f  there was an overestimate. Residuals account for the 
uncertainty o f  prediction, and they should be centred around zero and n or­
mally distributed. Studentised residuals have been  standardised w ith the esti­
m ated standard error o f  the residuals. T h e  upshot is that cases w ith a studentised 
residual greater in absolute value than approximately 3 .3  are less likely to occur 
than one in a thousand times (i.e., corresponding to an alpha level o f  .001) 
and are considered outliers. Residuals greater than this absolute value should 
be noted but should not be automatically deleted. M ost software w ill print out 
extrem e residual scores and will provide a histogram o f  the residuals to illustrate 
the shape o f  the distribution.

M ahalanobis distance (D)

Cases may also represent outliers in term s o f  the all the predictors at once, and 
these are called multivariate outliers. To gauge the occurrence o f  such cases, 
M ahalanobis D , a generalisation o f  the concept o f  Z  scores, is used. It is a 
standardised and weighted measure o f  the distance o f  any point from  the jo in t 
m ean o f  all the com ponent variables (i.e., predictors in a regression m odel). In 
regression, M ahalanobis D  provides a sense o f  how different a given case is in 
com parison to the rest o f  the sample, from  the perspective o f  all the predictors 
at once (i.e., not from  the perspective o f  the outcom e variable), and most soft­
ware w ill print out the most extrem e values.
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Leverage

T h e raw com ponents o f  leverage are know n as the h values and com e from the 
hat m atrix (Bollen & Jackm an, 1985). As well as actual listed values o f  lever­
age (in the form  o f  M ahalanobis distance; see previous section), it is useful to 
inspect a histogram o f  h values, as this can illustrate cases that are far away from 
predictor means. T h e  values o f  h are all positive, unlike residuals, and the lower 
bound is zero. This gives a naturally skewed histogram o f  leverage values that 
ought to show that most cases are bunched at the low  or zero end o f  the scale. 
A  few may well occur in extrem e areas towards the right o f  the plot. In a more 
com plex dataset w ith many predictors, it may not be possible to identify indi­
vidual cases w ith potentially problematic levels o f  leverage w ithout m aking use 
o f  this plot. Cases w ith high leverage should be noted.

C oo k’s distance (D )

A ccording to Stevens (1984), C o o k ’s D

is a measure o f  the change in the regression coefficients that would occur 
i f  this case was om itted, thus revealing w hich cases are most influential in 
affecting the regression equation. It is affected by both  the case being an 
outlier on y and on the set o f  the predictors.

(p. 341)

Influence is a function o f  both distance and leverage. H aving solely a very high 
distance (i.e., extrem e residual, indicating the case is very poorly explained by 
the regression equation) or a very high leverage (i.e., high M ahalanobis D  or 
h value, indicating that the case lies far from  the others in the sample from  the 
perspective o f  the predictors) does not necessarily m ean that the case will affect 
the regression coefficients by changing what they would otherwise have been . 
B y  contrast, having high values on both  measures at once suggests that the case 
is influential. C o o k ’s D  is sensitive to this interplay -  it is a weighted product 
o f  studentised residuals and M ahalanobis D .  Cases w ith high values o f  C o o k ’s 
D  should be noted.

Partial regression plots

These are scatterplots that look like ordinary bivariate scatterplots but are a 
form  o f  residual plot. O n  an intuitive basis, partial plots show the regression 
betw een each predictor (X k) and the criterion  (Y), in turn, w here both Y  and 
the particular X k have been adjusted for the effects o f  the rem aining predictors. 
This is another useful way to find any cases that may pose problems o f  influ­
ence in  the context o f  one o f  m ore predictors, as they will stand apart from  the 
main scatter. Partial plots can help to isolate influence issues that may arise from 
perhaps one or two predictors.
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Scatterplot o f  standardised residuals (Y-axis) and predicted scores (X -axis)

A great deal o f  inform ation is available from these plots. For the heterogeneity 
assumption, the residuals should be constant across predicted values. Practically, 
the shape o f  this plot should be rectangular and not fan shaped (or any other 
irregular shape). For the linearity assumption, they should not show a pro­
nounced curvature across predicted values. I f  nonlinearity is found unexpect­
edly, inspection o f  the scatterplots o f  each individual predictor and the outcom e 
is warranted to locate the source.

Creating dummy variables

D um m y coded variables are an extrem ely useful data preparation tool, and the 
researcher is advised to be familiar w ith them  (for a m ore detailed discussion o f  
dummy variables in regression, the reader is directed to a graduate-level regres­
sion text such as C ohen , C ohen, West, and Aiken, 2 0 0 3 , or Pedhazur, 1997). 
T h ey  represent a binary attribute and are coded either 0 or 1. Formally, dummy 
variables have a type o f  binomial distribution, w hich is beyond the scope o f  this 
chapter (for further inform ation, see, for example, Agresti, 2013 ). Practically, 
dummy variables can be included as predictors in  any regression (e.g., linear, 
logistic, ordinal) or similar procedure w ithout m odification. Som e o f  the use­
ful properties o f  dummy variables are: (a) mutually exclusive and exhaustive 
categories; (b) a meaningful zero point (i.e., i f  1 — psychologist is m em ber o f  
clinical college, then 0 is the set o f  psychologists w ho definitely do not share 
that property); and (c) equal interval. D um m y variables are any preexisting 
binary variable that has been  coded in the dataset as 0 and 1 (i.e., not 1 and 2 
or anything else), such as public vs. private schooling, female vs. male sex. H ow ­
ever, dummies may also be created by recoding a m ore com plex variable. This 
may be required because a variable is best split into two categories because o f  
distributional concerns or analytic preferences. For example, o f  all the types o f  
educational level reported in  a sample, the researcher may decide that the only 
meaningful com parison is betw een those w ho have and have not com pleted 
high school. As well, w here there are ordinal or nom inal categorical variables 
that have been  collected or created later w hen inspecting the data, dummies can 
be used to render variables amenable to analysis. For example, an incom e vari­
able may be very messily distributed w ith multiple modes. T h e  researcher may 
decide to create a series o f  ordinal categories instead. In turn, the categories can 
be recoded into a set o f  dummies (see next) and incorporated into regression 
analysis as predictors.

Categorical variables can also be recoded into a set o f  dummy variables rep­
resenting all the logical inform ation in the original categorical variable. This is 
true o f  both ordinal (e.g., educational levels) and nom inal (e.g., marital status) 
variables. It is im m aterial w hether the categories were naturally occurring in 
the data or i f  they were created by the researcher. To create sets o f  dummy 
variables, the rule applied is, i f  there are c categories in a categorical variable, c — 1



dummies are needed to completely represent the grouping information.  For example, 
a researcher has collected marital status w ith 3 levels, w here 1 =  m arried in  a 
registered marriage; 2 =  cohabiting, and 3 =  not married. Two dummies are 
needed, as there are three categories. A  dummy representing the people in  a 
registered marriage is created by recoding the marital status variable into a 
new  variable w here 1 =  respondent was m arried in a registered marriage (i.e., 
1 on the original variable) and 0 =  everyone else. A  second dummy, represent­
ing those in  a co-habiting relationship is created by recoding the same marital 
status variable into another new  variable w here 1 =  respondent is cohabiting 
(i.e., 2 on the original variable) and 0 =  everyone else. A  m om en t’s reflec­
tion w ill show that those w ho responded 3 on the original variable, the not 
marrieds, will be the only group to score zero simultaneously on both  o f  the 
new  dummies. This logical property o f  dummy variables is used extensively in 
statistical analyses w here dummies represent categorical inform ation in  models 
that would otherwise require continuous predictors only. It does not matter 
statistically w hich category is left out in  dummy creation. Practically, researchers 
usually leave out the category representing the reference group against w hom  
they wish to com pare the responses o f  the other groups. Dum m y variables are 
useful to prevent the waste o f  data that would otherwise not be able to be used 
in statistical analyses.

Conclusion
T h e data preparation stage offers a chance to exam ine and, i f  necessary, to 
remediate the obtained data before analysis. T h e  logic o f  the stage involves 
seeking to isolate the individual (or sets of) cases that may cause the statistical 
analyses to be invalid and then to assess w hether m ore serious violations o f  
assumptions rem ain. Together, the procedures discussed here will enable the 
researcher to understand their data better and to avoid proceeding w ith costly 
and critical analyses w hile data errors remain.
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18 Content analysis and 
thematic analysis

Kimberly A. Neuendorf

Introducing content analysis and thematic analysis

M essage analyses

C ontent analysis and them atic analysis are two prom inent methods used for 
the analysis o f  message content. B o th  have been defined in  various ways and 
have been applied to a wide range o f  phenom ena. This chapter will focus on 
key definitions and applications useful for those involved in applied psychology 
research.

T h e  two methods have similarities -  both involve codes and coding (Ahuvia,
20 01 ), that is, a process o f  representing message content w ith abbreviated, co n ­
venient symbols. These codes may be applied to messages by human investiga­
tors (coders) or, in the case o f  some content analyses, by com puter programs 
that use predefined search algorithms. T h e  messages to be coded may be (a) an 
already-existing set o f  messages, such as postings to the “M e n ’s R o o m ” bulletin 
board o f  an online fertility support group (M alik & C oulson, 200 8 ), “fitspira- 
tio n ” images posted on Instagram (Tiggem ann & Zaccardo, 201 6 ), or popu­
lar pornographic videos (coded for aggressive and sexual behaviors; Bridges 
et al., 2 0 10 ); or they may be (b) messages newly created by research partici­
pants, such as open-ended questionnaire responses in surveys and experim ents, 
interview  responses, dream analysis reports, focus group transcripts, transcripts 
o f  custom er service interactions, or responses w ithin such personality assess­
m ent strategies as R orschach  testing and them atic apperception tests (TAT) 
(W einer &  Greene, 2017 ). Clearly, for the latter class o f  messages (b), there will 
be im portant considerations that precede the application o f  content analysis or 
them atic analysis -  i.e ., the research design and protocol including the questions 
participants are asked or procedures executed on them  and an appropriate plan 
for the selection o f  participants.

B o th  methods may also attempt to tap both manifest (i.e., directly observ­
able variables) and latent (i.e., unobservable constructs) content (Joffe &Yardley, 
2004). B o th  methods should be applied only after research questions or hypoth­
eses have been forwarded, in order to appropriately guide the analysis. And, as 
Jo ffe  and Yardley (2004) note, both  methods are taxing and tim e consuming.



There are no shortcuts to a properly conducted, painstaking investigation o f  
messages using either them atic analysis or content analysis.

B u t the two methods also have im portant differences. Historically, content 
analysis has followed a paradigm o f  positivism, w ith chiefly quantitative tech ­
niques used, dating to the early tw entieth century (Berelson, 1952 ; N euen­
dorf, 2 0 0 2 ; Sm ith, 2000). M ore recent variations have introduced “qualitative 
content analysis” (Altheide & Schneider, 2 0 1 3 ; M ayring, 2 0 1 4 ; Schreier, 2 0 12 ; 
Vaismoradi, Turunen, &  Bondas, 2013), w hich actually has many characteristics 
in com m on w ith other qualitative analyses o f  messages, including them atic 
analysis. Them atic analysis, an addition to the options for message analysis in 
psychology in the 1970s, developed from  w ithin a m ore constructivist para­
digm (although some argue that it is positivist in its requirem ent that asser­
tions ought to be supported w ith evidence) and an emphasis on an interpretive 
approach to largely qualitative techniques1 (Guest, M acQ u een , &  Namey, 2012 ; 
M erton , 1975).

Them atic analysis assumes that the recorded messages themselves (i.e., the 
texts) are the data, and codes are developed by the investigator during close 
exam ination o f  the texts as salient themes em erge inductively from  the texts. 
These codes most often consist o f  words or short phrases that symbolically 
assign an “essence-capturing, and/or evocative attribute” (Saldana, 2 0 1 6 , p. 4) 
and are viewed interactively, to be m odified throughout the coding process by 
the investigator. W h ile  the investigator may begin the them atic analysis pro­
cess w ith “tem plates” (a set o f  a priori codes), the epistem ological roots o f  the 
technique dictate that these codes need to be flexible, able to be m odified as 
the analysis progresses (King, 2 0 04 ). T h e  conclusion o f  the them atic analysis 
is the identification o f  a (hopefully) saturated set o f  them es (i.e., no additional 
themes are found from  additional data; Ando, Cousins, &  Young, 2014) and a 
meaningful “cod ebook” or other com pilation o f  findings that docum ents the 
structure o f  codes and them es, w ith the validity o f  the findings param ount. T h e  
frequency o f  occurrence o f  specific codes or themes is usually not a main goal 
o f  the analysis.

C ontent analysis (in its most com m on, quantitative form) assumes that the 
messages (texts) are the phenom ena to be exam ined and provide the units 
o f  data collection -  the data are the recorded occurrences o f  specified codes 
as applied to these units. Codes are developed a priori in a prim arily deduc­
tive process and then applied in relatively objective fashion by trained coders 
w hose intercoder reliability is viewed as critical, or via an automated com puter- 
assisted coding process. T h e  codes are most often num eric, usually represent­
ing categories o f  a nom inal variable, but may alternatively represent levels o f  a 
m etric variable. T h e  conclusion o f  the typical content analysis is the statistical 
summarization and analysis o f  the coded variables across many units o f  analysis.

It should be noted that the a priori coding scheme o f  a content analysis has 
often been developed at least in part through a process very m uch like thematic 
analysis -  an inductive step o f  deriving salient variables and their codes from the 
pool o f  message content to be studied. This is particularly true o f  investigations
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in w hich scant existing theory or past research guides the content analyst in the 
development o f  a coding scheme. In all instances, investigator “im m ersion” in 
the message content being studied is recom m ended as a first step for both the­
matic analysis and content analysis (Clarke & Braun, 2 014 ; N euendorf, 2017).

Thematic analysis

D efining thematic analysis

Them atic analysis has been defined broadly as “a way o f  seeing” and “making 
sense out o f  seemingly unrelated m aterial” (Boyatzis, 1998, p. 4). Braun and 
Clarke (2006) identify it as a m ethod for identifying and analyzing patterns 
o f  m eaning in a dataset (i.e., texts).2 T h e  process is seen as organic and reflex­
ive, requiring an “engaged, intuitive” investigator w ho considers “the ways in 
w hich they are part o f  the analysis. . . [making] TA  a personal, and sometimes 
even em otional, experience” (Braun, Clarke, &  Terry, 2 0 1 5 , p. 107). T h e  goal 
is to develop a story from  the texts o f  interest. T h e  investigator notes patterns 
and themes from  the coded texts and from  this may construct a codebook, a 
structured com pendium  o f  codes that includes a description o f  how  codes 
interrelate (Guest et al., 2 0 1 2 , p. 50). C oding categories often form  a hierar­
chy o f  categories (Joffe &  Yardley, 2004). T h e  end result o f  a them atic analysis 
will highlight the most salient “constellations” o f  meanings present in  the texts 
(Joffe, 2012 ). Them es may be presented in  a map, indicating processes or hierar­
chy am ong the themes (Braun, Clarke, &  Terry, 2015).

T h e  typical process o f  thematic analysis

Clarke and Braun (2014 ; see also Braun & Clarke, 2 0 0 6 , and Braun, Clarke, & 
R an ce , 2 0 1 5 , pp. 1 8 8 -1 8 9 ) present a recursive six-phase process for thematic 
analysis:

1 Familiarising oneself w ith the data (text; may be transcriptions) and iden­
tifying items o f  potential interest

2 Generating initial codes that identify im portant features o f  the data relevant 
to answering the research question(s); applying codes to the dataset (seg­
m enting and “tagging”) consistently; collating codes across segments o f  the 
dataset

3 Searching for them es; exam ining the codes and collated data to identify 
broader patterns o f  meaning

4 R eview ing  themes; applying the potential themes to the dataset to deter­
m ine i f  they tell a convincing story that answers the research question(s); 
themes may be refined, split, com bined, or discarded

5 D efining and nam ing them es; developing a detailed analysis o f  each them e
6 Producing a report; weaving together the analytic narrative and data seg­

ments, relating the analysis to extant literature
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Boyatzis’ w idely cited volum e (1998) provides a comprehensive treatment 
o f  the process o f  developing codes and the full process o f  them atic analysis. 
Altheide and Schneider (2013) outline the process o f  developing themes and 
frames for the analysis o f  media content. And Saldana (2016) provides a detailed 
guide o f  the “how  to ” o f  coding for qualitative analysis.

In addition to the development o f  codes and the identification o f  themes, 
other analytic techniques may assist in  constructing the story o f  the data (Guest 
et al., 2 0 12 ), such as word searches and key-w ord -in -context (K W IC ) output. 
For this, com puter adjuncts are employed, called Q D A S (qualitative data anal­
ysis software) or C A Q D A S (computer-assisted qualitative data analysis). P ro­
grams such as N V ivo 11, Atlas.ti, and Q D A  M iner provide organizing power 
and give basic quantitative summaries as well (see Jo ffe  &  Yardley, 2004 ). T he 
typical Q D A S functions include the facilitation o f  the creation o f  a codebook 
w ith definitions and examples, the application by the investigator o f  codes, 
com m ents, and m em os to text (“te x t” may also include images and multimedia 
content), the retrieval o f  content segments that have been  coded, and visual 
representations o f  co-occu rren ce relationships am ong codes (e.g., via network 
concept mapping, dendrograms, or cluster analysis).

W hile  interrater/intercoder reliability is not routinely assessed in  thematic 
analyses, some scholars argue that this ought to be part o f  the process (Boyatzis, 
1998 ; Jo ffe  &  Yardley, 2004 ). Som e investigators have indeed included a consid­
eration o f  reliability by employing additional analysts for comparative purposes 
(e.g., Cham bers et al., 2 0 1 3 ).

E xam ples o f  thematic analysis

Exam ples o f  them atic analyses show the range o f  message content that may be 
exam ined and the types o f  findings that are typical. In all cases, themes are an 
outcom e, and these themes may be further subdivided or com bined in a hier­
archical or process-based model.

T iern ey  and Fox (2010) sought to discover the perspective o f  individuals 
w ho have lived w ith an “anorexic voice.” Tw enty-tw o participants from  three 
U K  self-help organizations participated, providing accounts in the form  o f  
poems, letters, and reflections/descriptive narratives. Initial analyses produced 
135 codes, w hich were grouped into 10 categories, such as “attacking sense o f  
self,” “demanding and harsh task master,” and “breaking free.” Further, three 
stages o f  the “vo ice” were identified in a m odel o f  change from  positive to 
negative: “being drawn into the relationship” ; “ensnared in the relationship” ; 
and “life w ithout the relationship.”

In a study o f  online support groups o f  individuals w ith Parkinson’s disease, 
Attard and C oulson (2012) studied a random  sample o f  postings in four dis­
cussion forums over the years 2 0 0 3 -2 0 1 0 . T h e  1 ,013  messages in the sample 
revealed six m ajor themes and 16 subthemes. For example, the them e “W el­
com e to the land o f  the Parky people” included the subthemes o f  “com fort 
in numbers,” “empathy and understanding,” and “friendship form ation” ; the

214 Kimberly A. Neuendorf



them e “It ’s like a graveyard at the m om ent,” included the subthemes o f  “lack o f  
replies,” “symptom restrictions,” and “a lack o f  personal inform ation.”

O pen-ended w ritten responses to the query “H ow  would you define sexual 
satisfaction?” were the focus o f  a them atic analysis by Pascoal, Narciso, and 
Pereira (2014). They  developed a three-level hierarchical them atic map from 
codes derived from  responses generated by 760  heterosexual participants. T heir 
main themes (at the highest, or third, level) were “personal sexual w ell-being” 
and “dyadic processes,” w ith the latter divided into three subthemes (at the sec­
ond level) and five codes (at the first level).

Content analysis

D efining content analysis

A b rie f definition o f  content analysis has been proposed by this author: “T h e  
systematic, objective, quantitative analysis o f  message characteristics” (N euen­
dorf, 2 017 , p. 1).3 C ontent analysis may be applied to any message content. 
Analyses may be as com plex as for any other quantitative study, including pre­
dictive regression analyses and structural equation models (e.g., N euend orf 
et al., 2 0 1 0 ; Sultan & W ong, 2011)

H um an-coded content analysis vs. C A T A

C ontent analysis may be executed by human coding according to a prede­
fined coding scheme or by com puter program using a predefined set o f  search 
dictionaries and algorithms (often term ed com puter-aided text analysis, or 
CA TA). For all types o f  quantitative content analysis, the construction o f  an a 
priori coding schem e is im portant. Exam ples o f  coding schemes may be found 
at the C ontent Analysis G uidebook O nline (http://academic.csuohio.edu/ 
neuendorf_ka/content/; N euendorf, 2017).

T h e  typical process o f  content analysis

As delineated in N eu end orf (2017), the typical steps in  the execution o f  a co n ­
tent analysis are:

1 T h eory  and rationale
2 Conceptualizations -  identification o f  variables to be included in the study and 

conceptual definitions o f  them  derived from theory, past research, and possible 
emergent variables from an inductive examination o f  the message content

3 Operationalizations (measures) -  should match the variables’ conceptualizations
4 Establishm ent o f  coding scheme -  either a codebook and coding form  (for 

human coding) or a set o f  original or predefined dictionaries (for CATA)
5 Sampling -  deciding on the population o f  messages to be studied and sam­

pling an (optimally) representative subset o f  messages for the study
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6 C od er training and pilot intercoder reliability assessment
7 C oding
8 Final intercoder reliability assessment
9 Tabulation and reporting

Psychometric content analysis

O f  particular interest to psychologists has been the application o f  content anal­
ysis to psychom etrics, the quantitative measurement o f  psychological charac­
teristics. W hile  self-report inventories are perhaps the most com m on m ethod 
o f  psychom etric assessment, a second main way is via perform ance-based 
measures (W einer &  Greene, 2 0 1 7 ). T h e  latter includes assessment via R o r ­
schach testing, them atic apperception tests (TA T), figure-drawing methods, and 
sentence com pletion m ethods. T h e  scoring o f  the output o f  these techniques 
matches the process o f  quantitative content analysis -  i.e ., raters/coders are 
trained on a coding scheme, and their interrater reliability is assessed (Jenkins, 
2 0 1 7 ; W einer &  Greene, 2017).

Sm ith et al. (1992 ; see also Sm ith, 2000) presents a large volum e o f  prede­
fined coding schemes for the nonclinical measurement o f  psychological char­
acteristics called them atic content analysis. T h e  volum e began w ith a focus on 
the needs o f  scholars coding TA T outcom es but was expanded to include cod ­
ing open-ended survey responses, archival historical docum ents, and everyday 
verbal materials such as conversations, reports o f  dreams, and transcripts o f  T V  
programs. C oding schemes include power m otivation, intim acy motive, and 
psychological stances toward the environm ent, am ong many others. C ontent 
analysis has also been used to assess psychom etrics for clinical purposes, as w ith 
the coding scheme developed by Gottschalk and colleagues. T h e  CA TA  form  
o f  this scheme, PC A D , is described in the next section.

C A T A  options

T here are dozens o f  available com puter-aided text analysis (CATA) programs 
(see N euendorf, 2 0 1 7 , for a fuller list and com parison chart). Som e o f  the more 
useful CA TA  programs that show the range o f  options are:

P C A D  (Psychiatric Content Analysis and Diagnosis)

T h e application o f  content analysis to an individual’s naturally occurring com ­
m unication (e.g., speech or writing) in order to assess mental states, em otions, 
and neuropsychiatric indicators to provide preliminary diagnostics for psychi­
atric purposes was the life ’s w ork o f  Louis Gottschalk. W ith  his team , he first 
developed an elaborate hum an-coded scheme, w ith a com puter-driven system 
(PCA D ) the eventual outcom e (Gottschalk, 1995 ; Gottschalk & B ech tel, 2 0 07 ; 
2008 ). T h e  40  P C A D  measures include 14 subscales for depression, cognitive
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im pairm ent, and six anxiety subscales. U nlike most other content analyses (and 
them atic analyses), P C A D  is designed for idiographic purposes.4 That is, the 40 
measures are applied to an individual in order to produce “candidate diagnoses 
for consideration” for that individual. For example, President R onald  R eagan 
was found to exhibit a “significant increase” in cognitive im pairm ent betw een 
the 1980  and 1984 presidential debates (although Gottschalk held the release o f  
the findings until 1987 ; R om ney, 1997).

L IW C 2 0 1 5  (Linguistic Inquiry and Word Count)

Devised as an automated m ethod to detect im portant differences am ong essays 
by individuals w ho had undergone traumatic experiences, L IW C  has since 
been used in a wide array o f  other applications (Pennebaker, 2 011 ; Penne- 
baker et al., 2015 ). L IW C  uses dozens o f  dictionaries to measure linguistic 
and paralinguistic dimensions, relativity dimensions, psychological constructs 
(e.g., affective processes, such as anger; cognitive processes, such as inhibition), 
and other constructs. Pennebaker and C hung (2009) applied L IW C  to texts 
authored by al-Q aeda leaders Osama bin Laden and Ayman al-Zaw ahiri, com ­
paring their speech w ith that o f  other extremist groups, concluding that bin 
Laden increased his cognitive com plexity and em otionality after 9/11 and that 
p ost-2003 the use o f  anger and hostility words by both al-Q aeda leaders was 
m uch higher than that for other extrem ist groups.

Profiler Plus

Profiler Plus is a “general purpose text analytics (natural language processing) 
system” that allows for multi-pass, rule-based analyses o f  text, relying on sub­
stantial researcher input and specification rather than m achine learning (social- 
science.net/tech/profilerplus.aspx). T h e  platform  offers a num ber o f  coding 
schemes that have already been created for applied projects, such as Leadership 
Trait Analysis and conceptual/integrative complexity. A  num ber o f  Profiler Plus 
coding schemes are com puterized adaptations o f  psychom etric measures pre­
sented in  the Sm ith et al. (1992) volume, including need for achievem ent, need 
for affiliation, and need for power. U ser-created, custom  coding schemes may 
also be devised.

Yoshikoder

T h e freeware Yoshikoder is particularly useful for analysts w ho are construct­
ing their own CA TA  dictionaries. Yoshikoder performs basic functions, such as 
word counts, dictionary term  counts/data, K W IC , and concordances, m aking it 
a good vehicle via w hich to learn the typical process and principal functions o f  
CA TA. T h e  program provides options for the use o f  both  predefined dictionar­
ies and custom  dictionaries (http://yoshikoder.sourceforge.net/).

http://yoshikoder.sourceforge.net/


Additional examples o f  content analyses

Additional examples o f  content analyses show the range o f  message content 
that may be exam ined and the types o f  findings that are typical. B o th  hum an- 
coded and CA TA  examples show how  predefined coding schemes and CA TA 
dictionaries are employed to produce quantitative data for analysis.

Tiggem ann and Zaccardo (2016) conducted a hum an-coded content analy­
sis o f  600  images on Instagram marked w ith the “fitspiration” hashtag. T h eir a 
priori coding scheme included measures o f  body type, activity, objectification, 
and inspirational and dysfunctional quotes. Intercoder reliability was acceptable 
for each o f  the 11 measured variables. Results included the finding that most 
images o f  w om en represented only one body type -  thin (75.2% ) and visibly 
toned (56.2% ). Further, a m ajority o f  images were found to include objectifying 
elements (56% ).

Responses to sem i-structured interviews were the content analyzed in Stahl 
and C aligiuri’s (2005) study o f  coping strategies employed by expatriate m an­
agers w hile on international assignment. Interviews were conducted w ith 116 
Germ an managers in  Japan or the U .S. A  coding schem e com prised o f  30 dif­
ferent variables (i.e., types o f  coping strategies) was developed via a com bina­
tion o f  inspection o f  past literature and em ergent codes from  an exam ination o f  
the interview  transcripts. All variables in the coding scheme were found to have 
acceptable intercoder reliability. T h e  most frequently reported coping strategies 
were “emphasizes the positive in a difficult situation,” “tries to control the situ­
ation by taking initiative,” and “intentionally violates cultural norm s.” T h e  30 
strategies were further divided into two types: problem -focused (k =  14) and 
em otion-focused (k =  16). C om bining these data w ith additional self-report 
survey data from  the 166 managers, the investigators found that the prediction 
o f  cross-cultural adjustment from  the use o f  problem -focused coping strategies 
was moderated by cultural distance and position level.

B ligh, Kohles, and M eindl (2004) exam ined how  elements o f  the speeches o f  
President G eorge W  Bush changed in response to the post-9/11 environm ent. 
T h e  CA TA  program D IC T IO N  (ww w.dictionsoftw are.com /; H art, 2014), 
w hich was designed to exam ine the linguistic characteristics o f  political speech, 
was applied to 74 speeches collected from  the official W h ite  H ouse website 
(n =  39 pre-9/11 and n =  35 post-9/11). Six  o f  the 31 predefined dictionary- 
based measures in  D IC T IO N  were the focus. In A N C O V A  statistical analyses, 
it was found that the post 9/11 speeches were significantly m ore likely to 
incorporate references to collectives, faith, patriotism, and aggression and less 
likely to reference ambivalence (after controlling for speech length and word 
variety). T here was no pre/post difference found for the measure o f  optimism.

Blended approaches
Them atic analysis and content analysis each has its ow n set o f  characteristics that 
m ight be viewed as advantages, and each has limitations (see Braun & Clarke,
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2013). Them atic analysis produces a depth o f  understanding o f  the m eaning o f  
a set o f  texts. T h e  investigator is the instrum ent, and reliability am ong investiga­
tors is not typically assessed.5 For content analysis, a main assumption is that a 
coding scheme is independent o f  the individual perspective o f  an investigator. 
T h e  instrum ent is not the investigator but rather the coding scheme, w hich 
is not adaptable during the final coding process. R eliability  betw een coders is 
paramount.

Increasingly, scholars have called for m ixed-m ethods research, integrating 
qualitative and quantitative approaches in  a single study (Guest et al., 2012), 
as well as the triangulation o f  methods across studies. A  purposeful pairing o f  
qualitative and quantitative analyses has obvious advantages, given the com ple­
m entary goals o f  each (Gray & D ensten, 1998 ; Hardy, Harley, &  Phillips, 2004).

Som e scholars have recognized this com plementarity. Fereday and M u ir- 
Cochrane (2006) called for a hybrid approach to them atic analysis, including 
both deductive and inductive coding. Walker, van Jaarsveld, and Skarlicki (2017) 
utilized a m ixed-m ethod approach to analyzing custom er service employee 
incivility toward customers. Brough, O ’D riscoll, and Biggs (2009) provide an 
example o f  a hybrid approach to content analysis and them atic analysis in w hich 
an initial, a priori content analysis coding scheme based on theoretic and practi­
cal considerations was supplemented by additional codes derived in an itera­
tive, em ergent process o f  them atic analysis. T h e  analysis exam ined responses to 
sem i-structured interviews w ith parents w ho had returned to w ork w ithin a 
year o f  the birth o f  a child. T h e  resulting schem e was assessed for reliability by 
the inclusion o f  an additional coder. T h e  study exem plified the viability o f  a 
blended approach to message analysis.

Conclusion
T h e utility o f  message analysis techniques, including the oft-used content anal­
ysis and them atic analysis, has been  demonstrated in hundreds o f  studies across 
disciplines, including applied psychology. These two sets o f  methods produce 
different types o f  conclusions, w ith content analysis providing quantitative, 
objective, reliable measures about messages and them atic analysis most typically 
resulting in  qualitative, inductive, conclusions about themes in message content. 
T h e  two types may be seen as complementary, each providing a different per­
spective on a set o f  messages. As the volum e o f  recorded messages continues to 
grow, notably online, applications o f  these two message analysis techniques will 
becom e increasingly im portant.

Notes
1 T h e distinction between quantitative and qualitative might be viewed as “a rather thin 

and discreet line. . . [as] most qualitative studies do contain some kind o f quantitative 
inform ation (numbers)” (Schedler & Mudde, 2010 , pp. 4 1 8 -4 1 9 ). Elsewhere, I recom ­
m end applying the labels o f  quantitative and qualitative separately to the phenom enon
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under investigation and to the analytical strategies used to describe or summarize the phe­
nom enon. For example, the typical task o f  quantitative measurement is to assign numerical 
values to qualities o f  a phenom enon (Neuendorf, 2017).

2 Beyond thematic analysis, other examples o f  wholly qualitative methods include phenom ­
enological analysis, grounded theory, herm eneutic analysis, narrative analysis, discourse 
analysis, and conversation analysis (see Alhojailan, 2012 ; Harper & Thom pson, 2012; 
R ohleder & Lyons, 2015 ; Smith, J . A ., 2008). Them atic analysis is reported to be compat­
ible w ith the overarching methodologies o f  various qualitative research approaches (e.g., 
phenomenology).

3 T h e more detailed definition given in my textbook on content analysis follows:

Content analysis is a summarizing, quantitative analysis o f  messages that follows the 
standards o f  the scientific m ethod (including attention to objectivity -  intersubjec­
tivity, a priori design, reliability, validity, generalizability, replicability, and hypothesis 
testing based on theory) and is not limited as to the types o f variables that may be 
measured or the context in w hich the messages are created or presented.

(Neuendorf, 2017 , p. 17)

4 However, some investigators have used the PC A D  measures on multiple cases for nom o­
thetic purposes (for the distinction between idiographic and nom othetic approaches, see 
Te’eni, 1998, and W einer & Greene, 2017). For example, Sm ith (Smith, S. S., 2008) applied 
measures from PCAD, as well as from Profiler Plus, to 96 instances o f  threatening com m u­
nication from F B I case files. A m ong other findings, she reported that threateners exhib­
iting less ambivalent hostility (from PC A D ) and higher conceptual complexity (from 
Profiler Plus) were m ore likely to act on their threat.

5 Some scholars have proposed processes o f  reliability and validity assessment in thematic 
analysis by the inclusion o f  additional, independent reviewers to validate themes and to 
indicate level o f  reliability o f  feedback across reviewers (Alhojailan, 2012). However, these 
techniques, m ore closely aligned w ith positivist perspectives, are not routinely part o f  
thematic analysis.
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Carlo Tramontano and Roberta Fida

Introduction

T h e aim  o f  this chapter is to provide a description o f  the most com m on ana­
lytical approaches used in quantitative research. In order to provide the reader 
w ith examples o f  research ‘in practice’, throughout the chapter we will take the 
perspective o f  a researcher, Mary, and we will describe the analytical processes 
she may use to address the different research questions and to test the corre­
sponding hypotheses. M ore specifically, M ary is interested in ethics in higher 
education and is assessing these four research questions: W h at are the frequencies 
o f  the different types o f  cheating behaviours? Is cheating behaviour more frequent among 

fem ales or males? Is cheating behaviour more common in some specific faculties? W hat are 
the factors that hinder or foster the engagement in cheating behaviour?

As we will describe in  the follow ing sections, each o f  these questions leads 
to a specific analytical approach: describing a phenom enon (e.g., frequencies 
o f  different forms o f  cheating behaviour), testing for group differences (e.g., 
gender and faculties differences), investigating relationship (e.g., association o f  
cheating behaviour w ith other variables) and predicting outcom es (e.g., cheat­
ing behaviour as an outcom e o f  other variables).

Describing a phenomenon

Based on the literature review M ary has undertaken before designing the research, 
she prepared an online questionnaire comprising the following sections:

• Inform ation sheet and consent form ;
• demographic inform ation: gender, age, ethnicity, parents’ educational level;
• background inform ation: faculty, current academ ic year;
• cheating behaviour: four items asking the students to rate how  frequently 

they engaged respectively in plagiarism, use o f  crib notes, seeking hints and 
unauthorised collaborations on a scale from  1, corresponding to ‘never’, to 
5, corresponding to ‘always’;

• academic self-efficacy: five items asking students to rate how  confident they 
perceived themselves in  each o f  the statements using a five-point Likert
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scale from  1, corresponding to ‘not confident at all’, to 5, corresponding to 
‘com pletely confident’;

• moral disengagement: five items asking the students to rate their level o f  
agreem ent w ith each o f  the item s, using a five-point Likert scale from  1, 
corresponding to ‘agree not at all’, to 5, corresponding to ‘totally agree’ .

After obtaining the ethical approval from  the ethics board o f  her university, 
M ary forwarded a link to all students enrolled in her university (N  = 15,000). 
Overall, 10 ,000  students answered the questionnaire. As a preliminary step 
M ary describes the sample.1 Specifically, as initial inform ation she computes 
the response rate that is the proportion o f  students w ho actually com pleted the 
questionnaire, given the total num ber o f  students initially contacted. Based on 
the results o f  the research, M ary has a response rate of:

10 ,000  (number o f  students who filled  in the questionnaire) ^  |Q0 _  67У

1 5 ,000  (number o f  students who were initially contacted)

She then describes the respondent sample characteristics. These variables are 
not equivalent in terms o f  measurement levels (i.e., nom inal, ordinal, interval and 
ratio); hence, different types o f  indices are computed. Specifically, gender, ethnic 
group and faculty are discrete nominal variables, including a range o f  categories 
that are mainly qualitative in nature and cannot be sorted in any specific order. 
For these variables, M ary reports the frequency, the corresponding percentage o f  
each category, and the mode that is the most frequent categories for each variable.

O ther variables in the questionnaire are assessed at a higher level o f  measurement. 
For example, the parents’ level o f  education is a discrete ordinate variable, meaning 
that the corresponding numerical values can be sorted. For this type o f  variable, 
Mary, along with frequency, percentage o f  each category and the mode, reports 
also the median. This index o f  central tendency denotes the category that splits the 
variable distribution in half. In contrast, age is a continuous quantitative variable 
measured at ratio level, and accordingly M ary reports the range (i.e., the lowest and 
the highest values within the sample under study), the mean (i.e., the average score) 
and the standard deviation (or the variance) that is a measure o f  the variability around 
the mean within the sample. Overall, the sample descriptive statistics are reported in 
a specific paragraph o f  the research summary (or scientific paper/dissertation) and 
could also be included in a table. For example, M ary writes:

Overall, 1 0 ,0 0 0  students (53 .5%  fem ale) participated in the research (response 
rate: 67% ). They ranged in age between 17 and 42  years old, with a mean age o f  
19 (SD  = 4 .23 ). T he majority o f  students are enrolled in social sciences (38.9% ), 
while 2 8 .3 %  are in health sciences, 17 .2%  in science, and 15 .6%  arts and human­
ities. Furthermore, the majority o f  the sample comprises first-year undergraduate 
students (3 6 .1  %), while the remainder are second-year undergraduate students 
(28 .2% ), third-year undergraduate students (19 .6% ) and postgraduate (16.1% ).
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T able  1 9 .1  S a m p le  d e scrip tiv e  statistics

f  (% ) R a n g e  (M in -M a x )  M  (S D )

Gender M a le 4 ,6 5 0  (4 6 .5 )
F e m a le 5 ,3 5 0  (5 3 .5 )

Age 1 7 - 4 2  1 9  (4 .2 3 )
Faculty S o c ia l  s c ie n ces 3 ,8 9 0  (3 8 .9 )

H e a lth  s c ie n c e s 2 ,8 3 0  (2 8 .3 )
S c ie n c e 1 ,7 2 0  (1 7 .2 )
A rts  a n d  h u m a n itie s 1 ,5 6 0  (1 5 .6 )

Year o f  course 1 U G 3 ,6 1 0  ( 3 6 .1 )
2  U G 2 ,8 2 0  (2 8 .2 )
3  U G 1 ,9 6 0  (1 9 .6 )
P G 1 ,6 1 0  (1 6 .1 )

N ote. f  =  frequency; M in -M a x  =  m inim um and m axim um ; M  = m ean; S D  =  standard deviation; 1
U G  =  first-year undergraduate; 2  U G  =  second-year undergraduate; 3 uG  =  third-year undergraduate; 
P G  =  postgraduate

Describing cheating behaviour

C heating behaviour was measured, as previously m entioned, on a scale from  1 
to 5. This type o f  scale is usually referred to as Likert scale and is often used in 
survey-based research to ask participants to rate, for example, their frequency, 
agreem ent, or liking w ith each scale item . Formally, this type o f  variable is 
a discrete ordinal variable; however, under certain assumptions, it is possible 
to treat this type o f  variable ‘as i f ’ it was continuously measured at interval 
level.  This is possible w hen the num ber o f  categories is large enough (at least 
five), the variable is norm ally distributed (see Table 19.1), and the sample size 
is adequate (e.g., Babakus, Ferguson, &  Joreskog, 1987 ; B ollen  & Barb, 1981; 
B reckler, 1990; M aurer &  Pierce, 1998 ; Tabachnick & Fidell, 2014). Accordingly, 
M ary describes cheating behaviours by analysing frequency and percentage o f  
each form  o f  m isconduct, along w ith the m ode, median and m ean, w ith the 
corresponding standard deviation. In addition, M ary also reports the m ean and 
standard deviation o f  the overall cheating behaviour score.

R eferrin g  to this table M ary w rites:

Between 50  and 60%  o f  the students reported to have engaged sometimes in some 
form s o f  cheating behaviour; between 15 and 2 4%  on a fe w  occasions; between 14 
and 2 3%  quite a bit; between 2 and 5%  never; and only between 1 and 4%  often. 
O verall, in the sample under study, the cheating behaviour average score is about 3  
(SD  1.3).

Testing fo r  group differences

M ary now  wants to explore w hether there are gender differences in cheating 
behaviour. To this end she runs a t-test for independent samples. Specifically, the 
statistical hypotheses she is testing are:
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h 0(n u ll h y p o th e s is ): jU. = %f e m a le  -  that is, males and females in the popula­
tion have the same mean in cheating behaviour; 

h 1(a lte rn a tiv e  h y p o th e sis): jU. % Mfe m a le  -  that is, males and females in the
population differ in cheating behaviour.

As shown in the alternative hypothesis, M ary is not positing any specific 
differences betw een males and females, hence in  this case we refer to h 1 as a 
bidirectional hypothesis. I f  she would have had a specific idea about the direction 
o f  the differences, she could have posited a unidirectional hypothesis. For example, 
M ary could have hypothesised jU. >  %fe m a le  i f  she expects males to engage more
frequently in cheating or, alternatively, %fe m a le  > Mm a le  i f  she expects females to 
engage m ore frequently in  cheating.

As shown in Table 1 9 .3 , M ary reports the means o f  cheating behaviour sepa­
rately for the two groups (i.e., females and males), the value for t and the asso­
ciated level o f  significance. Setting the significance level at a  =  .05 (two-tails), 
M ary can reject the null hypothesis and conclude that males engage signifi­
cantly m ore frequently in cheating behaviour than females (because the mean 
score for males is significantly higher than the mean scores for fem ales). Along 
w ith this inform ation M ary could also include the effect size  that is a measure 
o f  the strength o f  the difference, as expressed by the C o h en ’s d index (typically 
used w hen groups have similar sample size and standard deviations). Generally, 
values o f  C o h en ’s d are considered small w hen <  .20, m edium  w hen betw een 
.20 and .50, or large w hen > .50 (C ohen, 1988).

Table 19 .2  Cheating behaviour descriptive statistics

(1) (2) (3) (4) (5) M o M e M (SD)

Plagiarism  500 2400  5000 2000  100 (3) (3) 2 .88  (1.3)
(5%) (24%) (50%) (20%) (1%)

Use o f  crib notes during test 400 2000  6000 1400 200 (3) (3) 2 .90  (1.3)
(4%) (20%) (60%) (14%) (2%)

Seeking hint during a test 200  1500 6000 1900 400 (3) (3) 3 .08  (1.4)
(1%) (15%) (60%) (19%) (4%)

Unauthorised collaborations on an 200 1800 5500 2300  200  (3) (3) 3.05 (1.3)
assignm ent (2%) (18%) (55%) (23%) (2%)

Overall cheating behaviour 2 .98  (1.3)

Note. (1) = Never; (2) = On a few occasion; (3) = Sometimes; (4) = Quite a bit; (5) = Often; Mo = mode; 
Me = median; M = mean; SD = standard deviation

Table 19.3  Results o f  t-test for independent samples

Females — M  (SD) Males -  M  (SD) t p

Cheating behaviour 2.7 (1.3) 3 .2 (1.7) 16.33 .001

Note. M = mean; SD = standard deviation.
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To test for gender differences, instead o f  the t-test, M ary could have con ­
ducted a one-w ay A N O V A  analysing the Fisher’s F  and the associated level o f  
significance. In this case she reports the F  value, the degrees o f  freedom , the 
level o f  significance and the effect size, as expressed by the П2 , summarising the 
percentage o f  variance for the dependent variable explained. W h en  com par­
ing two groups on one variable, t =  V F , t-test or the one-w ay A N O V A  are 
equivalent.

M ary now  wants to compare student’s cheating behaviour across faculties 
(i.e., social science, health science, science and arts and hum anities). Since there 
are m ore than two groups, M ary wisely opts to use the one-w ay A N O V A , pro­
viding a simultaneous com parison betw een the four groups (for a m ore detailed 
explanation, see Fields, 2 0 0 9 ). Specifically, the statistical hypotheses associated 
w ith Fisher’s F  are:

h 0 (n u ll h y p o th e s is ): jU. = ^h s  = p  =  jU -  that is, students from  different 
faculties have the same m ean in cheating behaviour;

h 1 (a lte rn a tiv e  h y p o th e sis  h i ) :  A ss *  Ahsor A ss *  A sor Ass *  Aahor Ahs 

A ss *  Ahsor Ass *  Asor Ass *  Aahor Ahs *  A sor Ahs *  Aah As *  Aah -  that ^  

students from  at least two faculties have different means in cheating 
behaviour.

As shown, w ith the A N O V A , i f  we rejected the null hypothesis we cannot 
identify in w hich faculty cheating behaviour is significantly m ore frequent than 
others, so we would need to explore post hoc tests. This w ill allow the researcher 
to run pairwise comparisons to specifically test all the possible com binations o f  
groups. Post hoc tests in this example are basically a procedure to run pairwise 
t-tests to determ ine w hich groups are equal and w hich are significantly differ­
ent from  each other. Since on the same dataset M ary will com pare six pairs, 
she needs to adjust the level o f  significance by using B on ferron i’s correction . 
H ence, she sets the significance level at a  =  .008 (.05/6).

An im portant note o f  caution for M ary w hen testing these group differences 
is that one o f  the assumption for both  t-test and A N O V A  is the norm ality o f  the 
dependent variable. W hat does this mean? This means that the frequency distri­
bution for engagem ent in plagiarism in her sample should be approximable to 
the norm al (or Gaussian) distribution, also know n as the ‘bell curve’ due to its 
shape. H ow  can M ary verify this? A  first indication can derive from  the graphical 
representation (i.e., histogram) o f  the frequency distribution for engagem ent in 
plagiarism. In addition, it is possible to analyse the skewness and the kurtosis 
o f  the distribution. Skewness refers to the symmetry o f  the frequency distri­
bution, w ith distribution considered positively skewed  w hen lower categories 
have greater frequencies versus negatively skewed  w hen higher categories have 
greater frequencies. Kurtosis refers to the shape o f  the peak o f  the distribution. 
D istributions are defined as leptokurtic w hen the data are highly concentrated 
around the mean, resulting in  a sharp peak o f  the curve (i.e., data tend to be 
mainly concentrated in  a lim ited range o f  values, w ith options around the tail(s)
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particularly underrepresented). In contrast, distributions are defined as platykur- 
tic w hen the data are spread across the range o f  variable categories resulting in 
a relatively flat peak o f  the curve (i.e., data tend to be spread across the possible 
values, w ith options around the tails particularly overrepresented).

W h en  analysing descriptive statistics for the specific frequency distribution, 
almost any statistical package allows the researcher to have indices for skewness 
and kurtosis along w ith mean and standard deviation. As a rule o f  thumb, values 
for both  indices that are low er than one in absolute value (< |1|, meaning 
values ranging betw een —1 and +1) are considered adequate to assume that 
there is a norm al distribution, although in some cases a cu t-o ff value o f  |1.5| 
also has been  suggested.

W hat happen i f  this assumption is not verified? D o  not panic! There are some 
transformations that can be applied to the data in order to improve the norm al­
ity o f  the distribution. For example, in case o f  a positively skewed distribution, 
in w hich lower categories have greater frequencies, the scores x  on the variable

1
can be transformed in their reciprocal (in case o f  strong skewness) or by

x
using the logarithm ic function log x  or the root square f i x  (in case o f  m od­
erate skewness). In case o f  a negatively skewed distribution, in w hich higher 
categories have greater frequencies, the scores x  on the variable can be similarly 
transformed 1/k — x; Log(k — x); root(k —-  x), w here k  is equal to 1 + the 
highest value in  the distribution. Furtherm ore, A N O V A  analysis is considered 
robust for violations o f  norm ality; that is, even i f  the dependent variable is not 
perfectly norm ally distributed, results tend to be quite reliable, but it is good 
practice to interpret the findings w ith some caution. N otw ithstanding this, 
w hen the violation o f  norm ality is particularly evident and is not negligible, an 
alternative analytical strategy should be pursued (e.g., non-param etric analysis).

Investigating relationships between the variables
Progressing in her investigation, M ary also wants to explore the association 
betw een cheating behaviour and academic self-efficacy (i.e., students’ beliefs 
about their ability to manage their academic activities) and academ ic moral 
disengagement (i.e., cognitive mechanisms students may use to temporarily 
silence their moral control and engage in  deviant conduct). A  measure o f  asso­
ciation provides inform ation about w hether and how  two measures co-vary, 
that means w hether the increase in one measure corresponds w ith an increase 
(positive correlation) or a decrease (negative correlation) in the other. H ence, 
there is not a hypothesis o f  causation (i.e., A  causes B) but ju st o f  co-variation 
(i.e., A  and B  ‘m ove’ together). Accordingly, the hypotheses M ary is testing are:

h 0 (n u ll h y p o th e sis): there is no association betw een the variables (correla­
tion coefficient =  0); 

h t (a lte rn a tiv e  h y p o th esis  h i ) :  there is a significant association betw een 
the variables (correlation coefficient Ф 0).
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Since the variables under study are measured at interval level (five-point 
Likert scales), M ary analyses the Pearson’s r that is the correlation index used for 
variables assessed on interval or ratio scale. M ary’s results produce the following 
associations, summarised in Table 1 9 .4 :

Table 19 .4  Correlations among the study variables

(1) (2) (3)

A cadem ic self-efficacy (1) 1 -0 .3 1 - 0 .3 5
M oral disengagem ent (2) -0 .3 1 * * 1 .40
Cheating behaviour (3) -0 .3 5 * * .40** 1

N ote. * p  < . 05 ; * *  p  <  .01

T h e correlation m atrix is a square m atrix w ith as many rows (an equal num ­
ber o f  columns) as the num ber o f  variables under study (in this case 3 X 3). It 
is also a sym m etric m atrix w ith respect to the main diagonal. Since the cor­
relation coefficients are a measure o f  co-variation and the correlation betw een 
A  and B  is the same as the one betw een B  and A (rA B  = r ), w hen presenting 
the correlation m atrix, only the values below  or above the principal diagonal 
are reported. In addition, the correlation betw een one variable and itself is 
obviously perfect (rA A  = 1); this inform ation in the principal diagonal is usually 
om itted in the table, since it is tautological and irrelevant. In reference to this 
correlation table M ary reports:

Academic self-efficacy, moral disengagement and cheating behaviour are significantly 
associated to each other. In particular cheating behaviour negatively correlates with 
academic self-efficacy (r =  - .3 1 )  and positively correlates with moral disengagement 
(r =  .40). Hence, the more students engage in cheating behaviour, the less they 
perceived themselves as able to manage their academic activities (and vice versa) and 
the more they are prone to silence their moral control to engage in deviant conduct, 
and vice-versa. Furthermore, academic self-efficacy and moral disengagement shows 
a significant negative association (r =  - .3 1 ) ,  meaning that the more students per­
ceived themselves as able to manage their academic activities the less they are prone 
to silence their moral control, and vice-versa.

Please note that should M ary be interested in exploring the associations 
betw een variables that are assessed at a different measurement level, she should 
refer to alternative indices, depending on the specific type o f  variables under 
study. Specifically:

• Spearm an’s rho: for correlations betw een two ordinal variables;
• K en dal’s tau: like rho, it is used for two ordinal variables;
• point-biserial coefficient: w hen one o f  the two variables is dichotom ous and 

the other is continuous; and
• tetrachoric coefficient phi: w hen both variables are dichotom ous.
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However, all these indices, independently from  their specific formulas and 
procedures for calculation, vary betw een —1 (i.e., perfect negative correlation) 
and +1 (i.e., perfect positive correlation), w ith 0 indicating the absence o f  asso­
ciation (i.e., A  and B  ‘m ove’ independently from  each other). In sum, the sign o f  
the correlation index provides inform ation about the direction o f  the relation­
ship (positive vs. negative), w hile the absolute value o f  it provides inform ation 
about the strength o f the relationship. A ccording to the guidelines available in 
the literature, the association is considered weak for values below  .10 , moderate 
for values betw een .10 and .30, m edium  for values betw een .30 and .50, and 
strong for values greater than .50 (C ohen, 1988).

Predicting outcomes

So far, M ary has established a co-variation betw een academic self-efficacy, moral 
disengagement and cheating behaviour. However, relying on social cognitive the­
ory, she has a more specific hypothesis testing w hether academic self-efficacy and 
moral disengagement are two significant antecedents o f  cheating behaviour. To test 
this hypothesis, after exploring the correlation among these three variables, M ary 
runs a multiple regression analysis that examines the linear relationship between 
the two independent variables (quantitative or dichotomous) and her depend­
ent variable (at least on an interval scale, although alternative approaches do exist 
that could be implemented with dichotomous or ordinal variables). A  regression 
analysis provides M ary w ith regression coefficients (Pi), expressing the relation­
ship between the dependent and each independent variable, after controlling for 
the others. These coefficients, differently from correlation coefficients, express a 
non-symmetrical and unidirectional relationship, in w hich it is hypothesised that 
values in the dependent variable are influenced by values in the independent vari­
able and not vice-versa. In relation to her study, M ary posits this set o f  hypotheses:

h„ „ _ (n u ll h y p o th e sis): В =  0; self-efficacy does not signifi-
0  s e l f - e f f i c a c y  '  *  1 7 1  s e l f - e f f i c a c y  7 ^

cantly affect cheating behaviour; 
h, „  _ (a lte rn a tiv e  h y p o th e sis  h i ) :  В „ „ Ф 0 ; self-efficacy does

1 s e l f - e f f i c a c y  '  *  A 7 1  s e lf  e f f ic a c y  7

significantly affect cheating behaviour. 
h„ (nu ll h y p o th e sis): В =  0; moral disengage-

0  m o r a l  d i s e n g a g e m e n t  '  7  A 7 1  m o r a l  d is e n g a g e m e n t  ^  ^

m ent does not significantly affect cheating behaviour; 
h, (a lte rn a tiv e  h y p o th e sis  h i ) :  В Ф 0; moral

1 m o r a l  d i s e n g a g e m e n t  '  7  A 7 1  m o r a l d is e n g a g e m e n t

disengagement does significantly affect cheating behaviour.

M ary produces the follow ing results in Table 1 9 .5 :

Table 19 .5  Summary o f  the results from multiple regression analysis

b в P

A cadem ic self-efficacy - .27 - .25 .001
M oral disengagement .34 .31 .001
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T h e unstandardised regression coefficient (b) is expressed in the same meas­
urem ent units as the variables and can then be difficult to interpret. For this rea­
son, what is generally reported is the standardised regression coefficient (P), w hich 
represents the expected change in the standardised dependent variable for a 
change o f  one standard deviation in  the independent variable. Similar to cor­
relation coefficients, these regression coefficients can vary from  —1 (perfect 
negative association) and +1 (perfect positive association), w ith 0 indicating 
the absence o f  relationship (i.e., self-efficacy and cheating behaviour ‘m ove’ 
independently from  each other). T h e  sign o f  the regression coefficients provides 
inform ation about the direction o f  the relationship (positive vs. negative), while 
the absolute value o f  it provides inform ation about the strength o f  the relation­
ship. Based on the results, M ary w rites:

Results o f  the multiple regression attested that both academic self-efficacy and moral 
disengagement significantly affect cheating behaviour. In particular, the form er hin­
ders it ( - .2 5 )  and the latter fosters it (.31).

In addition to this Mary, is also reporting the R 2 (varying betw een 0 and 1) 
expressing the proportion o f  variability o f  the dependent variable that is 
explained overall by the independent variables. Accordingly, assuming R 2 is 
equal to .1 7  in her analysis, she w rites:

Overall, both self-efficacy and moral disengagement explained 17%  o f  the variance 
o f  cheating behaviour.

Conclusion
This chapter provided a b r ie f overview o f  a process o f  data analysis ‘in  prac­
tice ’. W e did not discuss the preliminary steps prior to data analyses w hich 
M ary would follow. In particular, missing value analysis and data preparation are 
essential actions to undertake and are discussed in  detail in  Chapters 16 and 17 
o f  this volume. This chapter emphasises the need for researchers to have a clear 
idea o f  what they want to investigate, since their hypotheses and the research 
design will direct the specific analytical approach to be used, w orking under the 
assumption that statistical analysis should be always considered not as an end in 
itself but as a means to address research problems.

Note
1 Please note that all the data presented in this chapter are completely fictitious. Tables and 

statistics are reported exclusively as examples and do not reflect actual findings.
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20 Mediation analysis and 
conditional process models

Joshua L. Howard, Patrick D. Dunlop, 
and Michael J . Zyphur

Introduction

O n e fundamental goal o f  the social and applied sciences is to improve our 
understanding o f  how  an independent variable or predictor (X) relates to a 
dependent variable or outcom e o f  interest (Y). As a simple example, industrial 
and organizational psychologists have long taken an interest in investigating the 
relations o f individual differences such as personality traits and cognitive ability 
w ith organizationally relevant outcom es such as jo b  perform ance (Schm idt & 
H unter, 1998), resulting in  practical advice for personnel selection. However, 
scientific enquiry has evolved from  simply investigating the presence, absence, 
or strength o f  relations betw een two variables to understanding the processes that 
tie variables together; that is, understanding why, how, or through what m echa­
nisms X  affects Y, such as through a mediating variable (M), such that X  affects 
Y  indirectly via M  (Judd & Kenny, 1981).

For this purpose, the influential article by Baron and Kenny (1986) popular­
ized the term  “m ediation” w ithin the applied sciences, triggering a b oom  in  the 
investigation o f  process models — here, we use the term  “process m odel” syn­
onymously w ith “m ediation m odel,” “m ediation analysis,” or “indirect effects 
m odel.” Indeed, R u ck er, Preacher, Tormala, and Petty (2011) reported that 59% 
o f  articles published in the Journal o f  Personality and Social Psychology, and 65%  o f 
articles in  the Personality and Social Psychology Bulletin  betw een 2005  and 2009  
included at least one m ediation analysis. N onetheless, as Hayes (2009) noted, 
there is evidence o f  substantial misunderstanding w ith regard to the appropri­
ateness o f the different approaches researchers can employ to evaluate process 
models (see also Hayes & Scharkow, 2013).

This chapter fam iliarizes the reader w ith  the principles o f process models 
and currently recom m ended steps for testing m ediation hypotheses contained 
therein. In doing so, we first com m ence w ith  an overview  o f the basic p rin ci­
ples o f process m odels and then provide a review  o f com m on m ethods to test 
indirect effects in  process m odels, along w ith  recom m endations for research­
ers. W e then provide an accou nt o f  the ways in  w h ich  basic process models 
can be extended to test m ore com plex processes, including conditional pro­
cess models. W e conclude w ith  a b rie f discussion o f several critical conceptual



and m ethodological issues that should be considered w hen w orking w ith 
process m odels.

The basic process model
Process models concern  m ediation hypotheses and are used to answers ques­
tions concerning how  or why X  affects Y. For this, relevant terms include “m ech­
anisms,” “causal chains,” “processes,” “mediators,” or “indirect effects.” Im plicit 
in each o f  these terms is the notion  that X  is causing Y  through the mechanisms, 
causal chains, processes, mediators, or in the form  o f  indirect effects that are 
operationalized in  a m odel. To illustrate, Figure 20.1  depicts three causal m od­
els. Figure 2 0 .1 A represents a simple hypothesis that X  directly causes Y  (i.e., X  
has a direct effect on Y), w ith c representing the magnitude o f  this causal relation. 
W ithou t any additional paths for Y  to affect X , c is also the total effect o f  X  on Y. 
O n  the other hand, the two models depicted in  Figures 2 0 .1 B  and 2 0 .1 C  are 
process models.

In its most basic form , a process m odel involves a single mediating variable M  
that transmits the effect o f  the independent variable (X) on the outcom e (Y). In 
specifying such a m odel, the researcher proposes that X  has an indirect effect on Y  
through the mediator M . Figure 2 0 .1 B  shows an indirect effect m odel w herein X  
only affects Y  through M ; that is, the indirect effect is the only process that ties X  
to Y, so that the total effect o f  X  on Y is com prised o f  an indirect effect only (with 
no direct effect o f  X  on Y ). T h e  magnitude o f  the indirect effect is equal to 
the product o f  the two paths constituting the X ^ M ^  Y  relationship, namely 
a X b.  W h en  an indirect effect equals a total effect, the relationship is sometimes 
referred to as “full” or “com plete” m ediation, since M  is hypothesized to com ­
pletely account for (i.e., fully or com pletely mediate) the effect o f  X  on Y. To 
describe why a mediated or indirect effect is operationalized as the product o f  
paths such as a X b, consider equations for Y  and M  that omits intercepts and 
residuals but roughly correspond to Figure 2 0 .1 B  as follows:

M  =  a X X  

Y  =  b X M

so that w ith substitution the indirect effect o f  X  on Y  can be shown as follows:

Y =  b X (a X X ) =  a X b X

This result can also be described substantively. Consider a case w here a human 
resources practice such as a high perform ance reward system is put in  place 
(X), w hich in turn affects employee m otivation (M) w ith an effect a =  .5. This
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Figure 2 0 .1 A  D irect effect
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Figure 2 0 .1 C  D irect and indirect effects

N ote . A  direct effect m odel (1A) and two simple process m odels in corporating an indirect effect only 
(1B) and a direct and indirect effect (1C)

increase o f  .5 for employee m otivation then increases jo b  perform ance (Y), 
w ith an effect b =  .5. In the end, the total increase in  jo b  perform ance Y  due to 
the high perform ance reward system X  is only .25 because the initial increase o f  
.5 in  motivation M  is multiplied by .5 w hen transmitted to Y. T h e  crucial idea 
is that increasing X  changes M  by some am ount a (e.g., .5), and this change is 
then weighted by the am ount o f  change that M  causes in Y  b (i.e., .5), resulting 
in the indirect effect a X b.

Figure 2 0 .1 C  shows a direct and indirect effect m odel, incorporating a direct 
path from  X  to Y, denoted as c' and an indirect path through M  a X b. In models 
like this, M  does not com pletely explain why or how  X  causes Y. Instead, X  
still remains a direct cause o f  Y  after accounting for the m ediator M  (or at least 
other possible mediators that would account for this direct effect are unmeas­
ured). This kind o f  m odel is sometimes called “partial m ediation” because the 
total effect includes a direct and indirect effect (i.e., after accounting for M , an 
effect o f  X  on Y remains).

Common approaches to testing indirect effects 
in process models
W h en  using data to test process models, researchers estimate the indirect effects 
that represent the process by w hich X  affects Y . As described earlier in the sim­
ple process models, this indirect effect is the product o f  the parameters a and b 
in Figures 2 0 .1 B  and 2 0 .1 C . Therefore, the null hypothesis in process models is 
that the indirect effect o f  X  on Y  through M  is zero, or a X b =  0. Testing this 
hypothesis has generated substantial debate. Historically, the three most com ­
m on approaches to this test are the causal steps approach (Baron & Kenny, 1986;
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Judd & Kenny, 1981), the Sobel test (Sobel, 1982), and resampling techniques 
know n as bootstrapping (Bollen & Stine, 1990 ; Lockw ood & M acK innon, 1998) 
although Bayes, M o n te  Carlo, and partial posterior p -value approaches are also 
possible but are far less com m on (see Biesanz, Falk, &  Savalei, 2 0 1 0 ; Preacher & 
Selig, 2012).

T h e  causal steps m ethod marked the beginning o f  widespread tests for m edi­
ation (owing to Baron & Kenny, 1986 ; Judd & Kenny, 1981). However, we do 
not cover this approach due to space constraints and because this approach suf­
fers from  multiple problems that m ore recent approaches overcom e (see Fritz, 
C ox, &  M acK innon, 2 0 1 5 ; M acK innon, Lockw ood, H offm an, W est, &  Sheets, 
2 002). T h e  same is true o f  the Sobel test, w hich various authors have recom ­
m ended avoiding because o f  its poor perform ance (see Hayes, 2 0 0 9 ; Hayes & 
Scharkow, 2013).

Instead o f  these approaches, a better perform ing and today the most co m ­
m on approach to testing indirect effects in process models relies on a resampling 
m ethod know n as the bootstrap. Bootstrapping works by treating an observed 
sample o f  N  units as i f  it were a population, sampling w ith replacem ent N  units 
to estimate an indirect effect. T h en , this process is typically repeated 10,000  
times to estimate the sampling distribution o f  the product a X b (Hayes, 2009 , 
recom m ends at least 5 ,0 0 0 ). This m ethod is useful because it is non-param etric, 
w hich is to say it does not make a priori assumptions about the distribution o f  
a X b.  T h e  result is an accurate sampling distribution and a statistically power­
ful m ethod for detecting indirect effects. Furtherm ore, the greater power o f  
the bootstrap increases as sample sizes decrease (M allinckrodt, Abraham , W ei, & 
R ussell, 2 0 0 6 ).

U sing the bootstrapped sampling distribution o f  the product a X b , tests o f  
mediation or indirect effects are typically conducted by constructing a confi­
dence interval (CI) and rejecting the null hypothesis a X b =  0 w hen the C I 
does not contain zero. T h e  estimation o f  such C Is can rely on two com peting 
approaches -  the percentile-based bootstrap C I and the bias-corrected b o o t­
strap C I. T h e  percentile bootstrap arranges all estimates o f  the indirect effect 
a X b from  the bootstrapping procedure, arranged from  smallest to largest. T he 
C I is then constructed using the middle 95%  o f  scores to represent the 95% 
C I (although CIs o f  any width can be estimated by retaining the desired m id­
dle percentage o f  a X b estimates). However, as Efron and Tibshirani cautioned 
(1993), the bootstrapped sampling distribution is not norm ally distributed, and 
therefore C Is estimated from  this distribution w ill be biased, w hich can be co r­
rected. T h e  bias-corrected bootstrap C I adjusts for this non-norm al distribution.

A simulation study by M acK innon  et al. (2004) com pared several resampling 
methods, including the percentile bootstrap and bias-corrected percentile b o o t­
strap. T h e  bias-corrected bootstrap had the greatest statistical power to detect 
true effects, although it was also prone to type I errors. T h e  C I bootstrap proce­
dure was found to have relatively high power levels but low er Type-I error rates 
compared to the bias-corrected bootstrap. These results are supported by both 
Hayes (2013) and Zhang (2014), w ho found that bootstrapped C Is perform ed



better than non-bootstrapped procedures and that the bias-corrected bootstrap 
is the most outright powerful test for indirect effects. However the percentile 
bootstrap C I represents a strong balance betw een statistical power and type 
I error; Biesanz et al. (2010) agree w ith using the percentile-based bootstrap 
over the bias-corrected bootstrap on various grounds.

In sum, the percentile bootstrap C Is and bias-corrected bootstrap CIs are the 
most com m only used and recom m ended methods for testing indirect effects 
(Hayes, 2 0 0 9 , 2013 ). In comparisons o f  their perform ance for testing indirect 
effects in process models, authors often recom m end using the percentile-based 
bootstrap as a favorable com prom ise betw een statistical power and type I error 
rate. However, studies w ith particularly low  statistical power (i.e., w here sam­
ple sizes are small or effect sizes are expected to be small) may favor the use o f  
the bias-corrected bootstrap C Is, whereas the m ore balanced percentile-based 
bootstrap is likely sufficient and desirable for m ore adequately powered stud­
ies. In practice, bootstrapping indirect effects is available in most contem po­
rary statistical packages that can undertake structural equation m odeling (SEM ) 
for estimating process models, including A M O S, SAS, Stata, SPSS, L IS R E L , R ,  
and M plus. SPSS users can also download the P R O C E S S  package by Hayes 
(2013), w hich can analyze certain process models using the SPSS graphical user 
interface.

Extended process models
B o th  o f  the process models in  Figures 2 0 .1 B  and 2 0 .1 C  incorporate only one 
mediating variable. Process models can be easily extended, however, to incorp o­
rate multiple mediators. Som e illustrative examples o f  extended process models 
(also know n as multiple mediation models) are shown in Figures 20 .2A —2 0 .2 C . 
Figure 2 0 .2 B  depicts a process m odel that incorporates two mediators, M f and 
M 2 , w hich transmit in parallel the effect o f  X  onto Y . A researcher w ho speci­
fies a model like this proposes that X  has an indirect effect on Y  through both 
mediators M f and M 2 . Thus, there are two specific indirect effects to estimate, namely 
X ^ M ^ Y  (i.e., a X b) and X ^ M ^ Y  (i.e., c X d). T h e  bootstrapping method 
can be used to estimate each o f  these effects in order to establish CIs around the 
estimates (Preacher & Hayes, 2008). In specifying models like this, researchers 
may be interested in evaluating each indirect effect separately or jointly, either 
estimating two specific indirect effects (e.g., a X b and c X d) or a single total indi­
rect effect (e.g., a X b + c X d) to determ ine either the unique indirect effects or the 
total indirect effect o f  X  on Y. Also, as w ith the simpler models in Figures 20 .1B  
and 2 0 .1 C , parallel process models can include a direct path from X  to Y based 
on the theorized effect o f  X  on Y  and tested using typical SEs and/or m odel fit 
indices in an SE M . This “optional” path is shown in gray in  Figure 2 0 .2 A .

Figure 2 0 .2 B  depicts a process m odel that incorporates two mediators that 
transmit, in sequence, the effect o f  X  on Y . That is, in  specifying this m odel, 
a researcher proposes that X  affects M 1 , w hich then in  turn affects M 2 , w hich 
then in turn affects Y . In other words, X  ultimately affects Y  through its effects
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Figure 2 0 .2 A  Parallel process model

Figure 2 0 .2 B  Serial process model

Figure 2 0 .2 C  H ybrid process model

on M  , through M ’s effect on M , and through M 2 ’s effect on Y. In this model, 
the indirect effect o f  X  on Y  is equal to the product o f  the three paths, that 
is a X b X c, and CIs for this effect can be estimated using the bootstrapping 
m ethod described earlier. N ote  that there are also two other indirect effects 
in this m odel that can also be estimated, nam ely X — M —̂—M 2  (i.e., a X b) and 
M j ——M 2 ——Y  (b X c). Again, depending on the researcher’s theoretical perspec­
tive, direct paths from  X  to Y, X  to M 2  and M t  to Y  m ight also be included 
(these “optional” paths are shown in gray in  Figure 2 0 .2 B ).

Finally, Figure 2 0 .2 C  depicts a m odel incorporating two mediators that oper­
ate in  parallel and in  a sequence. A  researcher specifying this m odel proposes that 
X affects M t  (i.e., the path denoted by a) and M 2  directly (path d), but also that 
X  affects M 2  indirectly through M t  (a X c). In turn, this m odel operationalizes 
three mechanisms by w hich X affects Y: X — M — Y  (a X b); X — M — Y  (d X e);



and X — M f—>M2——Y  (a X c X e). Each o f  these specific indirect effects can be 
evaluated separately, and the total indirect effect can be evaluated using the 
bootstrap m ethod described earlier. Again, researchers may wish to consider 
including a direct path from  X  to Y .

N ote  that, in principle, all o f  the process models m entioned can be extended 
indefinitely to incorporate any num ber o f  mediators that operate in parallel, 
in sequence, or both. Further, process models can be extended to incorporate 
multiple independent variables and outcom es w ith the principles o f  estimating 
and statistically evaluating the indirect effects remaining unchanged. However, 
even extended process models are not able to fully describe all possible inter­
vening variable relationships, leading to the addition o f  conditional (or m oder­
ating) relationships as represented in conditional process models.

Conditional models
In addition to understanding the mechanisms that tie an independent variable 
X  to an outcom e Y, researchers are also often interested in  understanding the 
conditions under w hich a relationship betw een X  and Y  is present vs. absent, 
positive vs. negative, or strong vs. weak. To this end, researchers can specify con ­
ditional (or m oderation) models. C onditional models propose that the strength 
(and perhaps direction) o f  a relation betw een two variables depends on the 
state o f  at least one “conditional” variable or m oderator W. Such models are 
therefore concerned w ith addressing questions regarding w hen , for w hom , or 
where X  causes Y .

Figure 20 .3A  shows a diagram o f  a basic conditional m odel w hereby the 
relationship o f  X  and Y  is conditional on the state o f  a third variable, W  (often 
called a “m oderator”). T h e  path from  W  ends at the path from  X  to Y  to depict 
W  influencing the causal effect o f  X  on Y  (i.e., W  changes the effect o f  X  on 
Y ). M u ch  has already been w ritten about testing m oderation hypotheses, and 
thus we refer interested readers to this w ork, such as C ohen , C ohen , West, and 
A iken’s (2003) classic text on multiple regression analysis. H ere, we simply sum­
marize procedures for testing conditional hypotheses in  process models involv­
ing indirect effects.

Importantly, we note that it is not sufficient for a researcher to m erely pro­
pose that W  moderates the relation o f  X  w ith Y ; the researcher must also be 
clear about the nature o f  the conditional effect that is expected. For example, 
a researcher m ight hypothesize that w hen or w here there are high levels o f  W,
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Figure 2 0 .3 A  Simple conditional model
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Figure 2 0 .3 B  Three simple conditional process models

the effect o f  X  on Y  will be amplified. Alternatively, high or low  levels o f  W  
might be hypothesized to alleviate, eliminate, or reverse an effect o f  X  on Y  
(Dawson, 2014).

In order to test a conditional hypothesis, the researcher must establish two 
things. First, they must ascertain w hether there is statistical evidence o f  a 
conditional effect (see C o h en  et al., 200 3 ). Second, i f  there is evidence o f  a 
conditional effect (i.e., an in teraction), they must exam ine w hether the form  
o f  the interaction is consistent w ith what was hypothesized. Again, readers 
are referred to C ohen  et al. (2003) for advice, but the basic principle is that 
researchers should exam ine (perhaps via visual plots) the relation o f  X  and Y  
after fixing the value o f  W  to a meaningful low  versus high num ber (research­
ers often choose one standard deviation below  the m ean for convenience, but 
it is preferable to select a meaningful value). This procedure is often called 
inspecting the “simple slopes” o f  X  on Y  at different levels o f  W. To gener­
ate these simple slope plots, we encourage readers to consult the useful set o f  
dow nloadable E x ce l sheets developed by Jerem y D aw son (ww w .jerem ydaw  
son.co.uk/slopes.htm ).

Conditional process models
Process models and conditional models can be com bined to form  what are now 
often term ed conditional process models (Hayes & Preacher, 2013) or m od­
els integrating m ediation and m oderation (Holland, Shore, &  Cortina, 2016). 
In general terms, a conditional process m odel is one that incorporates causal 
mechanisms that tie an independent variable X  to an outcom e Y  and w here 
at least one o f  the mediating mechanisms involving M  is conditional on the 
state o f  a m oderator variable W . In other words, conditional process models 
propose that the presence, size, or direction o f  at least one indirect effect depends

http://www.jeremydawson.co.uk/slopes.htm
http://www.jeremydawson.co.uk/slopes.htm
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on the state o f  a m oderator (Edwards & Lam bert, 2007). Three simple examples 
o f  conditional process models are depicted in  Figure 2 0 .3 B . These models all 
involve one m ediator (M ) that is hypothesized to partially explain why or how 
X  causes Y, and each m odel incorporates one m oderator variable W  that m od­
erates the effect o f  X  on M , the effect o f  M  on Y, or both  effects.

N ote  that, though not depicted in  Figure 2 0 .3 B , a researcher m ight hypoth­
esize that W moderates the effect o f  X  on Y. Thus, in  the simplest case involv­
ing ju st four variables, X , Y, M , and W, there are six possible conditional 
process models that a researcher could specify. Further, like the process models 
described earlier, conditional process models can also be extended to in cor­
porate additional m ediators, additional m oderators, additional independent 
variables, additional outcom es and higher order m oderation effects (i.e., m od­
erators o f  m oderating relations). It is easy to appreciate that these models can 
becom e very com plex even w ith relatively few  variables (Hayes & Preacher, 
2013 ).

R esearch into conditional process models in  the organizational sciences 
was no doubt heavily influenced by the publication o f  Edwards and Lam bert’s 
(2007) review, along w ith their analytical recom m endations. O th er authors 
(e.g., Hayes & Preacher, 2 0 1 3 ; Preacher, R u cker, &  Hayes, 2007) have since 
offered supplementary advice on the analyses o f  conditional process models 
using contem porary statistical software. As space prohibits a comprehensive 
account o f  the appropriate analyses o f  conditional process models, we encour­
age researchers to refer to these useful resources. H ere, we explain the general 
principles that govern conditional process hypothesis testing.

Appropriate conditional process hypothesis testing is essentially a hybrid o f  
conditional hypothesis testing and process hypothesis testing. R eca ll that a con ­
ditional process m odel proposes that the size and perhaps direction o f  an indi­
rect effect is contingent on the state o f  a m oderator variable. Thus, in  principle, 
the test o f  the conditional process hypothesis involves fixing the m oderator to a 
meaningful high value and undertaking a test o f  the proposed indirect effect at 
that level, and then fixing the m oderator to a meaningful low value and under­
taking a test o f  the proposed indirect effect at that level. This procedure should 
be undertaken for all proposed conditional processes in  the model. Researchers 
should report the indirect effects at both  the high and low values o f  the m od­
erator, along w ith C Is from  a bootstrapping procedure (Holland et al., 2016). 
M plus users may wish to refer to Hayes and Preacher (2013) for practical advice 
and example syntax.

Further methodological and analytical considerations
Researchers o f  any type o f  process models must always consider that these 
models, at their core, assume that the proposed relationships are causal. This may 
seem obvious, but it has significant implications for the planning, design, and 
im plem entation o f  research on causal processes. Antonakis, Bendahan, Jacquart, 
and Lalive (2010) explained that social and applied science literature has often
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failed to satisfy the assumptions that perm it causal interpretations, and in doing 
so, yielded results that are likely to be meaningless.

In order for a causal relationship betw een X  and Y  to be inferred, it must 
satisfy the follow ing three criteria; (a) X  must precede Y  temporally, (b) X  
must reliably correlate w ith Y , and (c) the relationship betw een X  and Y  
must not be explained by other causes (Kenny, 1979). Statistics packages allow  
researchers to evaluate process models using data collected from  cross-sectional 
research designs (e.g., w here a sample o f  people com pletes a survey). However, 
cross-sectional designs must assume that condition (a) is satisfied. Longitudi­
nal research, w hich can m odel variables over multiple tim e points to establish 
temporal order o f  effects, is relatively scant w ithin the social and applied sci­
ences. To further this point, Antonakis et al. (2010) described how the issue o f  
reverse causality, or simultaneity, is often overlooked in  social scientific research 
and requires m ore longitudinal research in order to clarify for any particular 
set o f  relationships (see also Chapter 13 in this text for a detailed discussion 
about longitudinal data collection; D orm ann & Guthier, 2018). Authors such 
as M acK innon , Fairchild, and Fritz (2007) and Preacher (2015) have addressed 
statistical methods for strengthening the assumption that X  precedes Y  in great 
detail. Cross-lagged data collected over three or m ore tim e points is a straight­
forward, although tim e and resource intensive, m ethod for establishing tem ­
poral relationships. H alf-longitudinal and latent longitudinal designs are also 
possible for data containing two tim e points. W h ile  clearly less desirable than 
true longitudinal data (i.e., w ith three or m ore observations over time) these 
half-longitudinal methods present stronger support for temporal ordering than 
standard cross-sectional research and therefore should be m ore widely adopted.

In relation to assumption (c), the omission o f  variables that are causes o f  any 
mediators in a process model or the outcom e variable can also potentially bias 
the parameter estimates observed and hence the estimates o f  the indirect effect, 
to the point w here any parameter estimate is essentially meaningless (Antonakis 
et al., 2010). Fiedler, Schott, and M eiser (2011) described a range o f  situations 
w here this assumption is likely breached in field research, and therefore the 
casual assumption o f  m ediation analysis jeopardized. As such, the role o f  strong 
and well-reasoned theorizing about included and excluded variables is empha­
sized. Indeed, the issue o f  causality can perhaps only be resolved through strong 
research design rather than through data analysis, as was discussed in detail in 
Chapter 2 in  this text (Brough & Hawkes, 2018).

Conclusion

In summary, process and conditional process models are useful and widely used. 
Taking these approaches requires bootstrapping procedures are used regardless 
o f  w hether a simple process model or a m ore advanced extended conditional 
process m odel is estimated. Researchers using these methods must also assure 
that issues o f  causality in  these models are taken seriously by demonstrating 
causal relationships rather than simply assuming these exist.



References
Antonakis, J .,  Bendahan, S., Jacquart, P., & Lalive, R .  (2010). O n  making causal claims: 

A review and recommendations. T he Leadership Quarterly, 21 , 1086—1120.
Baron, R . M ., & Kenny, D. A. (1986). T he m oderator-m ediator variable distinction in social 

psychological research: Conceptual, strategic, and statistical considerations. Journal o f  Per­
sonality and Social Psychology, 51, 1173—1182.

Biesanz, J . C ., Falk, C. F , & Savalei,V. (2010). Assessing mediational models: Testing and inter­
val estimation for indirect effects. Multivariate Behavioral Research, 45(4), 661—701.

Bollen, K . A ., & Stine, R .  (1990). D irect and indirect effects: Classical and bootstrap estimates 
o f  variability. Sociological Methodology, 20, 115—140.

Brough, P., & Hawkes, A. (2018). Designing impactful research. In P. Brough & S. Occhipinti 
(Eds.), Advanced research methods fo r  applied psychology: Design, analysis and reporting. London, 
U K : Taylor & Francis.

C ohen, J .,  C ohen, P., West, S. G., & Aiken, L. S. (2003). Applied multiple regression/correlation 
analysis fo r  the behavioral sciences (3rd ed.). Mahwah, N J: Lawrence Erlbaum.

Dawson, J . F  (2014). M oderation in management research: W hat, why, w hen, and how. Journal 
o f  Business and Psychology, 29 , 1—19. d oi:10 .1007/ s10869-013-9308-7

D orm ann, C ., & Guthier, C. (2018). Longitudinal data collection. In P. Brough & S. O cchip­
inti (Eds.), Advanced research methods fo r  applied psychology: Design, analysis and reporting. Lon­
don, U K : Taylor & Francis.

Edwards, J . R .,  & Lambert, L. S. (2007). Methods for integrating moderation and mediation: 
A general analytical framework using moderated path analysis. Psychological methods, 12(1), 1.

Efron, B ., & Tibshirani, R .  J . (1993). A n introduction to the bootstrap. N ew  York, N Y : Chap­
man & Hall.

Fiedler, K ., Schott, M ., & Meiser, T. (2011). W hat m ediation analysis can (not) do.Journal o f  
Experimental Social Psychology, 47, 1231—1236.

Fritz, M . S., C ox, M . G., & M acKinnon, D. P. (2015). Increasing statistical power in mediation 
models w ithout increasing sample size. Evaluation and the Health Professions, 38, 343—66.

Hayes, A. F  (2009). Beyond Baron and Kenny: Statistical m ediation analysis in the new m il­
lennium. Communication Monographs, 76, 408—420.

Hayes, A. F  (2013). Introduction to mediation, moderation, and conditional process analysis. N ew  
York, N Y : Guildford Press.

Hayes, A. F , & Preacher, K . J . (2013). Conditional process modeling: Using structural equa­
tion m odeling to examine contingent causal processes. In G. R . H ancock & R . O. M ueller 
(Eds.), Structural equation modeling:A second course (2nd ed.). Greenw ich, C T : Inform ation 
Age Publishing.

Hayes, A. F , & Scharkow, M . (2013). T h e relative trustworthiness o f  inferential tests o f  the 
indirect effect in statistical m ediation analysis does m ethod really matter? Psychological Sci­
ence, 24, 1 9 1 8 -1 9 2 7 .

Holland, S. J ., Shore, D. B ., & Cortina, J . M . (2016). R eview  and recommendations for 
integrating m ediation and moderation. Organizational Research Methods, 20(4), 6 8 6 -7 2 0 . 
d o i:10 .1177/ 1094428116658958

Judd, C. M ., & Kenny, D. A. (1981). Process analysis estimating m ediation in treatment evalu­
ations. Evaluation Review, 5, 6 0 2 -6 1 9 .

Kenny, D. A. (1979). Correlation and causality. N ew  York, N Y : W iley-Interscience.
Lockw ood, C. M ., & M acKinnon, D. P. (1998). Bootstrapping the standard error o f  the medi­

ated effect. In Proceedings o f  the Twenty-third Annual SA S  Users Group International Conference 
(pp. 9 9 7 -1 0 0 2 ). Cary, N C : SAS Institute.

244 Joshua L. Howard et al.



Mediation analysis 245

M acKinnon, D. P., Lockw ood, C. M ., & Williams, J . (2004). Confidence limits for the indi­
rect effect: Distribution o f  the product and resampling methods. Multivariate Behavioral 
Research, 39, 99—128.

M acKinnon, D. P., Lockw ood, C. M ., Hoffman, J . M ., West, S. G., & Sheets, V  (2002). A com ­
parison o f methods to test m ediation and other intervening variable effects. Psychological 
Methods, 7(1), 83.

M acKinnon, D. P., Fairchild, A. J .,  & Fritz, M . S. (2007). M ediation analysis. Annual Review  o f  
Psychology, 58, 593.

Mallinckrodt, B ., Abraham, W . T., Wei, M ., & Russell, D. W . (2006). Advances in testing the 
statistical significance o f m ediation effects.Journal o f  Counseling Psychology, 53, 372.

Preacher, K . J . (2015). Advances in m ediation analysis: A survey and synthesis o f  new develop­
ments. Annual Review  o f  Psychology, 66, 825—852.

Preacher, K . J .,  & Hayes, A. F. (2008). Asymptotic and resampling strategies for assessing and 
comparing indirect effects in multiple mediator models. Behavior Research Methods, 40, 
8 7 9 -8 9 1 .

Preacher, K . J .,  Rucker, D. D., & Hayes, A. F. (2007). Addressing moderated m ediation hypoth­
eses: Theory, methods, and prescriptions. Multivariate Behavioral Research, 42(1), 1 8 5 -2 2 7 .

Preacher, K . J .,  & Selig, J . P. (2012). Advantages o f  M onte Carlo confidence intervals for indi­
rect effects. Communication Methods and Measures, 6(2), 7 7 -9 8 .

R ucker, D. D., Preacher, K . J .,  Tormala, Z . L., & Petty, R .  E. (2011). M ediation analysis in 
social psychology: Current practices and new recommendations. Social and Personality Psy­
chology Compass, 5, 3 5 9 -3 7 1 .

Schmidt, F. L ., & Hunter, J . E . (1998). T h e validity and utility o f  selection methods in per­
sonnel psychology: Practical and theoretical implications o f 85 years o f  research findings. 
Psychological Bulletin, 124, 2 6 2 -2 7 4 .

Sobel, M . E. (1982). Asymptotic confidence intervals for indirect effects in structural equa­
tion models. Sociological Methodology, 13, 2 9 0 -3 1 2 .

Zhang, Z . (2014). M onte Carlo based statistical power analysis for m ediation models: M eth­
ods and software. Behavior Research Methods, 46, 1 1 8 4 -1 1 9 8 .



21 Structural equation 
modelling

Yanyun Yang

Overview

Structural equation m odelling (SEM ) is a flexible statistical approach and 
encompasses a variety o f  interrelated techniques including but not lim ited to 
path analysis, confirm atory factor analysis, structural regression m odel, longi­
tudinal growth curve m odel, multiple-sample SE M , and multilevel SE M . In 
conjunction w ith advances in  com puting capacity and the advent o f  free-access 
and com m ercial software, SE M  has becom e increasingly popular in psychologi­
cal research for testing a priori hypotheses am ong observed or latent variables. 
Appropriately or not, SE M  may also be called covariance structure modelling, 
covariance structure analysis, causal m odelling, or L IS R E L  m odelling. M any 
w idely used statistical techniques such as multiple regression, A N O V A , and 
M A N O V A  can be viewed as special cases o f  SE M . In this chapter, I briefly 
introduce SE M  by constructing and fitting an example m odel, emphasize the 
assumptions and basic principles o f  SE M , discuss some current issues in  SE M , 
and conclude w ith a very b r ie f overview o f  some other structural equation 
models that have been used in psychological research. I assume that readers 
are familiar w ith path analysis, measurement theory, factor analysis, and basic 
concepts and principles o f  SE M . K line (2016) is an exemplary nontechnical 
introductory textbook for applied researchers w ho are new  to SEM .

An introduction to SEM: an example model

A postgraduate researcher m ajoring in  psychology is interested in  investigat­
ing the relationship betw een the perception o f  stressful situations and the use 
o f  a problem -solving coping strategy am ong college students. T h e  researcher 
hypothesizes that w hen individuals perceive stressful situations during their 
daily lives, they tend to take actions to actively cope w ith the stress. However, 
such a relationship is mediated by a stress-related personality trait: resilience. 
Specifically, stress would activate individuals’ trait resilience, buffer the effect 
o f  stress, and prom ote individuals’ motivation to cope (Siegel, 1999). To test 
this hypothesis, the researcher selects w ell-know n scales for measuring three 
latent constructs: perceived stress, trait resilience, and coping. Each scale contains
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three sub-scales, and the sub-scale scores are used as measurement indicators 
o f  latent constructs. T h e  hypothesized m odel o f  associations am ong these vari­
ables is visualized by a path diagram in  Figure 2 1 .1 . Although not shown, the 
hypothesized m odel can also be expressed using a set o f  regression equations or 
in m atrix form  (cf. B ollen , 1989).

M easurem ent indicators are represented in rectangles; latent variables are 
represented in ovals. T h e  hypothesized directional relationships am ong variables 
are indicated by single-headed arrows. T h e  variance and covariance o f  variables 
are indicated by double-headed curves. Excluding the mean structure from  the 
analysis, this m odel has 2 0  parameters, denoted by Greek letters: six loading 
parameters (A , . . ., X J ,  nine variances o f  measurement errors (фл , . . ., 0 3), two 
path coefficients connecting latent factors ( в , в )  one variance o f  exogenous 
factor (ф ), and two variances o f  disturbances associated w ith the endogenous 
factors (ф , ф) . A  m odel should be identified in  order to be testable. In an 
identified m odel, each o f  the parameters (i.e., 20  in  this example) has a unique 
solution that is a function o f variance and covariance am ong measurement 
indicators. A ccording to com m on heuristic rules, this m odel is identified: (1) all 
latent variables are given a scale (unit loading identification in  this exam ple);
(2) the m odel degrees o f  freedom  are equal to or greater than zero, that is, d f  
>  0 ; (3) three latent factors are related and each latent factor is measured by at 
least two indicators; and (4) the hypothesized relationships am ong latent factors 
are recursive. These rules are necessary requirements for a structural regres­
sion m odel to be identified. An under-identified m odel is not testable. M odel 
under-identification may occur m athematically or empirically. A  m odel is m ath­
ematically under-identified i f  d f  <  0. Em pirical under-identification is typically 
caused by particular characteristics o f  the data (e.g., a nearly perfect correlation 
betw een two variables). See Green and Yang (in press) and Kenny and M ilan 
(2012) for nontechnical discussions and illustrations o f  m odel identification 
issues in  SE M .

Figure 2 1 .1  Hypothesized relationships among stress, resilience, and coping
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Table 2 1 .1  Covariance m atrix for the nine measurement indicators

stress1 stress2 stress3 res1 res2 res3 cope1 cope2 cope3

stress1 1.658
stress2 .966 3.455
stress3 .864 1.533 5 .400
res1 - .0 7 5 - .2 6 1 - .2 7 8 4.198
res2 - .0 7 4 - .2 7 5 - .1 7 0 1.085 1.893
res3 - .1 7 5 - .2 4 4 - .4 3 4 .713 .401 1.330
cope1 .327 .175 .389 .968 .427 .0146 4.158
cope2 - .0 0 4 - .0 4 4 - .0 0 5 .710 .352 .278 .896 1.772
cope3 .194 - .0 1 9 - .0 1 8 .822 .287 .266 .818 .736 1.985

T h e researcher has collected data from  300  college students. T h e  covari­
ance m atrix for the nine measurement indicators is shown in Table 2 1 .1 . T he 
researcher fitted the hypothesized model to the sample data using m axim um  
likelihood (M L) estimation m ethod using the M plus 8 software (M uthen & 
M uthen, 1 9 9 8 -2 0 1 7 ) . T h e  obtained results produced a chi-square statistic o f  
X2 =  2 8 .3 6 , d f  =  25 , p  >  .05, C F I =  .989 , T L I =  .985, R M S E A  =  .021, and 
S R M R  = .045 , indicating an adequate m odel-data fit based on the cutoffvalues 
suggested by H u and B en tler (1999). T h e  standardized parameter estimates are 
shown in Figure 2 1 .2 . T h e  standardized path coefficients from  stress to resilience 
and from  resilience to coping were - . 1 6  (p <  .05) and .57 (p <  .05), respectively. 
T h e  indirect effect from  stress to coping through resilience and its confidence 
intervals was approximated using biased-corrected bootstrap m ethod with
1 ,000  bootstrap samples. T h e  estimate was - . 1 2  w ith 95%  C .I. o f  [ - .3 6 6 ,  .048]. 
T h e  researcher concluded that the hypothesized mediational relationship is not 
supported by the data.

T h e  step procedure described here is quite typical to applied researchers: 
construct the model based on research hypotheses; determ ine that the model is 
identified; select good measurement instrum ents; collect data from  either a co n ­
venience sample (more often than not) or through a simple random sampling 
procedure (preferred); analyze the m odel (often the default estimation m ethod 
M L) using an available SE M  software; evaluate the m odel-data fit; and interpret 
the parameter estimates i f  the model fits the data well; otherwise, revise the 
m odel until an adequate fit is reached (e.g., by exam ining the m odification 
indices). This step procedure is well laid out in introductory SE M  textbooks 
(e.g., Kline, 2016) and is not the focus o f  this chapter. Instead, I use this exam ­
ple m odel as a context to discuss three key issues in  SE M . These three issues by 
no means exhaust all im portant issues in  SE M , but they are the com m on issues 
w hich post-graduate students especially have identified as requiring clarifica­
tion. I rephrase the three issues in  the follow ing three questions: Is M L  appro­
priate for m y SE M  analysis? C an I still use the conventional cutoffs o f  C F I, T L I, 
R M S E A , etc. to evaluate my m odel i f  I use estimation methods other than M L? 
T h e  num ber o f  individual items is large, but my sample size is not large enough
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Figure 2 1 .2  Standardized parameter estimates for the example model

to include all individual items in  the analysis; may I aggregate item  scores for 
each subscale and use the aggregated scores in the SE M  analysis? N ext I pro­
vide a b r ie f summarization o f  current literature in these areas.

stress! stress2 stress3 res ! res2 res3

Estimation methods in SEM

O n ce a m odel is determ ined to be identified and sample data are collected, 
an estimation m ethod should be chosen to analyze the hypothesized model. 
M axim um  likelihood (M L) estimation m ethod is by far the most frequently 
used m ethod in SE M  and is the default option in SE M  software including E Q S, 
M plus, A M O S, SAS Proc Calis, L IS R E L , and lavaan in  R .  M L  is a normal-theory 
estimator; its statistical properties are well know n and its em pirical perform ance 
in SE M  is well studied. M L  is an iterative procedure searching for the estimates 
o f  m odel parameters such that the likelihood o f  obtaining the given data is 
m axim ized and the discrepancy betw een the observed covariance m atrix and 
the m odel-reproduced covariance m atrix is m inim ized (Bollen, 1989 ; Enders, 
2 010). T h e  m inim ization o f  the discrepancy is quantified by fit function F M L . 
For a given sample size n, T  =  (n — 1) X F M L . T h e  T  statistic is used to test 
H 0 : X  =  X  . Failure to reject the H 0 indicates a good m odel-data fit.

M L  relies on distributional and structural assumptions. First, data are co n ­
tinuous and follow multivariate norm al distribution in  the population. Second, 
the hypothesized m odel is consistent w ith the true m odel in the population. 
W h en  these assumptions are m et, the sample T  statistic follows asymptotically a 
central chi-square distribution: T ~ X 2  (df, 2 df). SE M  software prints the T  sta­
tistic as a chi-square statistic. However, both  o f  these assumptions are rarely met 
in reality. Data collected from  psychological and achievem ent measures tend 
to demonstrate various degrees o f  asymmetry (M icceri, 1989). It is also not 
uncom m on in  SE M  applications that ordinal variables (e.g., L ikert-type scale 
data) are treated as continuous w hen the num ber o f  response categories is large 
(e.g., > 5; cf. Finney & D istefano, 2013 ). In addition, the true m odel is unknow n



250 Yanyun Yang

in reality, and the hypothesized m odel m ight be faulty. Extensive studies (e.g., 
B ollen , 1989 ; C hou, Bentler, &  Satorra, 1991; Curran, West, &  Finch, 1996) 
have shown that applying M L  to multivariate non-norm al data results in biased 
estimates o f  m odel parameters, standard errors, and m odel chi-square statistic. 
Consequently, all fit indices that are chi-square-based (e.g., C F I, T L I, R M S E A ) 
are inaccurate. N ext I provide a review o f  alternative estimation methods that 
do not require multivariate norm ality assumption.

Robust m axim um  likelihood

O n e alternative to M L  is robust M L  (Satorra & Bentler, 1994). This m ethod 
yields parameter estimates that are identical to those from  M L . However, 
the m odel chi-square statistic and standard errors o f  parameter estimates are 
adjusted by a scaling factor, w hich is a function o f  multivariate kurtosis and 
m odel com plexity (Satorra & Bentler, 1994). B en tler (2006) suggested that 
multivariate kurtosis “larger than 3 provide evidence o f  nontrivial positive kur- 
tosis, though m odelling statistics may not be affected until values are 5, 6, or 
beyond” (p. 106). B u t robust M L  may perform  worse than M L  w hen the sample 
size is small (Yang & Liang, 2013).

Weighted least squares

T h e second alternative to M L  is weighted least squares (W L S), also known 
as asymptotically distribution free (ADF) estimator (Browne, 1984 ; M uthen, 
1984). T h e  W L S fit function contains a weight m atrix, w hich is a consistent 
estimator o f  the asymptotic covariance m atrix o f  the variance and covariance 
am ong the observed variables. W L S  involves an inversion o f  the entire weight 
m atrix to obtain m odel parameter estimates. Thus, W L S  estimation is com puta­
tionally demanding, the m odel is com plex (e.g., Curran et al., 1996 ; M uthen & 
Kaplan, 1992 ; Olsson, Foss, Troye, &  H ow ell, 2000). This estimation m ethod is 
not recom m ended unless the sample size involved in the analysis is very large, 
even w hen the data are multivariate norm al (e.g., Curran et al., 1996; H u, 
Bentler, &  Kano, 1992).

Diagonally weighted least squares and unweighted least squares

Diagonally weighted least squares (D W LS; Christoffersson, 1977 ; M uthen, du 
Toit, &  Spisic, 1997) and unweighted least squares (U LS; M uthen et al., 1997) 
can be used for ordinal data. In psychological research based on survey or ques­
tionnaire, data collected from  participants are often ordinal, so these two esti­
mators and the accom panying issues have received m uch attention w ithin the 
SE M  literature. D W L S and U L S  analyze thresholds and polychoric correlations 
(or tetrachoric correlations for dichotom ous data). B o th  estimators adopt under­
lying normal variable assumption (Raykov & M arcoulides, 2015) by assuming that 
a continuous, normally distributed variable underlies the ordinal variable. This
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is a restrictive assumption; it is not testable for a single ordinal variable but may 
be im plied through testing a higher dimensional norm ality such as bivariate 
norm ality (see Joreskog, 2 0 0 5 ; M uthen & H ofacker, 1988 ; R aykov & M arcou- 
lides, 2 0 0 8 ; Raykov & M arcoulides, 2015).

Nevertheless, two steps are taken for analyzing models w ith ordinal variables 
(e.g., Joreskog & Sorbom , 1996 ; M uthen & M uthen, 1 9 9 8 -2 0 1 7 ) . T h e  first step 
is to estimate thresholds and polychoric correlations based on the observed 
contingency table. T h e  most frequently used m ethod for estimating thresholds 
and polychoric correlations is M L  (Olsson, 1979). This m ethod is currently 
im plem ented in  M plus and lavaan and works reasonably well w hen the sample 
size is sufficiently large and the probability o f  obtaining any response pattern 
betw een any pair o f  ordinal variables is not too small (Olsson, 1979 ; Sava- 
lei, 2011 ). Som e authors have recom m ended using Bayesian methods to esti­
mate polychoric correlations, especially for analysis w ith small sample size (e.g., 
C h oi, K im , C h en , &  Dannels, 20 11 ), and have developed a stand-alone program 
for this purpose (C hoi, C hen, &  K im , 2009 ). In the second step, the estimated 
thresholds and polychoric correlations are analyzed by using D W LS or U LS. 
Because D W L S and U L S use zeros in  off-diagonal elements in the weight 
m atrix, they are less computationally demanding. However, the resulting chi- 
square statistic deviates asymptotically from  the target chi-square distribution. 
Therefore, robust corrections are needed to adjust chi-square statistic (M uthen, 
du Toit, &  Spisic, 1997). In M plus and lavaan in R ,  D W LS is im plem ented as 
W L S M V  i f  both  the mean and variance o f  the chi-square statistic is adjusted, 
and W L S M  i f  only the mean o f  the chi-square statistic is adjusted. Similarly, 
the U L S  estimator is im plem ented as U L S M V  due to the robust correction on 
both the mean and variance o f  the chi-square statistic. B o th  estimators work 
reasonably well in  terms o f  parameter estimation under the conditions that 
thresholds and polychoric correlations are accurately estimated.

Evaluation o f model-data fit
As an essential step in SE M  analysis, issues surrounding m odel-data fit evalu­
ation have received m uch attention. Parameter estimates would not be in ter­
preted i f  the m odel does not fit adequately to the data. In addition to the 
chi-square statistic, several fit indices have been  proposed. E ach  index reflects a 
unique aspect o f  m odel-data misfit. N o  single specific index exists that works 
for all models (Hu & B entler, 1999 ; M arsh, Hau, &  W en, 2004 ). However, 
applied researchers often determ ine “adequate fit” based on conventional cut­
o ff values o f  fit indices and use these cutoffs universally. T h e  most influential 
article regarding cu to ff values o f  fit indices is undoubtedly H u and B entler 
(1999). T h e  search for a “H u and B en tler (1 9 9 9 )” article in  the G oogle Scholar 
engine resulted in 4 5 ,0 0 0  citations in  D ecem ber 2 0 17 . Through a simulation 
study, H u and B en tler exam ined type I error rates and power o f  various fit 
indices and suggested a set o f  cu to ff values. Although the simulation study co n ­
tains a large num ber o f  conditions, only continuous data w ith M L  estimator



was considered, and the only population models manipulated in the study were 
confirm atory factor analysis models w ith 15 item s. H u and B en tler (1999) 
warned that these suggested cu to ff values may not w ork well under conditions 
other than those exam ined in their study. X ia  (2016) and X ia  and Yang (2018) 
showed that at the population level, D W L S, U L S , and M L  do not result in  the 
same values o f  R M S E A , C F I, and T L I w hen the same datasets are fitted to 
the same m odel. O th er simulation studies (e.g., D iStefano & M organ, 2014 ; 
Garrido, Abad, &  Ponsoda, 2015;Y ang & X ia , 2015 ;Y u , 2002) have also shown 
that no universal cu to ff values w ork across all conditions for D W LS. N ever­
theless, these m ethodological and em pirical evaluation studies do not seem to 
discourage the use o f  conventional cu to ff values for the fit indices. Interested 
readers may also want to review a special issue in 2 0 0 7  in  the Journal o f  Person­
ality and Individual Difference for an interesting debate on w hether fit indices 
should or should not be used for m odel-data fit evaluation.

Aside from  the debate on the issue o f  cu to ff values for fit indices, m ethod­
ologists have recently revisited the population definition o f  chi-square-based 
fit indices (R M S E A , C F I, and TL I) and their sample perform ance w hen the 
analysis m odel is m is-specified and w hen estimators other than M L  are applied. 
W h en  robust M L  is used for non-norm ally distributed continuous data, the 
chi-square statistic is adjusted by a scaling factor. C F I, T L I, and R M S E A  are 
correspondingly adjusted. These rescaled fit indices are reported in the cur­
rent SE M  software such as M plus and lavaan. However, both  Brosseau-Liard, 
Savalei, and Li (2012) and Brosseau-Liard and Savalei (2014) found that when 
the m odel is mis-specified, the rescaled fit indices converge to different popu­
lation values that are a function o f  non-norm ality  o f  the data. T h ey  proposed 
non-norm ality  correction  versions o f  these fit indices and evaluated the per­
form ance o f  these correction indices in simulation studies. T h eir results showed 
that the corrected version o f  the fit indices perform ed reasonably well across 
different sample sizes, m odel types, and m is-specification types. Similarly, both 
X ia  (2016) and X ia  and Yang (in press) extended this logic to D W L S with 
ordinal data and produced comparable conclusions: chi-square-based fit indices 
converge to different population values that are a function o f  threshold values 
w hen the m odel is mis-specified. M ore m ethodological and evaluation studies 
as well as software im plem entation o f  new  development are needed.

Use o f item parcelling in SEM

Readers may have noticed that in the example model, subscale scores instead o f  
individual item  scores are used as measurement indicators o f  latent constructs. I f  
the researcher had used individual items, it would have resulted in a very complex 
model, w hich posits a challenge for analyzing the model with the data collected 
from only 300 participants. T he researcher would have also questioned the appro­
priateness o f  M L  given that many individual items were anchored on a limited 
number o f  response categories (e.g., <  5). M ostly for practical reasons, in many 
SE M  applications a subset o f  items is aggregated (most often by summing across
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item  scores or computing an average) into a smaller number o f  parcels. T he parcels 
are then used as measurement indicators o f  latent factors (e.g., Bagozzi &  Edwards, 
1998; Kishton & W idaman, 1994). U se o f  parcelling has triggered some philosoph­
ical debates, w hich is well articulated in Little, Cunningham, and Shahar (2002):

From  a conservative philosophy o f  science perspective, parceling is akin to 
“cheating” because m odeled data should be as close to the response o f  the 
individual as possible in  order to avoid the potential im position, or arbi­
trary m anufacturing, o f  a false structure. . . . From  liberal philosophical per­
spective, measurement process is defined by the researchers; therefore, the 
level o f  aggregation used to represent the measurement process is a matter 
o f  choice and justification on the part o f  the investigator.

(pp. 1 5 2 -1 5 3 )

Despite these debates, parcelling techniques have been  widely used in  em piri­
cal SE M  studies. A  review conducted by Bandalos and Finney (2001) found 
that about 20%  o f  the empirical SE M  studies used parcelling procedures; the 
percentage varied across journals ranging from  9% in the Journal o f  Marketing 
Research to 25%  in A pplied Psychological Measurement to 60%  in  the Journal o f  
Educational Measurement. Com pared to the item -level analysis, use o f  parcel­
ling in SE M  is appealing for three main reasons: it reduces model complexity, 
requires smaller sample sizes, and obviates non-norm ality  issues (Little et al., 
2 002). I f  a researcher opts for the liberal philosophical perspective and decides 
to use parcels in SE M , then the researcher should also consider an appropriate 
technique to create parcels. Several parcelling techniques are available: random 
assignment, factorial algorithm , internal consistency approach, and domain rep­
resentative approach (see Little et al., 2002 ). T h e  form er two are for unidim en­
sional scales and the other two are for multidim ensional scales. A  key concern 
o f  using parcels is: does parcelling affect m odel-data fit evaluation and other 
parameter estimates in the m odel (e.g., path coefficients from  stress to resilience 
and from  resilience to coping)? A handful o f  studies have focused on this issue, 
mainly on confirm atory factor analysis models or structural regression model 
(e.g., Bandalos, 2 0 0 8 ; Sass &  Sm ith, 2 006 ; Sterba, 2011).

Extension models in SEM

T h e example model I provided is a conventional structural regression model 
and can be viewed as a com bination o f  path analysis and confirm atory fac­
tor analysis. In the past two decades, conventional SE M  has been  extended to 
include m ean structure (e.g., A N O V A , M A N O V A , longitudinal SE M ), in te­
grate w ith Bayesian approach (Bayesian SE M ), accom m odate multilevel data 
(multilevel SE M ), and handle missing data, to name a few. I conclude this chap­
ter w ith a very b r ie f overview o f  SE M  analysis w ith m ean structure and Bayes­
ian SE M  and provide references for readers w ho want to pursue other issues 
further. M issing data analysis and multilevel analysis are covered in Chapter 16



254 Yanyun Yang

and Chapter 22 in  this b ook , respectively. For specific treatm ent o f  missing 
data analysis and multilevel SE M , see also Enders (2010), H eck and Thom as 
(2015), and Stapleton (2013).

S E M  analysis with mean structure

Traditional A N O V A  and M A N O V A  can be viewed as special types o f  SE M  
analysis w ith both  covariance/correlation and mean structures. W h en  conduct­
ing A N O V A  or M A N O V A  w ithin the SE M  fram ework, means are specified 
as either equal (in the constrained model) or unequal (in the unconstrained 
model) across groups. T h e  tenability o f  equal means across groups is determ ined 
based on likelihood ratio test and Wald statistics (Green & Thom pson, 2 0 06 ; 
H ancock, 2 001 ; H ancock, Lawrence, &  N evitt, 2000;Y uan & Bentler, 2006). In 
the analysis, hom ogeneity o f  error variance or equal covariance m atrix across 
groups is not assumed; instead, they can be tested because error variances and 
covariances are m odel parameters. SE M  analysis should include both covariance 
and mean structures w hen testing longitudinal growth trajectory on latent co n ­
structs that are measured repeatedly over time. Linear, quadratic, and piece-w ise 
growth trajectories are com m only seen in psychological research. Longitudinal 
growth m odelling can also be used in treatm ent/control experim ental settings 
(e.g., Little, 2 0 1 3 ; M uthen & Curran, 1997). SE M  analysis should also include 
b oth  covariance/correlation and mean structures w hen com paring latent fac­
tor mean(s) across multiple groups through multiple-sample factor analysis. T he 
step procedure for conducting multiple-sample factor analysis is well discussed 
in Millsap (2011).

Bayesian structural equation modelling

Bayesian structural equation m odelling has increased in popularity in the last 
two decades (e.g., Asparouhov & M uthen, 2 0 1 0 ; Lee, 2007). Bayesian SE M  is 
based on Bayes’ theorem , w hich states that the posterior distribution o f  m odel 
parameters is proportional to the product o f  the prior distribution o f  model 
parameters and data likelihood. D ifferent from  frequentist estimators, a Bayes­
ian approach assumes that each m odel parameter is not a constant; instead, it 
follows a specific type o f  distribution. Users select prior distribution for model 
parameters w hich can range from  informative to non-inform ative, depend­
ing on how  confident the users understand the m odel parameters. Com m only, 
posterior distribution o f  m odel parameters are em pirically approximated using 
M arkov chain M o n te  Carlo (Gilks, R ichardson, &  Spiegelhalter, 1996) algo­
rithms such as a Gibbs sampler (Geman & Gem an, 1984). T h e  central tendency 
o f  the posterior distribution (e.g., m ean, m ode, median) is then chosen as the 
parameter estimate. Bayesian SE M  is appealing for not only its flexibility o f  
handling com plex models but also its satisfactory perform ance w ith small sam­
ples (e.g., Asparouhov & M uthen, 2 0 1 0 ; Lu, Chow, & Loken, 2016).
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S E M  is a very flexible statistical fram ew ork to analyze a priori relationships 
am ong observed/latent variables. In con ju n ctio n  w ith  the advances o f  co m ­
puter capacity and availability o f  S E M  software, S E M  w ill continue enjoying 
its popularity in  psychological research, and new  issues and m ethods w ill be 
em erged. In the con text o f  the running exam ple, I provide an in troduction 
to the basic principles o f  SE M  analysis, discuss three current issues including 
estim ation m ethods, m odel-data fit evaluation, and use o f  parcelling, and pro­
vide a very b r ie f  overview  o f  S E M  analysis w ith  m ean structure and Bayesian 
SE M . I by no means have discussed all issues and techniques in  SE M . R e a d ­
ers are strongly recom m ended to  periodically  check  the recent develop­
m ent, debates, issues, and applications in  S E M  in  jo u rn als such as Educational 
and Psychology M easurement, M ultivariate Behavioral Research, O rganizational 
Research M ethods, Psychological M ethods, and Structural E quation M odeling, to 
nam e a few.
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Introduction

Social systems are most often com posed o f  individuals w ho interact w ith other 
individuals w ithin a hierarchical or nested structure. Thus, children are nested 
w ithin families, students w ithin classrooms and employees w ithin departments 
or w ork groups. Accordingly, although our data collection may focus on indi­
viduals, the observations w ill not be independent -  individuals w ithin a group 
may share similarities -  a family environm ent, a w orkplace or a supervisor. Data 
analytic techniques that ignore this non-independence can lead to misleading 
conclusions (Austin, G oel, &  van Walraven, 2 0 01 ; Brow ne & Rasbash, 2004). 
For example, Kelloway (2014) presents an example o f  three groups w ith mean 
differences across the groups. Correlating the individual scores results in  a cor­
relation greater than .95 , although the w ithin-group correlation o f  the same 
variables is 0 in each group. In this case, the strong correlation results from 
group- rather than individual-level effects.

Multilevel analysis is the analytical technique that researchers use to interpret 
data collected from  nested structures (also know n as multilevel models, hier­
archical linear models or m ixed models). In nested structures, individuals are 
organized in groups or clusters, and the resulting individual observations are 
not independent. There is a growing trend to use multilevel analyses in both 
organizational behavior (Bliese & Je x , 2 0 0 2 ; K lein , Dansereau, &  Hall, 1994; 
K lein, Tosi, &  Cannella, 1999 ; Kozlowski &  K lein , 2000) and public health 
(Bliese & Je x , 2 0 0 2 ; D ie z -R o u x , 1998 ; Greenland & R ob in s, 1994 ; Schwartz, 
1994) in  recognition o f  the nested nature o f  the data. Com pared to linear 
regression models, multilevel models assume that (1) subjects are not independ­
ent, (2) subjects are hierarchically organized, and (3) subjects in  the same cluster 
share com m on influences. In contrast, traditional analytical techniques such as 
analysis o f  variance or regression assume that two observations are independent. 
W h en  applied to multilevel data, the violation o f  the assumption o f  independ­
ence results in an inflated rate or type 1 errors (e.g. Austin et al., 2 0 0 1 ; B liese & 
Je x , 2 0 02 ; Kelloway, 2 014 ; Peugh, 2 0 1 0 ; Snijders &  Bosker, 1999).

T h e  objective o f  this chapter is to consider the im plications o f  these observa­
tions for research. In particular, we provide an overview o f  multilevel models



and their applications. T h e  chapter is organized into three sections. In the first 
section, we provide background inform ation about the forms o f  multilevel 
structures. In the second section, we discuss different types o f  multilevel models. 
In the last section, we introduce the statistical applications o f  multilevel models.

Multilevel structures
H ie r a rc h ic a l d esig n s: M ultilevel structures can be either hierarchical or non - 
hierarchical. Perhaps the simplest structure is a tw o-level hierarchical structure. 
Two-level hierarchical structures require two conditions: (1) there should only 
be one higher-level unit and (2) individuals in this unit should only be nested 
in this unit (Rashbash, 2 0 0 8 ). Consider, for example, employees w orking in a 
bank. Although there are multiple bank branches, most employees w ill work 
in one and only one branch o f  the bank. In this example, the employee is the 
level-1 unit and the branch is the higher-level or level-2 unit.

O th er types o f  nesting also occur. For example, one could collect data from 
a group o f  individuals over a period o f  tim e using a repeated measures design 
(see, for example, W ong & Kelloway, 2016 ). This is also a tw o-level hierarchical 
structure, but now  the tim e o f  measurement is the level-1 unit and the indi­
vidual is the level-2 unit.

It is easy to see that m ore com plex hierarchical designs are possible (Brow ne & 
Rasbash, 2 0 0 4 ). For example, one could collect data from  bank employees 
every six months for two years. This would represent (at minimum) a three- 
level design in w hich tim e constitutes the first level, individuals the second 
level and the bank branch the third level. O n e could, in  principle, extend the 
hierarchy even further (e.g., branches could be nested w ithin region, regions 
w ith country, etc.), although, both  conceptually and pragmatically, our focus is 
often lim ited to two or three levels o f  hierarchy.

N o n -h ie ra rc h ic a l  s tru c tu re s : Social structures are usually m ore com pli­
cated than the simple hierarchical models discussed previously. Individuals may 
not belong to one and only one group in real life. For example, a patient can 
see multiple physicians for different illnesses. Employees may w ork on m ulti­
ple units or in  multiple departments. W e call such structures non-hierarchical 
structures. N on-hierarchical structures are characterized by individuals being 
m em bers o f  m ore than one higher-level unit.

In general, there are two types o f  non-hierarchical structures: (1) cross­
classified structures or (2) multiple membership structures (Rashbash, 2 0 0 8 ). 
Cross-classified structures are defined as models w ith crossed factors (Van den 
N oortgate, D e B o eck , &  M eulders, 2 0 0 3 ). In other words, in cross-classified 
models, lower level units can be nested under multiple higher-level units, pairs 
or com binations o f  higher-level units at different levels. These models can be 
very com plex in nature. For example, im agine a com pany whose branches 
exist in multiple cities. For this m odel to be three-level hierarchical, we would 
expect employees reporting to supervisors w ho w ork for a particular branch. 
However, in real life some o f  these employees report to supervisors w ho work
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in the corporate office, not the branch they w ork at. This would be an example 
o f  a cross-classification structure.

O n  the other hand, multiple membership refers to the models in  w hich 
lower level units are nested in multiple higher-level units (Hill &  Goldstein, 
1998 ; Rasbash & Brow ne, 2001 ). For example, a branch manager o f  a bank 
can report to m ore than one supervisor for different tasks, such as reporting 
employee perform ance scores to the human resources director and reporting 
financial perform ance o f  the branch to the finance director. T h e  frequency o f  
the relationships betw een the bank manager and directors differ. H e or she can 
give monthly reports to the finance director, whereas employee performances 
can be reported once a year. In multiple membership models, this difference 
is accounted for by using a w eighting scheme (Browne, Goldstein, &  Rasbash, 
2001). A  different weight is assigned to different memberships. In our example, 
this weight should be proportional to the frequency o f  the reporting.

Repeated measures cross-classification structures are the combination o f  repeated 
measures design and cross-classification structures. For instance, assume that employ­
ees’ performance is evaluated by different parties at different times. At time 1, super­
visors who work in the same department, and at time 2, human resource personnel 
evaluate the performance o f  the same employee. Even though the variable at the 
lowest level o f  the hierarchy is performance score o f  the employees, the mathemati­
cal model describing these relationships will be highly complex.

Multilevel models
Im agine a study in w hich we investigate the relationship betw een pay rates and 
m otivation levels o f  employees. I f  we were to employ traditional linear regres­
sion to test this relationship, we would simply fit our data into a single line.

T h e  mathematical representation o f  linear regression is:

у , -  / 0 +  A %  + e i (22.1)

However, i f  we know  that employees w ork in groups, then it is reasonable to 
suspect that there might also be group differences in motivation attributable to 
other influences (e.g., leadership, team cohesion). T h e  simplest way to start m od­
eling this hierarchical structure is w ith a random intercept model. In ra n d o m  
in te rc e p t m o d e ls , we have separate regression lines for every higher-level unit 
(Austin et al., 2001). Each group will have its own intercept. However, the slope 
is constant across groups (Austin et al., 2001 ; D e Leeuw  & M eijer, 2008). Thus, a 
random intercept model allows for group differences in motivation but estimates 
a fixed effect o f  pay on motivation that is constant across groups.

T h e  mathematical representation o f  the random intercept models is as 
follows:

Y -  в + A , * ,, + ^  w here (2 2 .2)
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в  — в 0 + u j and w hen we assume that (22.3)

u0j~ N  (0 , ^ "u ^  and e0ij~ N  l 0, ^

A m ore com plex model would allow for different intercepts and different 
slopes for each group, suggesting that groups differ in m otivation and that the 
effect o f  pay on m otivation is different for different groups. R a n d o m  slop e 
m o d e ls  allow both  the intercepts and the slopes o f  the regression lines belong­
ing to each same higher-level unit vary (Austin et al., 2 0 0 1 ; D e Leeuw  & M e i- 
je r , 2 0 0 8 ; Kelloway, 2014 ). In effect, such models estimate multiple regression 
lines, testing the same relationship from  different populations. However, in ran­
dom  slopes models, we take the average regression relationship and interpret 
the w hole dataset in  relation to the average regression line (Austin et al., 2001). 
This means the correlation betw een the slope and the intercept is negative. 
Generally, i f  the intercept o f  a regression line is high, its slope will tend to be 
low  and vice versa. In other words, employees w ith high levels o f  m otivation at 
the average pay will not have a motivation boost as m uch as the employees w ith 
low  levels o f  motivation at the average pay as pay rate increase. T h e  m athem ati­
cal representation o f  the random  slopes models is:

Y ■ — в  + Bvx .. + £- w here 22 .4ij /-'Oj AT] a a

в  — в 0 + u. (5) and e 1j — в +  u1j (6 ) w hen w e assume that

u0 j ~ N  (0 , Q u), u, ~  N  (0, Q u)

£0-0ij ' N  ( °  ^̂ *̂ 0) , and Q u— « 0  , ^ u 0 1 , 0

Thus far, we have assumed that our dependent and independent variables are 
measured at the same level o f  the hierarchy. That is, both motivation and pay are 
measured at the individual level o f  analysis. However, in fu ll m u ltilev el m o d e ls , 
w e can  in c o rp o ra te  h ig h er-le v e l e ffe c ts  in to  th e  reg ressio n . In essence, we 
utilize two sets o f  separate regression equations in full multilevel models (Austin 
et al., 2001). In the first set o f  regression models, we examine the relationship 
betw een pay and motivation for employees w orking under each leader separately 
(i.e., within groups). In the second set o f  regression models, we use a higher-level 
variable (i.e., leadership) to explain the variation betw een groups.

In these models the focus is on the relationship betw een two variables at 
the same level (e.g., individual level, group level or organizational level). H ow ­
ever, in c ro ss-le v e l m o d e ls , we look  at the relationships betw een variables at 
different levels o f  the hierarchy (Bliese & Je x , 2002). Since most o f  the cross­
level models test how  higher-level variables influence lower-level outcom es, 
Kozlowski and K lein  (2000) call these models ‘top-dow n process m odels’. In 
the literature, there are three types o f  cross-level models: (1) cross-level direct- 
effect models, (2) cross-level m oderation models, and (3) frog pond models 
(Kozlowski &  K lein, 2000).



Multilevel analyses 263

M odels in w hich we investigate the effect o f  higher-level independent vari­
ables on the lower-level dependent variable (e.g., organizational culture) are 
called cro ss-le v e l d ir e c t -e f fe c t  m o d e ls  (Bliese & Je x , 2 0 0 2 ; Chan, 1998; 
Jam es, D em aree, &  W olf, 1984 ; Kozlowski &  Hattrup, 1992 ; Kozlowski &  Klein, 
2 0 0 0 ; O stroff, 1993). R egressing employees’ custom er service perform ance 
level on organizational culture would be an example for cross-level direct- 
effect m odels. Researchers also use other types o f  group variables such integral 
variables (i.e., group size) or contextual variables (Bliese & Je x , 2 0 0 2 ; Susser, 
1994 ). This means higher-level variables can sometimes be calculated by using 
the individual-level data (e.g., we can calculate the team ’s m otivation by taking 
the m ean o f  employees’ motivation levels; Bliese &  Je x , 2002).

C ro ss-le v e l m o d e r a to r  e ffe c ts  occur w hen the relationship betw een two 
lower-level variables is influenced by a higher-level variable (Aguinis, G ot- 
tfredson, &  Culpepper, 2 0 13 ; Kozlowski &  Klein, 2 0 0 0 ). T h e  question o f  how 
organizational culture affects the relationship betw een long w ork hours and 
employee stress can be an example for cross-level interaction effects. Kozlowski 
and K lein  (2000) argued that it is also possible to formulate a cross-level 
m oderator m odel in  w hich a low er-level variable moderates the relationship 
betw een higher- and low er-level variables because, in each m odel, research­
ers test the direct and interactional effects o f  higher- and low er-level variables 
on the lower-level outcom e. To test this m odel, researchers employ a tw o-step 
procedure. In the first step they estimate the variability in  the predictor and 
outcom e relationship for every single group separately to see i f  the variation is 
as b ig  as would be expected by chance. In the second step, researchers search 
for a higher-level variable to explain the variation around the slope (Bliese & 
Je x , 2 0 0 2 ).

U nlike cross-level m oderation effects, in  fro g  p o n d  m o d e ls , researchers 
investigate the standing o f  a variable (e.g., individual) in his or her higher-level 
unit (e.g., group; Bliese & Je x , 2 0 0 2 ; Kozlowski &  K lein, 2000). For example, 
w ork-fam ily conflict is a subjective evaluation. Even though both o f  the part­
ners in a marriage may w ork for eight hours a day, one o f  them  can experience 
w ork-fam ily conflict m ore than the other (this makes one o f  the partners the 
big frog in  a small pond). W e can investigate the relationship betw een work 
hours and w ork-fam ily conflict in relation to the other partner in a marriage 
using a frog pond m odel. To test the frog pond models, researchers subtract the 
group m ean from the individual’s score (i.e., group m ean centering; Bliese & 
Je x , 2 0 0 2 ; B ryk  & Raudenbush, 1992 ; Snijders &  Bosker, 1999). Bliese and Je x  
(2002) advised that we should use frog pond models only i f  we have strong 
theoretical justifications, because in order to have meaningful results, the differ­
ence betw een groups must be meaningful, too (George & Jam es, 1993). R e la ­
tional constructs such as power in relationships, insecurity or perceived stress 
can be meaningful concepts for frog pond m odels. For example, Jiang, Probst, 
and Benson (2014) studied academic staff w orking at a university w ith severe 
budget cuts. A lthough the jo b  satisfaction and com m itm ent decreased and per­
ceptions o f  psychological contract breach and turnover intentions increased



in both  groups, participants w ho worked in  the departments less effected by 
the budget cuts reported higher levels o f  negative outcom es. T h ey  concluded 
that frog pond models are meaningful in w ork stress research (Jiang, Probst, & 
B enson, 2014).
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Multilevel mediation and moderation models
Researchers offer different statistical methods to test the different multilevel 
m ediation models such as multilevel m odeling for 2 - 1 - 1  (e.g., Pituch & Staple­
ton, 2008) and 1 -1 - 1  (e.g., M acK innon, 2 0 08 ), ordinary least squares and m ul­
tilevel m odeling for 2 - 2 - 1  (e.g., Raykov & M els, 2007) and structural equation 
m odeling for 1 -2 - 1  (e.g., Bauer, 2003) designs. In these models the first digit 
refers to the independent variable, the second digit is the m ediator and the third 
digit is the independent variable. Additionally, the values o f  each digit refer 
to the level o f  the variables. For example, in 1 - 2 - 1  m odel the predictor and 
the outcom e are at Level 1 and the m ediator is at Level 2. However, Preacher, 
Zyphur, and Zhang (2010) noted that multilevel structural equation m odeling 
(M L -SE M ) may be m ore suited to testing m ediation models than traditional 
forms o f  m ixed m odel regressions. Assume that we will test a 2 - 1 - 1  model, 
w hich is called to be a conflated m odel by Preacher, Zyphur, and Zhang (2011). 
In such a case, we start by testing the relationship betw een the outcom e and the 
predictor as follows:

Level 1, Y j— в ] +  П. (22.7)

Level 2  в  — Y0] + Y01X j + uoj (2 2 .8)

In the second step, we regress m ediator on the predictor.

Level 1, M ] — Д .+  r. (22.9)

Level 2  Д .  — Y 00 + Y 01X  j  + uoj (2 2 .10)

In the final step, we regress both  m ediator and the outcom e on the predictor.

Level 1, Y j— в ] +  A jM j+ r j  (22.11)

Level 2  Д .  — Y 00 + Y 01X  j  + uo] (22Л 2)

в  — Y 10 (22.13)

Traditional m oderation analysis in  a single-level m odel is as simple as follows:

Y  — в 0 + Д Х  + в 2 M  + в 3 X M (22.14)
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However, this equation is m ore com plex in multilevel m odels. M ost o f  the 
multilevel models test an effect o f  the low er-level (e.g., individual) or higher- 
level (e.g., group-level) variable on another low er-level variable. In multilevel 
m oderation models, moderators can be either a lower-level or a higher-level 
variable. In the follow ing sections, we will discuss multilevel m oderation m od­
els using a predictor and an outcom e at the lower level and the m oderator at 
the higher level as an example.

Aguinis and his colleagues (2013) suggested that multilevel m oderation anal­
yses can be conducted in  four-steps. This four-step m odel is an application o f  
same-level m oderation models to a multilevel m odel perspective. In the first 
step (i.e., null m odel), the relationship betw een the predictor and the outcom e 
is established. Since both the predictor and the outcom e are at Level 1, a basic
equation can be w ritten as follows:

Level 1: Y j=  j  >ij (22.15)

Level 2 : Д  =  Y)0 + uoj (2 2 .16)

Level 1 and Level 2 com bined: Yij =  Y00 + uoj+ rj (22.17)

T h e  second step, w hich is referred as random  intercept and fixed slope model 
(Aguinis et al., 2 0 13 ), involves understanding the variance across each group. 
Since we are interested in the w ithin-team  variance in this step, we force our 
slopes for each team  to be a fixed value. T h e  equations o f  this step are as follows:

Level 1: Y j  = Д  + Д  (x i j -  Xj  ^

Level 2: Д  =  Y00 + Y0 1 (W j  -  W) + uoj

Level 2: Д  =  Хю

Level 1 and Level 2 com bined: Yij = y 00 + Y10 (X j  — X j )

+ Y01 (W j  — W ) + uo j+ rj

As Aguinis and his colleagues suggested (2013), in  the third step, researchers 
can exam ine the betw een-group variances. To do so, a random  intercept and 
random slope m odel are built. T h e  equations o f  this step are as follows:

Level 1: Y j =  Д  + Д  (X j  — X j ) + ^ (22.22)

Level 2: j  Y00+ Г к Щ  -  W )+  uoj (22.23)

Level 2: в  =  y 10 + u1j (22.24)

Level 1 and 2 com bined: Yj =  Y00 +  Yi0(X ij -  X j ) +  Y01(Wj -  W )

+  Mlj ( W -  X )  +  j   ̂ (22.25)

(22.18)

(22.19)

(22.20)

(22.21)



In the final step, the effect o f  the higher-level m oderator on the relationship 
betw een the predictor and the outcom e is tested as follows:
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Level 1: Y j=  A +  A j( X  i j— T )  + rj (22.26)

Level 2: в  =  Y0 0 + Y0 1 (W j  — W )+  uoj (22.27)

Level 2: в  =  Y1 0 + Y n (W j  — W )+  «1j (22.28)

Level 1 and 2 com bined: Yij = Y00 + Y10 (X jj --  X j ) + Y0 1 (W j - W )

+ y u( X j —x : ) (W j — W ) + u4

+ u ± ( X j—x : I + ^ (22.29)

O n  the other hand Preacher, Zhang, and Zyphur (2016) argued that the 
steps suggested by Aguinis and his colleagues (2013) are problem atic because 
in these steps higher- and lower-level effects are not separated from each other 
and handled individually. In contrast, they propose that the best way to conduct 
a multilevel m oderation analysis is multilevel structural equation m odeling. In 
their article, Preacher and his colleagues (2016) discussed that for the same level 
interaction, latent m oderated structural equation models (LM S) are recom ­
m ended, w hile for cross-level interaction, traditional random coefficient pre­
diction (R C P ) is the most effective m ethod (for detailed explanations, please 
refer to Preacher et al., 2 0 1 6 ).

Multilevel structural equation modeling
Similar to linear regression, we can use a multilevel m odeling framework to test 
structural equation models. C om bining both o f  the techniques, researchers can 
investigate the factor structure o f  a higher-level latent construct using individual 
level observations. Additionally, M L -S E M  allows researchers to test a mediation 
m odel w ith variables at the different levels o f  the hierarchy (M ehta & N eale, 
2005 ). Finally, researchers can also exam ine both linear and nonlinear multilevel 
structural equation models (Scherm elleh-Engel, Kerwer, &  Klein, 2014).

In contrast to multilevel models, observations are assumed to be independent 
in structural equation m odels. Researchers overcom e this problem  by m od­
eling the multilevel data in accordance w ith its clustered nature and applying 
structural equation m odeling techniques to these data (Goldstein & M cD onald, 
1988 ; Longford & M uthen, 1992 ; M uthen, 1990 , 1994 ; M uthen & Satorra, 
1995 ; R y u  & W est, 2009). H ox (2013) suggested that researchers should inspect 
the betw een-group variance before running M L -S E M . I f  the variation betw een 
groups is small, then M L -S E M  is redundant.

Assume that we are going to investigate the effect o f  branch perform ance on 
employees’ motivation in a bank branch. W e w ill also test i f  human resources 
(H R ) initiatives such as bonus pay and extra vacation days provided by the
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organization mediate this relationship. Branch perform ance and H R  initiatives 
are both at the second level in  this hierarchy. However, employee perform ance 
is an individual level variable. Additionally, perform ance is a latent variable 
w hich we can measure using perform ance indicators such as goal achievem ent, 
sales numbers, num ber o f  customers added to the bank’s custom er database and 
supervisor and custom er ratings. To understand a bank branch’s perform ance, 
we need to measure each em ployee’s perform ance. W e can conduct a confirm a­
tory factor analysis (CFA) using the perform ance indicators as the observed 
variables for each employee. T h en  we can conduct another C FA  using employ­
ees’ individual perform ance scores to understand the branch’s perform ance, 
because C FA  and multilevel m odeling are equal in terms o f  means and covari­
ance structures (M ehta & N eale, 2005 ). There is only one difference betw een 
conducting individual and branch level CFA : A t the branch level, we can only 
use latent variables (i.e., individual perform ance scores) because we estimated 
the individual perform ance in  the previous step. C ontrary to branch perfor­
m ance, we can conduct a third C FA  to test the m odel fit for H R  incentives, 
using observed variables at the second level. W e are ready to test the structural 
m odel after these steps. This m ethod o f  testing M L -S E M  is the traditional tw o- 
step approach (R abe-H esketh , Skrondal, &  Z heng, 2007).

Repeated measures analysis
Traditionally, data collected by repeated measures design are analyzed either 
using A N O V A  or M A N O V A  depending on the research question. As discussed 
in the earlier sections o f  this chapter, traditional approaches have some lim ita­
tions such as the need to eliminate the case w ith missing data and the need to 
have equivalent tim e intervals betw een measurements or independent observa­
tions. Additionally, some researchers assume that the multilevel m ediation and 
multilevel SE M  approaches described by Preacher and his colleagues (2010) 
simply apply w ithin group analyses. However, the critical point in  repeated 
measures analysis is to incorporate tim e as a separate parameter.

R epeated  measures designs employ growth curves that are the trajectories 
o f  change over time. In repeated measures multilevel analysis, the first step is to 
decide i f  univariate or multivariate growth processes will be employed (H eck, 
Thom as, &  Tabata, 2013 ). In other words, we should decide how  many growth 
curves we w ill be interested in  for this analysis. In the second stage, effect o f  
tim e (e.g., interval, num ber o f  tim e points) should be considered. This also 
means adding the tim e as a variable in  the dataset. Researchers usually encap­
sulate the effect o f  tim e in polynomials w hen demonstrating growth models 
(H ox, M oerbeek, &  van de Schoot, 2010 ). W h en  the rate o f  change is constant, 
they use linear models. T h e  rate o f  change may not be constant betw een dif­
ferent tim e intervals in  real life. In such cases, higher order polynomials can be 
utilized (H eck et al., 2013 ). However, there is a trad e-off here. A lthough higher 
order polynomials lead to m ore accurate predictions, they are difficult to inter­
pret. To overcom e this barrier, the general practice is to incorporate up to the



highest polynom ial that exists in the m odel (H eck et al., 2013 ). After obtaining 
the change trajectory by tim e, researchers consider the betw een-subject varia­
bles (i.e., higher-level variables) that can influence the growth curve (Raykov & 
M arcoulides, 2012). N ote  that in  repeated measures design, researchers assume 
that higher-level factors are stable over time, whereas level-1 factors are subject 
to change.

Conclusion

For many years researchers have made simplifying assumptions (i.e., the inde­
pendence o f  observations) that allowed the use o f  w ell-know n statistical tech ­
niques but that may have resulted in  inappropriate conclusions. T h e  growing 
popularity and accessibility o f  multilevel m odeling allows researchers to more 
accurately reflect the com plex nature o f  their data. M oreover, the use o f  such 
techniques allows us greater precision in  identifying w here (i.e., at what level) 
and how  (i.e., the form  o f  the relationships) the effects in w hich we are inter­
ested occur.
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23 Social network analysis

Alan Sloane and Seamus O'Reilly

Introduction

Follow ing a b r ie f overview o f  the origins o f  social network analysis (SN A ), we 
consider research questions that are often addressed using SN A  concepts and 
m ethods. W e then introduce the basic elements in an SN A  research design. 
N ext, we discuss and explain the m ajor measures and methods used in graph 
theoretical and in statistical SN A  methods, followed by a short discussion o f  
the use o f  qualitative and m ixed methods. T h e  chapter concludes w ith practi­
cal advice on software packages and signposts to further reading and resources.

Origins and historical development
A lthough the earliest w ork in SN A  is attributed to the classical sociologist 
Sim m el (whose w ork on the dynamics o f  triads remains influential), the m eth­
odological origin o f  the field lies in  the development o f  “sociom etry” by the 
psychologists Jaco b  M oreno and H elen Jennings in the 1930s (Jennings, 1943; 
M oreno, 1934). T h eir ideas and methods were taken up and developed by a 
diverse group o f  psychologists, anthropologists, and organisational researchers 
including W arner, R oethlisberger, Lew in, and Bavelas, through to the 1950s. 
Progress, however, was constrained by technical barriers in com putation and 
visualisation. W ith  increasing access to com puters and software from  the 1970s 
onwards, innovation and adoption o f  SN A  progressed rapidly. SN A  today 
remains a field that is marked by intense m ethodological development and a 
growing diversity o f  application across the physical and social sciences (Borgatti, 
M ehra, Brass, &  Labianca, 2009) and beyond (Pinter-W ollm an et al., 2014).

Research questions in SNA

T here are two dimensions along w hich the most com m on netw ork research 
questions may be categorised: purpose and process. Purpose is the familiar 
distinction betw een descriptive (“W h at?” “W h o ?”) and explanatory (“H ow ?” 
“W hy?”) questions. Exam ples o f  descriptive netw ork questions m ight be “W h o  
in  this classroom friendship netw ork are the most sought-after as friends?” or



“In what ways does the structure o f  the inform al advice-giving netw ork dif­
fer from  that o f  the form al reporting netw ork in  this organisation?” Such 
questions require the choice  o f  appropriate netw ork measures, their calcula­
tion , and the use, often, o f  statistical methods in further analysis. Exam ples o f  
explanatory (or associational) questions m ight be “H ow  does the popularity 
o f  actors differ based on their gender?” or “H ow  well does the structure o f  the 
reporting netw ork predict that o f  the advice-giving netw ork?” Again, these 
require the choice o f  netw ork measures and (usually) also o f  actor attributes. 
These questions, however, also require the determ ination o f  w hich variables 
are independent and w hich dependent, as well as the choice o f  suitable m eth­
ods for assessing and quantifying the presence and strength o f  associations 
betw een the variables. Table 23 .1  gives a m ore detailed typology o f  explana­
tory  netw ork questions.

Cell (I) contains questions that ask about interactions betw een pairs o f  actors 
(dyadic interactions). In cell (III) are personal (or ego) netw ork questions, 
w here we calculate netw ork measures for each actor and may use multivariate 
statistical techniques (e.g., logistic regression) to answer the questions. Cells (II) 
and (IV) address what Provan et al. (2007) term ed “w hole netw ork” questions. 
M ethods that may be applied to such questions are described in a later section.

Process denotes a variety o f  interactional processes that have been theorised 
as acting at either m icro- or macro-levels w ithin groups and networks o f  actors. 
M icro-processes are those at the level o f  the individual (actor) or in the small 
neighbourhood o f  direct ties surrounding an actor. M acro-processes are those 
operating w ithin larger groups or across the full netw ork. At the m icro-level, 
frequently encountered processes include those involving the individual actor 
(m onadic), those betw een two actors (dyadic) and those w ithin groups o f  three 
actors (triadic). Exam ples o f  monadic processes are those o f  “popularity” (also 
“preferential attachm ent” , or what M erton  (1968) called “the M atthew  effect”) 
and “activity” . T h e  first o f  these is usually operationalized by the network 
measure o f  in-degree (the sum o f  ties directed inwards to an actor) and the 
second by out-degree (the sum o f  ties outward from  an actor to others). Dyadic 
processes include “reciprocity” -  the tendency for directed ties to be returned -  
and “hom ophily” -  the tendency for ties to form  betw een pairs o f  actors w ho 
are similar in respect o f  some ascribed or acquired attribute, for example race, 
social attitudes, or cultural behaviour. Triadic processes that are com m only 
theorised include “transitivity” (or “closure”), where, for example, friends o f
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T able  2 3 .1  E x p la n a to ry  n e tw o rk  re s e a rch  q u estio n s

In d ep e n d e n t  V ariable (A n teceden t) D e p e n d e n t  v ariab le  (outcom e)

A cto r  ( in d iv idu a l) N e tw o r k  (collectivity)

A c to r  (a ttr ib u te s) (I) D y a d ic  in te ra c tio n s (II) W h o le  n e tw o rk s
N e tw o r k  (m e trics ) (II I )  P e rs o n a l n e tw o rk s (IV ) W h o le  n e tw o rk s

Source: adapted from  Provan, Fish, &  Sydow (2007, p. 483)
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friends are likely to becom e direct friends, and “brokerage” , w here the “m id­
dleman” in  a triad keeps the other two actors disconnected from  one another. 
A t the m acro-level, im portant processes include the tendency o f  networks to 
develop into subgroups w ithin w hich  the actors are strongly interconnected 
but across w hich connections are weaker. A nother im portant m acro-level pro­
cess is that o f  “selection” , in  w hich actors prefer ties to others they perceive as 
being similar. Selection will, o f  course, over tim e, give rise to distinct subgroups, 
as in H eider’s (1946) “Structural Balance” theory and its further development 
(Cartw right &  Harary, 1956 ; Davis, 1967 ; H arary 1953). Finally, many studies 
have investigated processes o f  “influence” (or “contagion”) in w hich the exist­
ence o f  network ties gives rise to the adoption o f  similar attitudes or behaviours 
by those actors connected through chains o f  ties across the network.

Research design for SNA
A research design for SN A  has four elements (Knoke & Yang, 2 0 0 8 , p. 9):

1 the choice o f  sampling units;
2 the form  o f  relations;
3 the relational content; and
4 the level o f  data analysis.

T h e  sampling unit refers both  to the “higher-level system” that is the set­
ting o f  the study and also to the “low er-level entities” that constitute the nodes 
or actors in  the netw ork (Knoke & Yang, 2 0 0 8 , p. 10). T h e  “form  o f  relation” 
is decom posed by K noke and Yang into “relational content” and “relational 
fo rm ” . C ontent is the nature o f  the relationship, e.g., supplier, customer, advi­
sor; and form  captures properties o f  the relations betw een pairs o f  actors, e.g., 
frequency, value, strength. T h e  relational content that the researcher chooses to 
study is usually based on theoretical considerations. Each type o f  relational co n ­
tent can be viewed as determ ining a separate network. Alternatively, multiple 
types o f  relations may be considered at the same tim e (a “m ultiplex” or “m ul­
tilayer” network). T h e  relations in a netw ork may be recorded as directed or 
undirected (sym m etric). Further, the relational form  may be recorded as simply 
the presence or absence o f  a tie (binary) or as a num eric representation o f  the 
tie ’s value (valued/weighted or signed). Finally, the “level o f  analysis” describes 
the type o f  netw ork study: dyadic, egocentric, or w hole (complete).

K noke andYang also emphasised that, for any observational netw ork research, 
a crucial question is one o f  boundary specification: “W here does a researcher 
set the limits w hen collecting data on social relations that, in  reality, may have 
no obvious limits?” (Knoke & Yang, 2 008 , p. 15). Laumann, M arsden, and Pren- 
sky (1983) distinguished betw een a “nom inalist” specification, in  w hich the 
researcher’s theoretical framework determ ines the boundary, and a “realist” 
boundary specification, in w hich the researcher accepts the boundaries experi­
enced by the actors in the network.



SN A  has developed a range o f  analytic measures that represent and oper­
ationalise the concepts and processes described earlier and that measure the 
nature o f  actors’ position or o f  patterns o f  relations. W e place these measures 
into six general categories: three fundamental and three m ore com plex. We 
describe each o f  these categories briefly and detail im portant measures and 
methods for the first three in  the follow ing section.

Network visualisation
Visualisations (or “sociogram s” , as they were called by M oreno and Jennings) 
are visual displays that give insight into the overall structure o f  the netw ork and 
may draw attention to substructures and patterns, to “im portant” actors, and 
to outliers. Various layout algorithms may be used, but the ones that probably 
typify SN A  are those based on “spring-em bedder” algorithms (Freeman, 2005).

Position

M any o f  these techniques are concerned w ith the notion  o f  centrality and the 
various measures that have been  devised to represent that concept. Such tech ­
niques generally focus at the actor-level. Measures o f  cohesion may focus atten­
tion on individual actors or small groups o f  actors (reciprocity am ong dyads 
or transitivity am ong triads), or they may be m ore concerned w ith the overall 
netw ork structure (triad census).

Subgroup
These techniques are concerned w ith the presence (or absence) o f “m eso-level” 
structure w ithin the netw ork (subgroups, com ponents, etc.). They  focus atten­
tion also both at the netw ork level in terms o f  w hether and how  the network 
is com posed o f  subgroups and at the actor level in terms o f  w hich actors are 
m em bers o f  a particular subgroup and the subgroups o f  w hich a particular actor 
is a member.

Role
This is the operationalisation o f  the concept o f  “role” (M erton, 1957) defined 
in term s o f  the SN A  technique o f  “regular equivalence classes” (W hite, B o o r­
man, &  Breiger, 1976). As w ith groups, determ ination o f  a set o f  roles within 
a netw ork gives rise to a “partition” o f  the netw ork, i.e ., an assignment o f  the 
actors in  the netw ork to an enum erated set o f  subnetworks. Thus, it again pro­
vides a m eso-level view  on the network.

Block and core-periphery models

T h e concept o f  “block m odels” (including “core-periphery m odels”) may 
be seen as a generalisation o f  equivalence (Doreian & Batagelj, 2005 ). These
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techniques are somewhat different in that they assess w hether the network 
as a w hole “fits” a pre-specified, theoretically driven, ideal type o f  network 
structure.

Whole network metrics
M any measures have been developed that characterise aspects o f  an entire 
netw ork’s structure, and these may be applied to support cross-netw ork co m ­
parative analysis. Exam ples are density, centralization, fragm entation, and the 
clustering coefficient devised by Watts &  Strogatz (1998) to characterise net­
works w ith the “small-worlds” property o f  global connectivity.

Graph theoretic methods
T h e mathematical concepts underlying most o f  the measures and methods in 
SN A  are drawn from  graph theory. A  social netw ork can be represented in two 
equivalent ways -  as a graph o f  nodes and edges (or arcs, in a directed network) 
or as an adjacency m atrix that records the ties betw een pairs o f  actors. Because a 
netw ork has an algebraic representation as a m atrix, techniques o f  linear algebra 
can be used to determ ine many measures -  path lengths, node degrees, conn ec­
tivity, and more. In addition, com putational algorithms developed in  numerical 
linear algebra can be applied to the calculation o f  SN A  measures.

Visualisation (sociograms)

Figure 23.1  presents a visualisation o f  the netw ork o f  inter-organisational ties 
am ong small businesses, laid out using the Ucinet spring-embedder. T h e  visualisa­
tion gives us an impression o f  the overall structure o f  the netw ork, suggesting, 
for example, the existence o f  a small num ber o f  central actors and o f  several dis­
tinct subgroups. These characteristics would be explored further and confirm ed 
using measures such as centrality, brokerage, and cliques.

Position

Centrality

O n e o f  the main concerns o f  social netw ork analysis has been w ith notions 
o f  “centrality” -  identifying w hich actors are most “im portant” or “powerful” 
w ithin the netw ork. W hile  there are many ways to conceptualise and to meas­
ure centrality, three measures have com e to be seen as “canonical” : degree, 
closeness, and betweenness (Freeman, 1978).

D egree-cen tra lity  is the simplest measure: the num ber o f  connections to 
or from  that actor (node). In a directed netw ork, we distinguish betw een in ­
degree -  connections from other actors to the focal actor -  and out-degree -  
connections from  the focal actor outwards to other actors.



Figure 23.1  Visualisation o f a business network
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B etw een n ess-cen tra lity  is a measure o f  position along the most efficient 
(shortest) paths for inform ation to flow. Thus, betweenness is often favoured 
as a centrality measure w hen considering the netw ork as a m edium  through 
w hich inform ation flows. An actor w ith high betweenness is likely to have high 
influence in terms o f  spreading inform ation or, conversely, to exercise control 
over inform ation diffusion. Figure 2 3 .2  illustrates the use o f  this measure in 
the business network introduced in Figure 2 3 .1 . Because “betw eenness” in  this 
netw ork measures know ledge flow, the figure highlights the influential role o f  
the three circled actors: the first two are retailers, and the third is a peer but one 
w ho was perceived by the others as a “role m odel” .

C losen ess-cen tra lity  measures how  close on average an actor is to all the 
other m em bers o f  the netw ork. Therefore, it again measures aspects o f  the flow 
o f  inform ation w ithin the network: “we norm ally think o f  nodes w ith low 
closeness scores as being w ell-positioned to obtain novel inform ation early, 
w hen it has the most value” (Borgatti, 2 0 0 5 , p. 59). M any other measures o f  
centrality have been  proposed (Borgatti &  Everett, 2 0 0 6 ; Everett &  Borgatti, 
2010). D epending on the relational content, the research’s theoretical orienta­
tion, and the specific research questions, it may be appropriate to choose one o f  
those other measures or to explore the data using additional measures.

Brokerage
A different positional concept is that o f  “brokerage” . T h e  idea here is that an 
actor can occupy a position o f  im portance not by being directly connected but 
by being the “middlem an” w ho controls or brokers interaction betw een dis­
tinct parts o f  the netw ork. B u rt (1992) developed a set o f  measures (redundancy, 
constraint, efficiency, and effectiveness) delineating different aspects o f  an actor’s 
local netw ork neighbourhood and o f  what he term ed “structural holes” . Gould 
and Fernandez (1989) developed a different set o f  brokerage measures w hich 
they applied to the flow o f  inform ation betw een subgroups in the netw ork, and 
they labelled the resulting positions as “coordinator” , “itinerant” , “gatekeeper” , 
“representative” , or “liaison” .

Subgroup

T h e identification o f  cohesive subgroups is typically an im portant focus in 
SN A . Frank (1995) surveyed a wide range o f  SN A  research in sociology and 
social psychology and predicted that:

• actors will feel the greatest social “solidarity” w ith those w ho are also 
m em bers o f  the same subgroup(s);

• actors will tend to act in the same ways as their co-m em bers; and
• m em bers o f  the subgroup will relate in similar ways towards the rest o f  the 

network.
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All these ideas are related to process and norm s and thus constitute three 
distinct consequences o f  subgroup membership. Similarly, because there are 
many different conceptions o f  cohesiveness, there are many ways o f  defining 
subgroups. In the follow ing discussion, we categorise these definitions as being 
based on connection  or on flow. N ote  also that, w hile there are measures for 
calculating “goodness o f  fit” , there are no com m only applied methods o f  infer­
ence to determ ine the (external) validity o f  a given partition into subgroups. 
T h e  analyst must exercise jud gem ent in  choosing a “good” subgrouping, 
guided, for example, by theory or by prior research.

Connection: cliques and related methods
Cliques are the first form al definition proposed for subgroups (Luce & Perry, 
1949) and are in many ways the simplest: a clique is a maximal subgraph where 
every m em ber is directly connected to every other m em ber. In practice, analysis 
o f  the clique structure o f  a netw ork is com plicated, because in  most social net­
works there are many cliques, and the cliques overlap. In terms o f  social structure, 
cliques are in terp reted  as representing very strong and close groupings -  
each m em ber has ties to every other m em ber o f  the group, and an actor’s iden­
tity is bound up in the pattern o f  cliques o f  w hich he/she is a member. Because 
the criterion o f  com plete on e-to -o n e  connection used in determ ining cliques is 
so strict, it is unlikely to be realistic in  larger networks, and therefore a num ber 
o f  ways o f  relaxing it have been proposed, for example n-cliques (Alba, 1973), 
n-clans (M okken, 1979), k-plexes (Seidman & Foster, 1978), and k-cores (Seidman, 
1983).

Flow: Girvan-Newman “communities”
Subgroups based on flow result in  a “top-dow n” hierarchical subdivision o f  the 
netw ork into subgroups divided by those edges w hich  most concentrate flow, 
i.e. those w hich form  “bridges” betw een m ore internally cohesive regions. G ir- 
van and N ew m an’s (2002) c ommunity detection algorithm  is a popular example 
o f  this approach. This algorithm  works by iteratively subdividing the network 
along the edges w ith the highest value o f  edge-betw eenness.1 Consequently, 
it suggests that the subgroups w hich result are natural “com m unities” w ithin 
w hich interaction is locally concentrated. N ew m an and Girvan (2004) later 
proposed a measure o f  goodness o f  fit term ed modularity. W h en  the m ethod 
works well we should observe a clear local m axim um  o f  m odularity as a func­
tion o f  the num ber o f  subgroups, and practice is to choose a subgrouping close 
to the one that maximises modularity. Figure 2 3 .3  illustrates the result o f  Girvan 
and N ew m an’s m ethod applied to the small-business netw ork o f  Figure 2 3 .2 .

There are many other methods o f  defining and calculating subgroups include 
factions, hierarchical clustering o f  geodesics, and lambda sets. In many cases the 
choice o f  m ethod will be theoretically driven, but in others the researcher may 
wish to proceed in  a m ore exploratory way or to com pare results obtained 
using different methods.
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T h e measures and methods described to this point are oriented principally 
towards descriptive studies, although netw ork measures collected for w hole- 
networks or for ego-netw orks may be utilised in  explanatory statistical analyses. 
Explanatory netw ork methods, especially those w hich seek to explain or pre­
dict networks as outcom es (dependent variables) -  i.e ., those in cells (II) and 
(IV) o f  Table 23 .1  -  are inherently m ore com plex. This section outlines three 
such m ethods: quadratic assignment procedure (Dekker, Krackhardt, &  Snijders, 
2 0 0 7 ; Krackhardt, 1987, 1988), E R G M s  (R obins, Snijders, W ang, H andcock, & 
Pattison, 2 0 07 ), and stochastic actor-oriented longitudinal models (Snijders, van de 
B unt, &  Steglich, 2010 ). All o f  these methods are inferential in that they allow 
com parison o f  the observed netw ork (outcom e) to a distribution o f  “random ” 
networks. T h e  first proposed m odel o f  a random netw ork is term ed the Ber­
noulli or Erdos-Renyi random graph (Erdos & R en y i, 1959). In this m odel, all ties 
are assumed equally likely to arise. This assumption is not, however, a realistic 
m odel for observed social networks, because these have m uch greater structure. 
M oreover, netw ork statistics (for example, degree or transitivity) in  observed 
social networks never fit a norm al distribution. N either are they independent 
observations, because they are subject to interaction and collinearity in ways 
dependent on the deep structure o f  netw ork ties. All the methods described 
next, therefore, rely on some form  o f  com putational simulation in order to 
derive a representative distribution, similar to statistical jack -k n ife  or bootstrap 
techniques.

T h e  quadratic assignment procedure (or Q A P) (D ekker et al., 2 0 0 7 ; K rack­
hardt, 1987 , 1988) generates a distribution o f  random but similar networks by 
perm uting the rows and colum ns o f  the adjacency m atrix. T h e  distribution o f  
networks will consequently have the same density and degree distributions as 
the observed network. This procedure is im plem ented in  U cin et, and it allows 
testing o f  m onadic (attribute) and dyadic hypotheses -  for example popularity 
or hom ophily -  as well as testing comparisons betw een networks representing 
different relations am ong the same set o f  actors -  for example, betw een the 
networks created by form al and inform al organisational relations.

Exponential random graph models (E R G M s or p *  models; R ob in s et al., 
2 0 0 7 ; Snijders, 2011) allow m odelling o f  the network based on monadic, 
dyadic, and also on triadic processes (such as transitivity or brokerage). They 
consequently support explanations o f  how  the observed netw ork represents 
the outcom e o f  different m icro-level processes. Such models are comparable to 
multivariate linear models in  that one obtains estimates o f  significance, relative 
effect sizes, and overall goodness o f  fit for the model. T h e  researcher can thus 
measure, for example, the significance and strength o f  status hom ophily while 
controlling for gender or organisational seniority.

Stochastic actor-oriented  models (SA O M ’s) are used to develop longitudinal 
models o f  networks, in w hich there are multiple measurements o f  a netw ork at 
successive points in  time. These models are similar to E R G M s  in the typology

Statistical methods
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o f  Table 23.1  and also in their internal com putational methods, and an anal­
ogy is often made to multivariate regression in terms o f  how  these models 
are interpreted. A  particularly im portant application o f  these models is in the 
study o f  netw ork evolution, and o f  the co-evolution o f  network structure and 
actor attributes or behaviour. Com parison o f  the parameters o f  the fitted model 
can allow quantification o f  the relative im portance o f  the processes o f  selec­
tion or influence on how the netw ork structure has developed and the actors’ 
attributes have changed -  examples include Grem m en, Dijkstra, Steglich, and 
Veenstra (2017), Kalish, Luria, Toker, and W estman (2015), M ercken, Steglich, 
Sinclair, Holliday, and M o ore (2012), Schaefer, K ornienko, and Fox (2011), and 
Steglich, Snijders, and West (2006).

Qualitative and mixed methods
W hile  social network analysis has been  perceived generally as a quantitative 
methodology, in m ore recent years a group o f  researchers have developed an 
explicitly qualitative approach (Hollstein, 2 0 1 1 ; Hollstein & Straus, 2006). There 
is, moreover, a long-standing em pirical tradition o f  com bining both qualitative 
and quantitative methods in netw ork research, for example in the w ork o f  the 
M anchester anthropologists o f  the 1950s (Barnes, 1954 ; B o tt, 1957; M itchell, 
1969). Thus, in recent years, m ixed-m ethod approaches have been a notable 
m ethodological development in SN A  (Bellotti, 2 014 ; D om inguez & Hollstein, 
2014).

Software for social network analysis
M ost o f  the m ajor statistical programs incorporate some functions for SN A , 
either through user-w ritten extensions (Grund, 2 0 1 5 ; M iura, 2012) or addi­
tional modules (IB M  C orporation, 2 0 1 2 ; SAS Institute Inc., 2 0 13 ), and there 
are a large num ber o f  specialised com m ercial packages available. M ost academic 
research, however, utilises either Ucinet (Borgatti, Everett, &  Freem an, 2017), 
w hich has very inexpensive academic and student licencing, or Pajek (Batagelj & 
M rvar, 2 0 17 ), w hich is free. Ucinet (and NetDraw, for visualisation) provides all 
the most widely used SN A  procedures including QAP. Pajek  (Batagelj &  M rvar, 
2017) is similar but specialises in  the analysis and visualisation o f  large networks. 
T h e  programs Visone (Brandes & Wagner, 2 0 17 ), G ephi (Bastian, H eym ann, & 
Jacomy, 201 6 ), and O R A  (Carley, 2017) are oriented m ore strongly towards 
visualisation. N od eX L  (Sm ith et al., 2010) -  an add-in to M icrosoft E xce l -  has 
specialised facilities for im porting and analysing data from  social-m edia. W ithin  
the R  programming system, the packages network/sna (Butts, 2 0 15 , 2016) and 
igraph (Csardy, 2015) are probably the most w ell-know n o f  those used for SN A. 
Statistical m odelling o f  networks w ith E R G M s  can be done using the stan­
dalone program pnet (R obins, 2 0 1 3 ; W ang, R o b in s, &  Pattison, 2009) or in R  
w ith the statnet packages (Goodreau, H andcock, H unter, Butts, &  M orris, 2008 ; 
H andcock, H unter, Butts, Goodreau, &  M orris, 20 0 3 ; H andcock, H unter, Butts,
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Goodreau, &  M orris, 2008). Stochastic actor-oriented  models are im plem ented 
by R Siena  (Ripley, Snijders, Preciado, Boda, &  V oros, 2 0 1 7 ; Snijders, 2017), 
w hich again is an R  package.

Further reading: textbooks and websites
T h e primary academic society devoted to the development o f  SN A  is the Inter­
national N etw ork for Social N etw ork Analysis (IN SN A ; insna.org). T h e  society 
organises or sponsors annual conferences in  N orth  Am erica, Europe, and Asia 
and publishes the prem ier m ethodological jou rn al in  the field, Social Networks. 
It also runs an active mailing list, S O C N E T , w hich supports lively and collabo­
rative discussions and answers to questions. There are likewise active mailing 
lists for the U cin et and Pajek programs. A nother specialised jou rn al in the field 
is N etwork Science, w hich has an orientation towards the w ork o f  m athem ati­
cians and physicists working in  the field o f  social physics. M any o f  this group 
o f  researchers also make pre-prints and working-papers available in the physics. 
soc-ph category o f  arXiv.org (https://arxiv.org/list/physics.soc-ph/recent).

Nowadays there are many excellent SN A  textbooks available at both intro­
ductory and advanced levels. Introductory texts include K noke andYang (2008), 
Prell (2011), R ob in s (2015), Scott (2017), and Yang, Keller, and Z heng (2016). 
Wasserman and Faust (1994) remain the established classic in the area o f  graph- 
theoretic methods. C arrington and Scott (2010) provide a broad overview o f 
a range o f  topics from  theory to methods o f  sampling and data-collection. 
There are texts that describe SN A  w ith a focus on specific software -  U cin et 
(Borgatti, Everett, &  Johnson, 201 3 ), Pajek (de Nooy, M rvar, &  Batagelj, 2011), 
N o d eX L  (Hansen, Shneiderm an, &  Sm ith, 2 0 11 ), pnet (R obins, Lusher, & 
K oskinen, 2012) and the R  system (Kolaczyk & Csardi, 2014). Finally, Barabasi 
(2016), Easley and K leinberg (2010), and N ew m an (2010) are w ell-know n texts 
in the netw ork science (social physics) tradition.

Note
1 Edge-betweenness is analogous to betweenness-centrality, as was defined earlier, but cal­

culated for edges rather than for nodes.
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Section 4

Research dissemination

This final section o f  the book  contains two chapters discussing the three main 
ways your research results can be disseminated: via publications (Chapter 2 4 ) and 
in an academic thesis and an organisational report (Chapter 2 5 ). These two chapters 
discuss the key requirements and considerations for each m ethod o f  research 
dissemination and include, for example, the relatively new  concept adopted by 
many universities o f  thesis by publication.
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24 Publishing your research

Craig McGarty and Zoe C. Walter

Introduction: why, where and how to publish?

A lthough we have some strong views about many o f  the issues we cover in 
this chapter, surprisingly, perhaps, we want to start w ith the w arning that we 
are not suggesting you should follow all o f  our advice. Just as the w ork that 
academics publish can involve contested and conflicted positions, the same is 
true about publishing itself. W e are not saying that there are no right or w rong 
answers, but we are saying that there are many cases w here the same answer will 
be right or w rong at different tim es. T h e  standards and practices that apply in 
sub-disciplines o f  applied psychology are part o f  the real richness o f  the field. 
O u r standards com e from  our experiences as social psychologists w ho keep a 
keen eye on other fields, such as political psychology (both authors) and clinical 
psychology (W alter). W e have form ed our views about publication practices and 
standards in the fields we are interested in by observing, listening to and discuss­
ing w ith colleagues. O u r task is not to convince you to adopt the practices we 
prefer but to help you to take the same steps in your ow n field.

As you w ill see, this chapter addresses three key questions: why you should 
publish, w here to publish, and how  to publish. Despite our caveat that we might 
not give you straight answers: what m ore could you want to know?

Why publish?

O u r first question may surprise you: “O f  course I want to publish i f  I don’t 
want to perish!” A lthough the life-preserving functions o f  publications may 
be overstated, there are indeed powerful reasons for publishing. Publications, 
especially publications in applied psychology, represent new  knowledge, and 
the stock o f  that knowledge is surprisingly thin even on vitally im portant and 
controversial topics. It is not uncom m on to find large industrialised cities or 
even entire nations w here there is no psychological publication record on some 
topics or w here publications are hopelessly dated or m ethodologically flawed.

Despite the im portance o f  publications for advancing human knowledge, it 
is not the case that any publication is better than no publication. T here is no 
point teaching content to students or inform ing practice or policy, i f  the ideas



292 Craig McGarty and Zoe C. Walter

lack scientific m erit and rigour. That is why peer-review ed publication is the 
gold standard for academ ic activity. It might seem convenient and appealing to 
drop your ideas on the Internet or blurt them  to the media, but that can also be 
grossly irresponsible and contrary to the ethical and practical standards apply­
ing to psychologists (such as the Australian C ode for the R esponsible C onduct 
o f  Research, 2007 ). Peer review protects you and the public from  mistakes by 
at least providing the guarantee that independent experts have judged the new 
knowledge to be o f  sufficient value to be shared, and w ithout that safeguard 
it is generally better to remain silent (especially on topics that can have deep 
im pact on people’s lives). Balanced against that, there is no point having great 
ideas w ithout telling them  to other people. Turning Kurt Lew in on his head: 
there is nothing so impractical as an unpublished theory.

A long w ith the why o f  publishing is the w hen. T h e  tim e to publish is now. I f  
you are doing a PhD, then the opportunity to think deeply about a topic gives 
you a platform to do really good work. Your publications in the PhD  and post- 
PhD  phase may well be the most successful you ever do and can establish the 
rest o f  your career. C om pleting a P hD  is a gruelling and long process, and so 
doing anything that can make that process easier should be embraced; many o f  
the pressures o f  doing a P hD  can be alleviated by publishing papers as you go. 
Publishing as you go has the benefits o f  m aking you consistently w ork on your 
w riting, divides your thesis into manageable sections and allows access to expert 
feedback on your research and ideas for future studies (see the previous sec­
tion on the peer-review  process), and you com e out o f  the PhD  w ith a healthy 
track record o f  publications. Additionally, provided you have good supervision, 
this allows you to gain familiarity w ith the publishing procedure, such as how 
to w rite to jou rn al editors, pitch articles and respond to reviewers, w hile in a 
supportive environm ent w ith less pressure. B u t get ready to deal w ith rejection 
and the extra w ork that com es w ith revise and resubmits.

You might also be limited in w hen you publish by w ho you w ork with. W ork­
ing w ith industry partners can be a fruitful and practical endeavour. Industry 
partnerships are a growing source o f  funding for academic research, and i f  done 
correctly can be mutually beneficial to all parties. However, the data you collect 
may be the property o f  an industry partner w ho wants a report but not a journal 
article. This can impose restrictions on what you are able to publish. I f  you are 
planning to conduct research w ith an industry partner, the earlier you have these 
conversations, the better. Understanding what is in the contract and what you 
are legally allowed to publish and in what outlets is an important consideration 
before signing a contract w ith an industry partner (and it should be covered in 
the ethics protocol used to conduct the research). I f  in doubt, seek advice. U n i­
versities have liaison officers and a legal team that can assist with these matters.

Where to publish
You w ill have many options for publications. T h e  main scholarly forms o f  
publication in  psychology are peer-review ed journals, conferences and books/ 
chapters. Peer-reviewed journals are the prestige form  in  psychology, and we
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would recom m end that over a five-year period you should aim  to have more 
papers published than you have chapters and conference presentations co m ­
bined. I f  you find yourself veering far away from  that, stop and take stock. It 
may be w orth asking i f  a w eek-long trip for a conference is tim e better spent 
w riting, or w hether agreeing to w rite a chapter will take the tim e you need 
to com m it to having your project data published. In each case, asking yourself 
the question should not presume the answer (if you are reading this chapter 
and concluding that you should spend all your tim e w riting and never go to 
conferences, then you are not reading carefully enough). T h e  decision o f  where 
to publish should be in m ind before you start to w rite your paper. You want 
the message to resonate w ith the audience, and it is easiest to do that w hen you 
have an idea o f  w here you want your research to be seen (for a consideration o f  
a range o f  factors -  in fact an actual m odel o f  how  to select journals to submit 
to -  see K night &  Steinbach, 2 0 0 8 ).

Journals are often ranked by bibliom etric indices based on citations -  those 
same indices are often used to rank researchers and their universities. This is a 
controversial practice but difficult to avoid -  you want your w ork to be cited, 
and on average it helps to publish w here people w ill see your research. Citation 
counts com e from  the num ber o f  references; i f  your paper has a hundred refer­
ences, then it needs a hundred cites to break even (and that is why you cannot 
compare citations rates across academ ic fields -  i f  you w ork in pure m athem at­
ics, where people w rite papers w ith single authors and 20  references, then your 
w ork will be less highly cited ). It is very com m on for a paper to have zero cita­
tions for a num ber o f  years, and a small num ber o f  papers receive large numbers 
o f  citation. This means that the distribution o f  citation rates is highly skewed, so 
the median is a better indicator o f  the expected num ber o f  citations for a paper 
(unfortunately, lots o f  people w ho should know  better use the mean citation).

T h e  best-know n measure o f  citation is the journal impact factor (or IF) used by 
W eb o f  Science (Clarivate Analytics, n.d. orig. 1994). There are alternatives to 
the IF  such as Scopus’s SN IP  -  source normalised im pact per paper (see Beatty, 
2 0 1 6 ). This is the average num ber o f  citations for a year o f  papers in a jou rn al 
in the last two years. M cG arty  (2000) suggests this statistic is inappropriate for 
psychology. This is partly because it takes longer than two years for a paper to 
have genuine im pact in psychology due to the tim e it takes to secure funding, 
conduct and publish research. M cG arty  (2000) suggests the five-year impact 
factor is m ore appropriate (but note that most psychology academics w ho fo l­
low  im pact factors will rely on the tw o-year im pact factor despite its limitations 
for the field). As a rule o f  thumb, aim for most o f  your academic stream publica­
tions to be in  journals w ith a five-year im pact greater than 2 .0 ; that will tend to 
put your papers in the top half.

A nother statistic that is used (questionably) to rate researchers and jo u rn al is 
the H -in d ex . H  (Hirschfield) numbers are counts o f  papers w ith a certain num ­
ber o f  cites or more. A  researcher w ith an H  num ber o f  20  has 2 0  papers with 
20  or m ore cites. These numbers are intensely biased against ju n io r  researchers. 
It is w orth being aware o f  them , as people may be using them  to ju d ge you 
(funding bodies such as the Australian N ational H ealth and M edical R esearch
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C ouncil do not allow their use for assessing grant applications except as part o f  
a broad range o f  indicators; N H M R C , 2017). H  indices can com e from  sources 
such as W eb o f  Science and Scopus. Google Scholar has a better coverage o f  
books and b ook  chapters publications. C itation statistics from  Google Scholar 
are available from  H arzing’s (2017) Publish or Perish software.

B ooks tend to be o f  low er value in psychology than peer-review ed journals. 
T hat is not our view  but an assessment o f  the value placed on jo u rn al articles 
and books by research evaluation exercises for psychology. B o o k  and book 
chapters can, however, provide a space to express views in  longer form . I f  you 
are going to publish in books and book  chapters, make sure that you are w ork­
ing w ith outlets and people that you respect. I f  the publisher is one you have 
never heard o f  then that automatically suggests you need to find out m ore. I f  
the editor o f  a b ook  is not a respected academic on the topic o f  that b ook , then 
you need to ask w hether your work is in  the right place. Specifically, you should 
avoid publishers w ho offer to publish your thesis before anyone at the publish­
ing house has read it. Also avoid “predatory” journals that appear to offer open 
access but are actually ju st after money.

A nother key outlet to present your research is at conferences, via either an 
oral or poster presentation. Presenting either form at at a conference provides 
the opportunity to disseminate your research at various stages o f  develop­
m ent, from  prelim inary findings to data that is being  w ritten  for publication. 
This allows you to not only show your w ork but to receive instant feedback 
and may open up collaboration opportunities. As w ith publishing in  journals, 
look  at the fit o f  your research and w here the research w ill get the most 
traction w hen m aking decisions about w here to present. Additionally, know 
your audience and tailor your presentation to that audience. M ost conferences 
require you to submit an abstract several m onths in  advance, and thus require 
planning.

R esearch engagem ent w ith a broader audience outside o f  academia is 
increasingly being used as a m etric for academ ic success. This can be seen in 
the R esearch Excellence Framework (H E F C E , 2014) in the U nited  Kingdom , 
w hich now  includes case studies for examples o f  research im pact as part o f  
the assessment. In this case, “im pact” refers to the effect o f  research outside 
academia (so impact factors do not measure research im pact in  this sense). In 
addition to developing a portfolio o f  peer-review ed publications, universities 
are looking for researchers w ho have an ability to com m unicate and engage 
w ithin the public arena. You may also want the fantastic w ork you have been 
doing to be read m ore broadly than the audience that frequent the journals you 
are publishing in . Thus, it is im portant to learn skills in com m unicating and 
publishing in  other outlets, such as media and social media. Com m only, this 
com es in the form  o f  media statements about published research, w riting an 
evidenced-based article on an issue close to your research (e.g., an article in The 
Conversation), and disseminating your publications on social media (e.g., Tw it­
ter) and career netw orking (e.g., LinkedIn, R esearch  Gate) sites. This type o f
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engagem ent is not ju st about getting m ore citations and views o f  scholarly arti­
cles (although it will hopefully help you disseminate your publications), it can 
enhance research collaboration and public engagem ent. That is, com m unicat­
ing your research through other outlets can help you connect w ith others and 
makes your research accessible to com m unities outside o f  academia (although 
one should be follow ing the points outlined earlier, first and foremost).

O u r general advice is that you should try to publish in outlets that the aca­
demics that you respect value. I f  you do not know  what the people you respect 
value, then you desperately need to find out, because there is no surer sign that 
you are not engaged in  a scholarly community. Start a conversation. Ask co l­
leagues what they think o f  journals, and then evaluate those responses. I f  the 
response is “Have you seen the im pact factor? I t ’s terrible!” then your colleague 
may not be telling you m uch about a jou rn al that they may have never read, 
but they may be giving you useful inform ation as to how  im pact factors are 
regarded by that colleague. A  tip on a change o f  editorial policy (“they are really 
open to qualitative research/ replication studies”) may be even m ore valuable.

How to publish
T h e advice we can offer on how to publish excellent research is surprisingly 
straightforward. W e will provide the advice generally and then drill down to 
some specific tips for conference presentations. Publishing excellent research 
involves follow ing the standards o f  excellent research practice that are detailed 
elsewhere in  this book  (such as the principles outlined in  Chapter 2 by Brough 
and Hawkes). I f  your research has been guided by theory, follows ethical guide­
lines, uses valid and reliable methods, is innovative and has practical im plica­
tions, then there is every chance that you can create excellent publications. I f  
you struggle to rem em ber why you did the research and what you did, or i f  
you have difficulty telling yourself what is good and new  about your research, 
then the best w riting practices in the world w ill avail you little. There is a one­
way street from  excellent research to excellent publications. It is far, far better 
to start the research afresh than to seek to publish deficient research -  deficient 
publications that will sit next to your name for the rest o f  your career (that is 
also a good reason to make sure that the reference details in your publications 
are accurate).

I f  you are travelling on the “excellent research road” , then the problem  
becom es one o f  com m unication. H ere we think we can scarcely do better than 
to encourage you to follow G rice ’s (1975) maxims o f  effective com m unication: 
be truthful, be relevant, be as concise as possible w hile conveying the relevant 
inform ation, and be clear. A  good publication is one that meets those standards. 
B ein g  truthful entails follow ing open science practices. Say exactly what you 
did, why you did it, and what you found (with additional inform ation read­
ily available to readers in  supplementary online m aterials). I f  you em brace the 
spirit o f  the previous sentence in  your scientific com m unication, you will find
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you are com plying w ith open science standards. T h e  O pen Science Framework 
(N osek et al. 2017) provides the follow ing standard advice for reviewers:

I request that the authors add a statement to the paper confirm ing whether, 
for all experim ents, they have reported all measures, conditions, data exclu­
sions, and how  they determ ined their sample sizes. . . .

Given this clear and widely available set o f  expectations do not wait to 
be told to do this. B e  proactive and supply the inform ation before you 
submit.

In the case o f  applied psychology, “being relevant” generally also means pro­
viding guidance for practitioners on the implications o f  the findings for human 
welfare. T h e  principle o f  truthfulness is paramount here. D o  not overstate the 
relevance o f  your findings but rem em ber also that i f  modesty is false, then there 
is no place for it in scientific com m unication. B ein g  as concise as possible is 
the most difficult o f  the maxims to follow. It can be hard to decide what in for­
m ation is relevant and how  m uch detail to provide. O th er papers in the field 
will often provide a guide, as do bodies such as the O pen Science Foundation. 
In general, though, it is crucial that readers should be able to access all o f  the 
inform ation they m ight need (not ju st the inform ation you choose to provide).

T h e  m atter o f  clarity o f  style is a personal one. O u r advice again here is to 
follow the standard o f  com m unication in  your field. M any recent graduates 
follow (undergraduate) w riting guidelines that were outdated many years ago. 
Adopt the w riting style used by top researchers in  your field rather than that 
recom m ended by your first-year lecturer (who may be wise but might w ork in 
a com pletely different field to you).

For what it is w orth, our preference is for com m unications that present a 
coherent narrative (without ever letting the need for the narrative to be coher­
ent to get in the way o f  the tru th). That story is usually o f  the form  “W e had this 
idea, we collected these data, we found these results, and we think this is what it 
means” . W e can call that the Story o f  Imrad (introduction, methods, results and 
discussion), but in a short conference presentation you will not have the chance 
to tell as m uch o f  the background as you would in a jou rn al article. Again, you 
need to make sure the narrative you choose to deliver fits w ithin the range o f  
expectations o f  your audience. You m ight wish to tell the story o f  your personal 
voyage o f  discovery or o f  the tribulations o f  the research process, but you need 
to ask w hether the audience will be interested in that. Although tim e will be 
racing by as you speak, it is unlikely that your audience is subjectively experienc­
ing the same thing (you may have been to some brilliant talks, but how  often do 
you find yourself thinking “I wish this speaker had a longer tim e slot?”).

W h en  you give an oral conference presentation, it is im portant to be as 
engaging and clear as possible. Have three to five take-away messages that you 
want the audience to rem em ber and try to convey a coherent story. W h en  pre­
paring slides, rem em ber less is m ore (a general rule o f  thum b is about one slide 
per m inute o f  talk), and pictures or graphs are m ore m em orable and easier to



Publishing your research 297

follow than a wall o f  text, but make sure you have that wall o f  text to hand so 
that you can provide details i f  requested.

W h en  you prepare and present a conference poster, you should be wary o f  
trying to include too m uch inform ation. You want a poster that can be easily 
understood at a glance (the main message at least), w ith clear results. B e  pre­
pared to summarise the poster for anyone w ho stops to have a look , and have 
further inform ation and a copy o f  your poster (e.g., a handout or a Q R  code) 
on hand for people w ho would like m ore detail. Som e o f  the people viewing 
your poster will want to read the detail and then ask questions. O thers will 
prefer a rundown from  you. T h e  audience m em ber gets to choose.

Conclusion

In conclusion we would say your task w hen receiving advice is to EV A LU A TE 
the advice, not to T A K E  the advice. Even though we have given you some 
generic standards and guides, we are not com m itted to all o f  them  ourselves. 
W e think you and everybody else w ill be happier i f  you w ork to the standards 
o f  applied psychologists, w hom  you respect and whose performances and prac­
tices you seek to emulate. I f  you find their advice differs from  ours, then listen 
to them  m ore carefully.
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25 Producing an academic 
thesis and an organisational 
report

Toni Fowlie, Maree Roche, and Michael O'Driscoll

Introduction

There is an overwhelm ing am ount o f  literature available on how  to w rite  a 
thesis, and it is often difficult for students to decide w here to begin to read 
and, furtherm ore, to decide w hich o f  this inform ation is relevant. This chapter 
attempts to summarise the most relevant inform ation and present some co m ­
m on problems and challenges often faced by students in  the w rite-up phase o f  
their thesis. It is not a ‘h o w -to ’ guide; rather, it presents helpful inform ation and 
advice surrounding w riting a thesis. Additionally, this chapter provides advice 
on how  to present the research as a report to organisations w ho have partici­
pated in  the research.

Producing an academic thesis

R eading in preparation fo r  thesis writing

W hile  there are many ‘h o w -to ’ guides available w hich offer advice on how 
to w rite a research thesis, it is im portant for students to not get carried away 
w ith trying to read everything (M cBride, 200 9 ), as this takes up valuable tim e 
that could be used for w riting. There are, however, several things that should 
be read by the student w hich w ill make thesis w riting a lot smoother. Students 
should read any guidelines or docum ents surrounding thesis w riting that have 
been issued by their institution. D ifferent institutions have different variations 
on certain aspects o f  the thesis process, and thus reading the protocols will give 
students an idea o f  what is expected. T h e  institution may also be able to pro­
vide guidelines o f  what the examiners will be looking for w hen marking the 
thesis. R eview ing previous theses from  the department in w hich the student is 
enrolled can also be informative.

C ertain topics that students should be familiar w ith before embarking on the 
w riting jo u rn ey  include the layout o f  a thesis, the academic w riting style, gram­
mar and form atting, and referencing. Having a sound understanding o f  these 
will enable them  to concentrate on the content o f  their w riting. For theses in



psychology, it is highly recom m ended that students consult the Publication 
M anual o f  the A m erican Psychological Association (Am erican Psychological 
Association, 2010).

T h e  importance o f  planning

Having a detailed tim eline established from  the very beginning o f  the thesis 
process w ill ensure that the w riting phase o f  the thesis runs as sm oothly as pos­
sible. Having set dates for w hen specific chapters are due allows supervisors to 
encourage students to keep on schedule. It is also useful to make a detailed plan 
o f  each chapter before com m encing w riting, as this will ensure that important 
concepts are not overlooked and w ill prevent random m ovem ent betw een ideas 
(H oltom  & Fisher, 1999). This also provides supervisors w ith an idea o f  the 
direction students are intending each chapter to take.

Structuring the thesis and writing style

O n e o f  the simplest ways to structure a psychology thesis is to follow what is 
com m only referred to as ‘the basic science structure’ (Carter, Kelly, &  Brailsford, 
2 0 1 2 , p. 17). This m odel follows the layout o f  front cover, acknowledgem ents, 
abstract, table o f  contents, list o f  figures, list o f  tables, main body, references and 
appendices.

T h e  main body o f  the thesis will be organised into several chapters. T he 
num ber o f  chapters will be dependent on the student’s particular research, but 
generally includes four m ajor topics: introduction, m ethod, results and discus­
sion (Carter et al., 2 0 1 2 ). T h e  introduction will generally include a discussion o f  
the theoretical m odel to be tested in the research, along w ith specific hypoth­
eses and their underlying rationale. T h e  m ethod chapter focuses on the sample, 
measures and procedures utilised in the research. Findings from  the research 
are presented in  the results chapter, although sometimes there may be a need 
to have m ore than one results chapter, especially i f  the research includes both 
cross-sectional and longitudinal data or is a com bination o f  quantitative and 
qualitative data. T h e  discussion chapter incorporates a summary o f  the m ajor 
findings, discussion o f  the potential explanations for the findings, theoretical 
and practical implications o f  the research, limitations in the research (e.g. the 
sample or research design), and some general conclusions regarding the contri­
butions o f  the findings to the literature.

Although this structure works well for the m ajority  o f  students, the nature 
o f  the particular research being undertaken should have priority  over this basic 
m odel (Carter et al., 2012). Joyner, R ou se and Glatthorn (2013) believe that 
the thesis should be organised in a way that enables the findings to be com m u­
nicated to the reader in the simplest way possible. For instance, in some theses, 
especially those w ith a m ore qualitative approach, the results and discussion 
sections may sometimes be m erged.

Producing an academic thesis 299
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W riting style and form atting

W h en  it com es to beginning to w rite their thesis, many students often report 
that they would rather not begin w riting until their research is underway and 
they feel they have som ething relevant to w rite about (Murray, 2011). However, 
this approach may delay w riting even longer (Murray, 201 1 ), w hich can mean 
a lo t o f  rushed w riting as the due date for the thesis submission draws nearer. 
M urray (2011) suggested using w riting prompts to begin the w riting process, 
such as ‘M y  project is about. . .’, rather than the m ore form al ‘Research ques­
tions’. W ritin g  prompts such as these can help develop ideas and build confi­
dence (Murray, 2011). It is im portant for students to try to make progress with 
their w riting as often as possible. W ritin g  every day — even i f  it is only one or 
two paragraphs — is still progress towards the end result. Additionally, checking 
references and quotations on days w here students feel as though they are too 
tired to w rite will enable them  to continue to make progress on their thesis.

Academic w riting has its own rules and conventions, w hich should be fol­
lowed. Three m ajor conventions are clarity, objectivity and justification o f  argu­
ments (Oliver, 2014). W h en  w riting the thesis, it is im portant to keep in mind 
w ho the readers will be (Hartley, 1997). For example, the examiners o f  the thesis 
may not be from the same discipline as the student (Murray, 2011). This means 
that the w riting needs to be coherent so that the reader can easily understand 
the research (Hartley, 1997). Students should also be concise, w hich means using 
words that have the exact meaning that the w riter intends them  to have, avoid­
ing ambiguous words w here possible, and w riting concisely. Clarity also involves 
structuring the thesis in a logical and systematic order (Joyner et al., 2013).

As a general rule, academic w riting is objective, m eaning it must be free o f  
personal feelings and beliefs o f  the researcher (Oliver, 2 0 14 ), although in quali­
tative investigations it may be appropriate to insert personal reflections. Super­
visors will advise on the appropriateness o f  including these types o f  reflection. 
Arguments need to be justified , w hether through theoretical logic or previous 
findings. W h en  citing material to support arguments, students should only cite 
sources that they have read, should cite primary sources rather than secondary 
sources w here possible, and should not deliberately misinterpret the source ju st 
to support their arguments (Joyner et al., 2013).

T h e  student should also keep in  m ind that even though the evidence pre­
sented may support a particular claim, it should not be presented as an absolute 
truth (Oliver, 2014). In psychology, it is generally difficult to know  that some­
thing is true w ith com plete certainty; thus, the general approach in academic 
w riting is a cautious one (Oliver, 2014 ). For example, words such as always, never, 
clearly and obviously should typically be avoided, as statements w hich include 
these words can often easily be disproved. Instead, terms such as assume, sug­
gest, appear and generally should be used, as they are m ore cautious and more 
applicable.

O ften students get confused about w hether they should be w riting in the 
first or third person. Traditionally, scholarly w riting is w ritten in the third person 
voice, as this separates the researcher from  the research and portrays the results
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as being m ore objective (Oliver, 2014). Although third person is still widely pre­
ferred, the use o f  first person has becom e acceptable in certain situations (Oliver, 
2014). In theses w ith a more qualitative perspective, w riting in the first person 
may be totally acceptable; supervisor(s) can advise on w hich approach is most 
appropriate. Students also should be consistent w ith tenses. Normally, past tense 
is used for the introduction/literature review chapter and the methods chapter, 
whereas present tense is used for the results and discussion chapters (Joyner et al., 
2 0 1 3 ). It is also im portant to use gender-neutral language so that assumptions 
are not unfairly made about one gender over another (Oliver, 2014).

U sing a referencing software such as Endnote or Zotero is advantageous for 
several reasons. R eferencing  software allows students to keep a database o f  the 
sources they have read and cited. T h e  software also allows bibliographies to be 
generated in any citation style and accurately cites these sources throughout 
the thesis, w hich saves considerable amounts o f  time. O ften the software is free 
or available freely to students through their institution. U se o f  such software is 
often m ore efficient and effective than any ‘manual’ citation system.

Theses including publications

A thesis including publications is a relatively new  m ode for com pleting a the­
sis. This form at is a thesis that incorporates papers authored/co-authored by 
students that have been submitted/accepted for publication in peer-reviewed 
academic journals. This type o f  thesis is know n as a thesis-by-publication or a 
thesis-w ith-publication. Theses including publications still require the m anu­
script to w ork as an ‘integrated w h ole’ (Massey University, n.d, p. 2 ), and thus 
they must contain framing texts (Kumpulainen, 2008) to link together the sepa­
rate research papers and to illustrate the overall them e. Each institution has its 
own guidelines surrounding how  many research papers must be submitted and/ 
or published. Som e institutions require the articles to be published and some 
for them  to be accepted, and others only require them  to be submitted. Som e 
com bination o f  these is com m on. Therefore, before choosing this form at o f  
thesis, it is im portant that students check these requirements w ith their institu­
tion, as well as discussing this option w ith their supervisors.

T here are both advantages and disadvantages w ith undertaking this thesis 
structure. Advantages include the acquisition o f  skills in  preparing and submit­
ting w ork for publication. This means that students can graduate w ith a degree 
and a publication record (Kumpulainen, 2008 ). Publishing research in peer- 
reviewed journals allows students to engage w ith the broader scientific com ­
m unity and to be m entored in the process o f  academic publishing. Students also 
learn valuable lessons, such as the ability to accept critical com m ent outside o f  
the supervisor domain (The U niversity o f  Sydney, 2015).

Although they are becom ing m ore popular, theses including publications have 
some associated problems (Jackson, 2 0 1 3 ). Disadvantages o f  this form at include 
the difficulty o f  conveying coherence betw een the different articles and the time 
delay in waiting for co-authors to review and contribute and for journals to pro­
vide editorial decisions (The University o f  Sydney, 2015). It is also argued that it



is often challenging to determ ine the candidate’s contribution to the overall sub­
mission due to the co-authorship nature o f  a thesis including publications (Jack­
son, 2013). It is therefore important to consider several factors before choosing 
this type o f  thesis, including the requirements o f  the institution, the research 
topic, intellectual property, and co-authorship (R obins & Kanowski, 200 8 ).

T h e  student-supervisor relationship and other support networks

T h e student-supervisor relationship is extrem ely im portant, as the relationship 
continues from the very beginning o f  the thesis through to submission o f  the the­
sis, and potentially beyond this (R ountree & Laing, 1996). Therefore, the im por­
tance o f  establishing this relationship from the very beginning o f  the research 
is a priority. It is vital that this relationship is successful, as feelings towards the 
relationship can cross over to feelings about the thesis (R ountree & Laing, 1996). 
Because this relationship can be com plex (Oliver, 2014), to ensure success it is 
important that the roles o f  students and the supervisors are well defined.

C om m unication is im portant in  the student-supervisor relationship. B eing 
clear from  the beginning about what is expected from  one another will help 
minimise misunderstandings (H oltom  & Fisher, 1999). A n im portant task for 
students is to reduce confusion by clarifying several things from the beginning. 
Student need to establish what their supervisors expect o f  them , and what 
they expect from  their supervisors (W hite, 2011 ). Students are also responsible 
for asking for reassurance from their supervisors. A n easy way to do this is to 
provide a list o f  questions w hen submitting drafts to the supervisor. These ques­
tions could include (Oliver, 2 0 1 4 , p. 70):

• Is the w riting style too formal, too  inform al or ju st about right?
• Are there places w here first-person singular could be used?
• Are the academic arguments sound?
• Overall, is the standard o f  the w ork at the appropriate academ ic level?

W ith in  the first few weeks o f  thesis enrolm ent, three things should be estab­
lished: regularity o f  student-supervisor meetings; tim e required for supervisors 
to read and review drafts (W hite, 20 11 ); and the num ber o f  drafts the supervisor 
is w illing to review.

D eveloping successful supervision

To make the supervision relationship function as sm oothly as possible, W hite  
(2011) suggested that students should:

• ensure the supervisor’s previous com m ents have been addressed before 
submitting the next draft;

• ensure that drafts have as few grammatical errors as possible;
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• be receptive to constructive criticism ;
• be prepared and prompt at meetings;
• keep supervisors inform ed o f  individual circumstances that are likely to 

affect the thesis process;
• remain enthusiastic and positive about the thesis; and
• approach the supervisors w ith any concerns they have.

O ther support networks

Students cannot expect to m eet w ith their supervisors several times a week; 
thus, having other support networks could benefit students. It is im portant, 
however, that students are open w ith their supervisors about additional support 
they are seeking. This ensures that supervisors do not feel that students are seek­
ing help w ithout their knowledge.

T h e  use o f  library resources is vital for success at the postgraduate level, and 
therefore getting to know  the way around the library is necessary for thesis 
com pletion (R ountree & Laing, 1996). Libraries usually offer tutorials on how 
to use the catalogue system and com puter software, w here to find certain co l­
lections in the library and borrow ing protocols for special materials (R o u n ­
tree &  Laing, 1996). Identifying their subject librarian is also an excellent way 
for students to be able to tap into resources that they may not normally find 
themselves. I f  they make their subject librarian aware o f  their research, the 
librarian may be able to access hard-to-get resources and can keep a look out 
for any material new  to the library (R ountree & Laing, 1996).

External mentors may be beneficial for certain aspects o f  the thesis such 
as help w ith reading lists. Seeking help from  external mentors may also help 
students i f  their supervisors do not know  m uch about a particular area (Kwan, 
2009). However, as m entioned earlier, students need to advise their supervi­
sors about consulting external mentors. Form ing support groups w ith fellow 
students is a useful way for students to discuss challenges encountered over the 
course o f  their theses in  a non-threatening environm ent (W hite, 2011). These 
m eetings can be m ore facilitative and open than meetings betw een supervisors 
and students (W hite, 2011) and can help com bat feelings o f  isolation (Conrad, 
2006).

Students can also be involved in  thesis w riting  groups, w h ich  can cu lti­
vate w riting  skills and enhance productivity (Ferguson, 2009) and could also 
lead to peer review  systems (Aghaee & H ansson, 2 0 1 3 ). T h e  purpose o f  peer 
review  systems is to improve the quality o f  thesis manuscripts by students 
giving feedback for im provem ent on the basic aspects o f  the m anuscript 
(Aghaee & H ansson, 2 0 1 3 ). T his allows for the supervisors’ tim e to be  used 
m ore efficiently. Students, however, need to be wary about the accuracy o f  
the in form ation  received from  fellow  students. It is w ise for students to view 
advice given w ith  a b it o f  scepticism  and to double check  things w ith  their 
supervisor.
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C om m on problems and challenges

This section covers some o f  the most com m on problems and challenges that 
thesis students often face. These can include mismanagement o f  tim e and 
resources, procrastination and loss o f  m otivation. These problems and challenges 
are im portant to address, as they can often lead to students not com pleting their 
thesis on time. Som e ways to obviate these difficulties are also suggested.

O n e o f  the most com m on problems thesis students face is not allowing 
enough tim e for particular parts o f  their research and thesis production. The 
tim e needed for tasks such as analyses, w riting, editing and printing are often 
underestimated, w hich ultimately may create stress as the thesis submission date 
draws nearer. Creating a detailed tim eline w ill ensure that these tasks progress 
properly.

Thesis students often have to overcom e procrastination and loss o f  motiva­
tion at some point during their thesis. It is not unusual for them  to try to avoid 
tasks that they find unpleasant or difficult to do. C om m on ways to overcom e 
procrastination include setting specific goals and breaking up large tasks into 
smaller pieces to make the overall w riting task m ore manageable. Students’ 
desire for perfectionism  can also lead to procrastination w ith thesis w riting. 
Students should concentrate on getting their w ork and thoughts onto paper 
and then reworking it to make it ‘perfect’.

Writing an organisational report
A t the conclusion o f  w riting  a thesis, it is often necessary for students to 
w rite  a feedback report for organisations w ho participated in the research. 
Students should understand that providing feedback is a ‘critical part o f  the 
“psychological co n tract” ’ (Brew erton & M illw ard, 2 0 0 1 , p. 177), and i f  this is 
violated, it can m ean that the student’s ‘future relationship w ith  the com pany 
is severely jeopardised as are future research prospects for o ther students and 
the educational institutes o f  w h ich  they are part’ (Brew erton & M illward, 
2 0 0 1 , p. 177).

W h en  w riting the organisational report, there are a few things to keep in 
mind. Firstly, it needs to be established w ho will be reading the report. Identi­
fying the key reader will ensure that the w riting style and m anner is appropri­
ate. For example, different people w ithin organisations have different levels o f  
understanding o f  certain subjects and topic areas. I f  the reader o f  the report is a 
professional w ithin the same field as the research, they are likely to have a good 
understanding o f  the topic. However, i f  the reader is not familiar w ith the topic 
area, then m ore background inform ation may need to be provided.

Secondly, any com plex jargon  related specifically to the research needs to be 
om itted and replaced w ith everyday terms (that is, simple language). I f  there 
are certain term s that cannot be replaced (for instance, w here replacing them  
is likely to change the m eaning and interpretation), they need to be clearly 
explained. It may also be useful to provide a glossary o f  terms at the end o f  the
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report. Thirdly, it is im portant that no one can be identified, w hether that be 
the organisations w ho took part in  the research or specific research participants. 
It is also im portant to make sure there is nothing defamatory to the organisa­
tion (or specific people) in the report. It may be that the results are not what 
the organisation wants to hear, and thus it is essential to w rite these results in  a 
sensitive way (Brew erton & M illward, 2001).

O ther issues to focus on include grammar, spelling and form atting consist­
ency throughout the report. Frequent mistakes will cause the report to look 
unprofessional and w ill underm ine the im portance o f  the research findings. 
T h e  report should be presented in  an attractive way that is user friendly. Lastly, 
students should include a cover letter w hich thanks the organisation for their 
participation and w hich includes their contact details, in case the organisation 
has any further queries. Before sending the report, students should get final 
approval from  their supervisor.

T h e  organisational report should include an executive summary. An execu­
tive sum mary’s purpose is similar to that o f  an abstract, yet its content may 
be quite different. T h e  summary should precede the report and should spell 
out what was done; how, w hen and why it was done; w ho was involved; what 
was found; what the practical implications are; and what is recom m ended. T he 
executive summary may also be used to provide feedback to those w ho actu­
ally com pleted the research (i.e., participants w ho com pleted surveys or who 
were involved in  interviews) and therefore needs to be worded in  a way that 
the ‘average w orker’ can understand. This may mean that students need to w rite 
two separate executive summaries: one for the organisation and one for the 
participants. T h e  report for participants should also include sections on the 
research background, m ethods, results, practical im plications, recom m endations 
and conclusions.

Conclusion

To conclude, there is a lot o f  literature on how  to w rite a thesis, and this chapter 
aimed to extract the most relevant inform ation. It has also addressed com m on 
problems and challenges that thesis students often face and suggested some 
ways to overcom e these difficulties. A n example o f  how  to present research to 
organisations was also provided. This chapter has not attem pted to be a ‘how  to 
w rite a thesis’ guide. T h e  publications listed under ‘Further Readings’ provide 
good practical advice on how  to w rite a thesis.

Further readings
James, E. A ., & Slater, T. (2014). W riting  y ou r  doctoral d issertation  or th esisfster.T housand  Oaks, 
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Oliver, P. (2014). W riting  y ou r  thesis  (3rd ed.). Los Angeles, CA: Sage.
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D e lp h i te c h n iq u e  2 7 , 9 5 , 1 0 1 - 1 0 4 ; d o s an d  

d o n ’ts 103
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d is c r im in a n t v a lid ity  5 5 - 5 6  
d is p ro p o rtio n a te  s tra tifie d  sam p lin g  
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D u d e n h o ffe r , S . 1 5 4  
D u flo , E s th e r  1 0 7  
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reason s fo r  c o n d u c t in g  re s e a rch  3 8 - 4 0  
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e th n o g ra p h y  6 5 , 8 6 - 87  
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e v id e n c e -b a s e d  p ra c tice s  11 
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F re u d ’s p sy ch o an a ly sis  8 8  
fr ie n d sh ip  fo r m a t io n  2 1 4  
F r itz , M . S. 2 4 3  
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h o m o p h ily  2 7 2  
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m u lti-s ta g e  re v ie w  6 6  
m u lti-s ta g e  su rv ey  p ilo t  p ro ce ss  1 3 1  
m u ltiv a ria te  k u rto s is  2 5 0  
m u ltiv a ria te  sta tis tica l te c h n iq u e s  2 7 2  
M u rp h y , Su san  1 0 7  
M u rra y , R .  3 0 0

N a rc is o , I. S . B . 2 1 5  
n arra tiv e  analysis 9 6  
n arra tiv e  m a te ria ls  8 8  
n arra tiv e  re se a rch  8 8 - 8 9  
N a tio n a l  H e a lth  In te r v ie w  S u rv ey  

(N H IS )  7 7  
N a tio n a l  In s titu te s  o f  H e a lth  7 7



Index 315

N a tio n a l  S tu d y  o f  th e  C h a n g in g  W o r k fo r c e  
( N S C W )  7 7  

N E C G  (n o n -e q u iv a le n t  c o n tr o l  g ro u p ) 
d e sig n  R O  1 0 9  

N E O  P I R  5 3  
N e tw o r k  S cience  2 8 3  
n etw o r k /sn a  2 8 2  
n e tw o rk  v isu a lisa tio n  2 7 4  
N e u e n d o r f , K im b e r ly  A . 2 1 5  
n e u ro p s y c h o lo g ic a l a p p ro a ch  1 3 9 - 1 4 0  
N e w m a n , M .  E .  J .  2 7 9 , 2 8 3  
N e w  Z e a la n d  a ttitu d es  a n d  v alues stu d y  

3 0 - 3 3  
N I C E  71
N ie ls e n , K .  1 7 1 , 1 7 9  
N o d e X L  2 8 2  
n o n -c o v e r a g e  e r r o r  1 6  
n o n -d ir e c t iv e  in te rv ie w s  9 6  
n o n -e q u iv a le n t  c o n tr o l  g ro u p  ( N E C G )  121 
n o n -e q u iv a le n t  d e p e n d e n t v a ria b le  

(N E D V )  1 1 5  
n o n -h ie r a r c h ic a l  s tru ctu res , m u ltile v e l 

analyses 2 6 0 - 2 6 1  
n o n -n o r m a li ty  205
n o n -p r o b a b il i ty  sam ples 2 3 - 2 7 ; s ee  also  

p ro b a b ility  sam p lin g  
n o n -r a n d o m  sam ples 85  
n o n -r e s p o n s e  e r r o r  (an d  re sp o n se  bias) 1 6  
n o n -r e s p o n s e  in  w e b  surveys 1 2 8 - 1 2 9  
n o n -v e r b a l  b e h a v io u r  1 0 0  
n o r m a tiv e  b e h a v io u r  8 8  
n o te - ta k in g  1 0 0
n u ll h y p o th e s is  1 7 9 , 2 2 7 , 2 2 8 , 2 3 6 ;

s ig n if ic a n c e  te s t in g  1 7 7  
n u rsin g  8 
N V iv o  11 2 1 4

o b e d ie n c e - to - a u th o r i t y  stu d ies 3 9  
o c c a s io n  fa c to rs  1 4 8  
O c c u p a tio n a l  In fo r m a tio n  N e tw o r k  

( O * N E T )  7 6  
O ld e n b u r g  B u r n o u t  In v e n to ry  ( O L B I )  8 
o n lin e  q u e s tio n n a ire  2 5  
o p e n -e n d e d  q u e s tio n s  1 3 0  
o p e n -e n d e d  resp o n ses 1 6 2  
o p en n ess  4 7
O p e n  S c ie n c e  F o u n d a tio n  2 9 6  
O p e n  S c ie n c e  F ra m e w o r k  2 9 6  
o p e r a tio n a liz a tio n  5 2
O R A  2 8 2
o rd in a ry  least squares (O L S )  re g re ss io n  2 0 1  
o rg a n isa tio n a l in te r v e n tio n s  1 7 0 - 1 7 2 ; 

d e v e lo p m e n t stag e 1 7 2 ; in te r v e n tio n  
d e sig n , im p le m e n ta t io n , an d  ev a lu a tio n

1 7 2 - 1 7 5 ; in te r v e n tio n  ev a lu a tio n s
1 7 5 - 1 7 9  

o rg a n is a tio n a l- le v e l ch a n g es  1 7 0  
o rg a n isa tio n a l re p o r t  3 0 4 - 3 0 5  
o rg a n iz a t io n a l c u ltu re  2 6 3  
o r ie n ta t io n  1 6 3  
o v e r -c la im in g  4 3  
O X O s  1 1 0 , 1 1 1  
o x y g e n - r ic h  b lo o d  1 4 1

P A C O  (P e rso n a l A n a ly tics  C o m p a n io n ) 1 6 2  
p a irw ise  d e le t io n  1 9 1 , 196
P a je k  2 8 2
p a lm to p  c o m p u te rs  161  
P a lu c k , E liz a b e th  L e v y  1 0 7  
p a n e l stu d ies 1 4 9  
p a ra -lin g u is tic  fea tu re s  1 0 0  
P a r k in s o n ’s d isease 2 1 4  
p a rtia l re g re ss io n  p lo ts  2 0 8  
p a r tic ip a n t a tte n tiv e n ess  1 2 8  
p a r tic ip a n t o b s e r v a t io n  8 6  
p a rtic ip a n ts , re se a rch  e th ic s  41  - 4 2  
p a r tic ip a to ry  a c t io n  re se a rch  s ee  a c t io n  

re sea rch  
P a sc o a l, P. M .  2 1 5
p assen g ers at a  b o rd e r  c ro ss in g  2 9 - 3 0  
P C A D  (p sy ch ia tr ic  c o n te n t  analysis an d  

d iag n osis) 2 1 6 - 2 1 7  
p e e r -r e v ie w e d  jo u r n a ls  2 9 2 - 2 9 3  
P e n n e b a k e r , J .  W . 2 1 7  
p e rc e iv e d  stress 2 4 6 - 2 4 7 , 2 4 7  
P e re ira , N . M .  2 1 5  
p e r fo r m a n c e  4 7
p e rs o n a l d e v e lo p m e n t p la n n in g  (P D P )  6 9  
p e rs o n a l d ig ita l assistants (P D A s) 161
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b asic 2 3 5 - 2 3 6 ; c o n d it io n a l  m o d e ls
2 4 0 - 2 4 1 ; c o n d it io n a l  p ro ce ss  m o d els
2 4 1 - 2 4 2 ; e x te n d e d  p ro ce ss  m o d e ls
2 3 8 - 2 4 0 ; m e th o d o lo g ic a l  a n d  a n a ly tica l 
c o n s id e ra tio n s  2 4 2 - 2 4 3

p ro fe ss io n a l s tran g ers 8 6  
P r o f i le r  P lu s  2 1 7  
P r o M E S  te c h n iq u e  5 6  
P ro v a n , K .  G . 2 7 2  
p s y c h o lo g ic a l c o n s t r u c t  5 2  
“ p s y c h o lo g ic a l c o n tr a c t” 3 0 4  
p s y c h o m e tr ic a lly  ro b u st o u tc o m e  

m easu res  1 7 6  
p s y c h o m e tr ic  c o n te n t  analysis 2 1 6  
p s y c h o m e tr ic  m e a s u re m e n t 8 , 1 3 5 - 1 3 7 ; see  

a lso  in s tru m e n ta tio n  
p s y c h o m e tr ic  tests 1 3 6  
p s y c h o p h y s io lo g ic a l a p p ro a ch  1 4 0 - 1 4 1  
P s y c I N F O  D a ta b a se  1 4 7  
P u b lic a t io n  M a n u a l o f  th e  A m e r ic a n  

P s y c h o lo g ic a l A s s o c ia tio n  2 9 9  
p u b lic a tio n s  in  a p p lie d  p s y c h o lo g y  2 9 1  
p u b lic  d o c u m e n ts , datasets o r  o ff ic ia l 

re co rd s  7 8  
p u b lic  so c ia l s c ie n c e  d ata  arch iv es 7 7 - 7 8  
p u b lic  s u p p o rt fo r  lo c a l  g o v e rn m e n t 

a m a lg a m a tio n  2 8 - 2 9  
p u b lis h e d  m easu re s, m e a s u re m e n t sca le  5 2 ; 

c o n s t r u c t  d e f in it io n  5 2 ; e x a m p le s  4 8 - 5 0 ; 
p ra c tic a lity  5 3 ; re s e a rch  c o n te x t  5 2 - 5 3 ; 
sca le  ag e 5 3

P u blish  or  P erish  so ftw are  2 9 4  
p u rp o se  2 7 1 - 2 7 2  
p u r p o s e -b u ilt  re se a rch  arch iv es 7 7  
p u rp o siv e  s a m p lin g  9 8

Q D A  M in e r  2 1 4  
Q D A S  (q u a lita tiv e  d ata  analysis 

so ftw are) 2 1 4  
q u a d ra tic  a ss ig n m e n t p r o c e d u r e  2 8 1  
q u a d ra tic  a ss ig n m e n t p r o c e d u r e  (Q A P )

2 8 1 , 2 8 2
q u a lita tiv e  an d  m ix e d  m e th o d s  2 8 2  
q u a lita tiv e  c o n te n t  analysis 2 1 2  
qu alita tive m e th o d s  8 5 - 8 6 ; a c tio n  research  

9 0 ; case stud y re search  9 1 - 9 2 ; d isco u rse 
analysis 8 8 ; e th n o g ra p h y  8 6 - 8 7 ; g ro u n d e d  
th e o r y  8 9 - 9 0 ; h is to r ica l re search  9 0 - 9 1 ; 
n arrativ e research  8 8 - 8 9 ; p h e n o m e n o lo g y  
8 7 - 8 8 ; in  so c ia l s c ie n c e  8 5  

q u a li ty -o f - l i fe  in d ic a to rs  1 1 4  
Q u a ltr ic s  1 6 2
q u a n tita tiv e  m e a s u re m e n t te c h n iq u e s  4 8  
q u a n tita tiv e  su rv ey  9 9  
q u a s i-e x p e r im e n ta l d esign s 1 1 , 1 0 7 , 121 , 

1 7 6 , 1 7 9 ; c r i te r ia  f o r  c h o o s in g  d esign s 
1 0 8 - 1 1 1 ; d e sig n  c h o ic e  1 1 4 - 1 1 5 ; d esig n  
f o r  re s e a rch  q u e s t io n  1 1 1 - 1 1 2 ; f in is h in g  
to u c h  1 1 6 - 1 1 7 ; re s e a rch  design s 
1 0 7 - 1 0 8 ; re s e a rch  p ro b le m s 1 1 5 - 1 1 6 ; 
s in g le -c a s e  an d  b e tw e e n -g ro u p s  d esign s 
1 1 2 - 1 1 3 ; te m p la tes  to  fa c ilita te  d esig n  
c h o ic e  1 1 3 - 1 1 4  

q u a s i-e x p e r im e n ta t io n  1 4 7  
q u e s tio n a b le  re se a rch  p ra c tice s  ( Q R P s )  3 7  
q u o ta  s a m p lin g  2 3

R A M E S E S  7 0
R A N D  A g in g  S tu d ies  7 7
R a n d a ll ,  R .  1 7 9
R A N D  C o r p o r a t io n  9 7
ra n d o m  c o e f f ic ie n t  p r e d ic t io n  ( R C P )  2 6 6
ra n d o m -d ig it  d ia llin g  1 2 7
ra n d o m  in te r c e p t  m o d e ls  2 6 1 , 2 6 5 ;

m a th e m a tic a l re p re s e n ta tio n  2 6 1  - 2 6 2  
ra n d o m is e d  sam p lin g  1 0 0  
ra n d o m iz a tio n  1 3 2  
ra n d o m iz e d  c o n tr o lle d  tr ia ls  1 4 7  
ra n d o m iz e d  e x p e r im e n t  1 1 6  
ra n d o m iz e d  stu d ies ( R C T s ,  e x p e r im e n ts )  

R O  1 0 8 - 1 0 9 , 121 
ra n d o m  s a m p lin g  1 6 , 1 1 2  
ra n d o m  s ig n a l-c o n t in g e n t  1 6 5  
ra n d o m  s lo p e  m o d e ls  2 6 2 ; m a th e m a tic a l 

re p re s e n ta tio n  2 6 2
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ra t io n a l-e m p ir ic a l  m o d e l  4 6  
R a v e n s  P ro g ress iv e  M a tr ic e s  1 3 6  
R C P  s ee  ra n d o m  c o e f f ic ie n t  p r e d ic t io n  

( R C P )
R D  (re g ress io n  d is c o n tin u ity )  R O  1 0 9 , 121 
r e a c t io n  t im e  ( R T )  1 3 8  
r e c ip r o c ity  2 7 2  
r e c u r r in g  p a tte rn s  2 0 7  
r e fe r e n c in g  so ftw are  3 0 1  
re g re ss io n  an alyses 1 0 , 2 3 1 , 231 
re g re ss io n  d ia g n o stics  2 0 7  
re g re ss io n  im p u ta t io n  1 9 2 , 196 
re g re ss io n  p o in t  d is p la ce m e n t ( R P D )  R O  

1 1 0 , 1 1 2 , 122 
re la tio n a l c o n te n t  2 7 3  
re liab ility , m e a s u re m e n t sca le  5 0 ; in te r n a l 

c o n s is te n c y  5 1 ; s ta b ility  o v e r  t im e  5 0 - 51 
re lia b le  an d  v a lid  m easu res 8 - 9 ;

p s y c h o m e tr ic  c h a ra c te r is tic s  8 
re p e a te d  m easu re s: analysis 2 6 7 - 2 6 8 ; cross­

c la s s ifica tio n  stru ctu res  2 6 1  
re sea rch , p u b lish  2 9 1 - 2 9 7  
re s e a r c h -c o n s tr u c te d  v ariab les 8 2  
re s e a rch  d e sig n  1 , 8 0  
re s e a rch  e th ic s : c o n s e n t  4 2 - 4 3 ; d a ta  an d  

d e sig n  4 1 ; e th ic a l p r a c t ic e  3 7 - 3 8 ; 
e x p e rt is e  an d  c a p a c ity  issues 4 0 ; o u tp u ts 
an d  a fte r  4 3 - 4 4 ; p a rtic ip a n ts  4 1 - 4 2 ; 
reason s fo r  c o n d u c t in g  re se a rch  3 8 - 4 0  

re s e a rch  e v o lu tio n  1 1 , 1 2 ; fe e d b a c k  p ro cess 
1 2 ; im p ro v e m e n t o f  p e r fo r m a n c e  1 2 ; 
in te r v e n tio n  11 

R e s e a r c h  E x c e l le n c e  F ra m e w o r k  2 9 4  
re s e a rch  fa tig u e  4 2
re s e a rch  in te rv ie w s  9 7 - 9 9 ; ad v an tag es an d  

d isad v an tages 98 ; dos an d  d o n ’ts 99 
re s e a rch  lim ita tio n s  7 
re s e a rch  o u tp u ts  1 
re s e a rch  p r o je c t , d e s ig n in g : cau sal 

g en e ra lisa tio n s  1 0 - 1 1 ; e n d  users, 
im p lica tio n s  f o r  11 - 1 2 ; im p a c t assu ran ce 
7 ; re lia b le  a n d  v alid  m easu res 8 - 9 ; 
sam p les, s u ff ic ie n t a n d  g en e ra lisa b le  9 ; 
th e o r e t ic a l  so p h is tic a t io n , e v id e n c e  9 - 1 0  

re s e a rch  q u estio n s  4 6  
re s e a rch  s a m p lin g  1 5 - 1 6 ; A m a z o n ’s

M e c h a n ic a l  T u rk  2 6 - 2 7 ; c lu s te r  sam p lin g  
1 8 ; d e sig n  e ffe c ts  2 2 ; d is p ro p o rtio n a te  
s tra tifie d  s a m p lin g  1 7 - 1 8 ; F a c e b o o k  
a n d  s o c ia l m e d ia  2 5 - 2 6 ; h y p o th e tic a l  
case  stu d ies 2 7 - 3 3 ; n o n -p r o b a b il i ty  
sam ples 2 3 - 2 7 ; p r o b a b ility  sam p lin g  
1 6 ; q u o ta  s a m p lin g  2 3 ; re sp o n se  rates, 
im p o r ta n c e  o f  1 9 - 2 0 ; sam p les, ty p es o f

1 6 ; sam p lin g  e r r o r  2 1 - 2 2 ; s im p le  ra n d o m  
s a m p lin g  1 6 - 1 7 ; s tra tifie d  s a m p lin g  1 7 ; 
u n d e rg ra d u a te  s tu d en ts 2 3 - 2 4 ; w e ig h tin g  
a n d  a d ju s tm e n t 2 0 - 2 1  

re sp o n d en ts  9
re s p o n s e -c o n tin g e n t  p o p -u p  m essag es 1 2 8  
re sp o n se  ra tes, im p o r ta n c e  o f  1 9 - 2 0  
re v ie w  q u e stio n s  a n d  id e n tify in g

stu d ies 6 6 - 6 9 ; c o d in g  a n d  m a n a g in g  
in fo r m a tio n  6 8 ; in c lu s io n  c r i te r ia  
6 6 - 6 7 ; s c r e e n in g  6 8 ; s e a rch  stra teg y  6 7 ; 
sy stem atic  m aps 6 8 - 6 9  

r is k -m it ig a t io n  stra teg y  4 2  
R is t ,  R a y  8 7  
riv a l ex p la n a tio n s  1 0 8  
R o b in s ,  G . L . 2 8 3  
R O B I S  7 0
ro b u st m a x im u m  lik e l ih o o d  2 5 0  
R o c h e s t e r  In te r a c t io n  R e c o r d  1 6 5  
R o g e r s ,  C a r l  9 6
R o p e r  C e n t e r  a t th e  U n iv e r s ity  o f  

C o n n e c t ic u t  7 7  
R o r s c h a c h  te s t in g  2 1 1  
R o s e n b a u m , P a u l 1 1 6  
R o s e n th a l ,  R o b e r t  4 4  
R o u s e ,W A .  2 9 9
R o y a l  C a n a d ia n  M o u n te d  P o lic e  91
R S ie n a  2 8 3
R u b in ,  D . B . 1 0 7 , 1 8 9 , 1 9 0

sam p les: la rg e , ad v an tag es o f  9 ; s u ff ic ie n t 
an d  g en e ra lisa b le  9 ; ty p es o f  1 6  

sa m p lin g  m e th o d  1 6 0 ; advantages 
an d  d isad v an tag es 1 6 3 - 1 6 4 ; e r ro r  
2 1 - 2 2 ; fra m e , w e b  surveys 1 2 6 - 1 2 7 ; 
m e a s u re m e n t 1 6 2 - 1 6 3 ; o r ie n ta t io n , 
s ig n a lin g , an d  w ra p -u p  1 6 3 ; a n d  p ilo t in g
5 4 - 5 5 ; s a m p lin g  t im e  fra m e  an d  signals 
p e r  day 1 6 0 - 1 6 1 ; te c h n o lo g y  o p tio n s
1 6 1 - 1 6 2

sa m p lin g  serv ic es  1 2 6  
Sav alei,V . 2 5 2
sca le  d e v e lo p m e n t, m e a s u re m e n t sca le  5 4 ; 

c o n v e rg e n t an d  d is c r im in a n t v a lid ity
5 5 - 5 6 ; in d u c tiv e  o r  d e d u c tiv e  5 4 ; ite m  
w r it in g  an d  r e f in e m e n t  5 4 ; p rocesses 
fo r  s p e c if ic  sca le  d e sig n  n eed s 5 6 - 5 7 ; 
s a m p lin g  an d  p ilo t in g  5 4 - 5 5 ; s tru ctu ra l 
analyses 55

scales 5 3
S ca rg le , Je f fr e y  4 3
s c a tte rp lo t  o f  s tan d ard ised  residuals (Y -ax is) 

an d  p re d ic te d  sco res (X -a x is )  2 0 9  
S c h e rb a u m , C . A . 1 5 4
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S c h n e id e r , C . J .  2 1 4  
s c ie n t if ic  ja r g o n  1 3 1  
s c ie n t if ic  s a m p lin g  1 6  
S c o t t ,  J .  2 8 3  
s c r e e n in g  4 2 , 6 8  
se a rch  s tra teg y  6 7  
se c o n d a ry  d ata  analysis 7 6  
s e le c t io n  2 7 3
s e lf -r e c r u it in g  f o r  w e b  surveys 1 2 5 , 1 2 7  
s e lf-r e g u la tio n  o f  le a r n in g  6 9  
s e lf -r e p o r te d  d ata  1 5 9  
s e lf -r e p o r te d  stress 1 7 5  
s e lf -s e le c t io n  bias, w e b  surveys 1 2 7  
s e m i-s tr u c tu re d  in te rv ie w s  9 6  
se n so ry  d is c r im in a t io n  1 3 8  
Sen su s 1 6 2
s e q u e n c in g , w e b -b a s e d  surveys 1 3 0 - 1 3 1  
s e q u e n tia l m ix e d - m e th o d  a p p ro a ch  1 9  
se x u a l b e h a v io r  1 6 4  
Sh ad ish , W i l l  1 1 3  
Sh ah ar, G . 2 5 3  
s h o r t - te r m  t im e  lags 1 5 1  
s ig n a l-c o n tin g e n t  basis 1 5 9  
s ig n a lin g  1 6 3
s im p le  ra n d o m  s a m p lin g  1 6 - 1 7 , 1 7  
s in g le -c a s e  d e sig n  (S C D )  1 1 2  
sin g le  im p u ta t io n  1 9 1 - 1 9 2 , 196 
s in g le - i te m  c o v a ria te  188 
s in g le - i te m  c r i t e r io n  188 
s in g le -s o u r c e  an d  s in g le -m e th o d  

ap p ro a ch e s  1 7 6  
sk ip  lo g ic  1 3 2  
sm a ll-b u sin ess  n e tw o rk  2 7 9  
sm all sca le  q u a lita tiv e  m e th o d s  6 5  
S M A R T  d esig n s (se q u e n tia l m u ltip le  

a llo c a tio n  re s e a rch  tria ls) R O  1 0 9 , 121 
s m a rtp h o n e  161
S N A  s ee  s o c ia l n e tw o rk  analysis (S N A ) 
s n o w b a ll m e th o d  9 8  
S o c ia l  B e h a v io r  In v e n to ry  1 6 5  
s o c ia l m e d ia  7 9 ; p la tfo rm s  2 5 - 2 6  
s o c ia l n e tw o rk  analysis (S N A ): b lo c k  

an d  c o r e -p e r ip h e r y  m o d e ls  2 7 4 - 2 7 5 ; 
b ro k e ra g e  2 7 7 - 2 7 9 ; c liq u e s  an d  
re la te d  m e th o d s  2 7 9 ; G ir v a n -N e w m a n  
“ c o m m u n it ie s ” 2 7 9 - 2 8 0 ; g ra p h  th e o r e t ic  
m e th o d s  2 7 5 ; n e tw o rk  v isu a lisa tio n  2 7 4 ; 
o r ig in s  an d  h is to r ic a l d e v e lo p m e n t 2 7 1 ; 
p o s it io n  2 7 4 , 2 7 5 - 2 7 7 ; q u a lita tiv e  an d  
m ix e d  m e th o d s  2 8 2 ; re se a rch  d esig n  
fo r  2 7 3 - 2 7 4 ; re se a rch  q u e stio n s  in  
2 7 1 - 2 7 3 ; ro le  2 7 4 ; so ftw are  fo r  2 8 2 - 2 8 3 ; 
s ta tis tica l m e th o d s  2 8 1 - 2 8 2 ; su b g ro u p

2 7 4 ; te x tb o o k s  an d  w e b s ites  2 8 3 ; w h o le  
n e tw o rk  m e tr ic s  2 7 5  

S ocia l N e tw o rk s  2 8 3  
so c ia l p s y c h o lo g y  1 3 5  
S o c ia l R e s e a r c h  at th e  U n iv e r s ity  o f  

M ic h ig a n  7 7  
so c ia l s c ie n c e  d ata  arch iv es 7 6 - 7 7  
s o c io -e c o n o m ic  status 1 8  
so c io g ra m s  2 7 4 , 2 7 5  
s o c io lo g ic a l  th e o r y -m a k in g  8 9  
S O C N E T  2 8 3  
S p e a rm a n , C h a r le s  1 3 6  
S p e a rm a n ’s rh o  2 3 0
S P I D E R  (sam p le, p h e n o m e n o n  o f  in te re s t, 

d e s ig n , ev a lu a tio n  an d  re se a rch  ty p e) 6 7  
“ s p r in g -e m b e d d e r” a lg o r ith m s  2 7 4  
s tab ility  o v e r  t im e  5 0 - 51 
stan d ard  d e v ia t io n  2 2 5  
stan d ard ised  re g re ss io n  c o e f f ic ie n t  2 3 2  
sta te  assessm en ts 1 5 0  
sta tis tica l ja c k - k n i f e  o r  b o o tstra p  

te c h n iq u e s  2 8 1  
sta tis tica l m e ta -a n a ly s is  7 0  
S te rn b e rg , R .  J .  1 3 7  
S te v e n s , J .  P. 2 0 6
sto ch a stic  a c to r -o r ie n t e d  lo n g itu d in a l 

m o d e ls  2 8 1  
sto ch a stic  a c to r -o r ie n t e d  m o d e ls  ( S A O M ’s) 

2 8 1 - 2 8 2  
S to c h a s tic  re g re ss io n  im p u ta t io n  

1 9 2 - 1 9 3 , 196 
stra tifie d  ra n d o m  sch e d u le  161  
stra tifie d  sa m p lin g  1 7 , 1 7  
S trau ss, A . 8 9
stress: c o m p e n s a t io n  1 7 5 ; m a n a g e m e n t  4 7 , 

1 7 1 ; m a n a g e m e n t in te r v e n tio n  1 7 5  
stress r isk -a sse ssm e n t to o l  1 7 0  
S tr o o p  T e st 1 3 9  
s tru c tu ra l an alyses 5 5
s tru c tu ra l e q u a tio n  m o d e lin g  (S E M ) 9 , 2 3 8 , 

2 4 6 ; e s t im a tio n  m e th o d s  in  2 4 9 - 2 5 1 ; 
e x te n s io n  m o d e ls  in  2 5 3 - 2 5 4 ; ite m  
p a rc e llin g  in  2 5 2 - 2 5 3 ; m o d e l  2 4 6 - 2 4 9 ; 
m o d e l-d a ta  f i t ,  ev a lu a tio n  o f  2 5 1 - 2 5 2  

s tru c tu ra l h o le s  2 7 7  
s tru c tu ra l n e x u s  o f  co n sc io u sn e s s  8 6  
s tru c tu ra l v a lid ity  5 5  
s tru c tu re d  in te rv ie w s  9 6  
stu d e n tise d  residuals 2 0 7  
s tu d e n t re se a rch  p r o je c ts  81  
s u b je c t iv e - in tu it iv e  m e th o d  9 7  
s u b je c t -m a t te r  e x p e rts  51 
su itab le  f o r  s tu d e n t re se a rch  p r o je c ts  81
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Survey o f  Health, Ageing, and R etirem ent 

in Europe (SH A R E) 77 
survey platforms, web-based surveys 132 
surveys see web-based surveys 
Survey Signal 162 
survey software systems 125 
symptom restrictions 214 
systematic maps 6 8 - 69 
systematic reviews 63- 6 4 ; aggregative 

approaches to synthesis 6 4 ; approaches 
64 ; automating reviews 69 - 7 2 ; 
configuring approaches to synthesis 
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dimensions o f differences 65; review 
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task performance measurement 49 - 50 
telephone interviewing 99 
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term inological diversity 10 
test hypotheses 97 
testing indirect effects 2 3 6 - 238 
test-retest reliability 50 - 51 
tetrachoric coefficient phi 230 
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2 1 4 - 2 1 5 ; process 2 1 3 - 214  
thematic apperception tests (TAT) 2 1 1 , 216 
thematic content analysis 216 
thematic syntheses 65 
theoretical mediating mechanisms 178 
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theory development 64 
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thesis-by-publication 301 
three-level hierarchical 2 6 0 - 261 
three-stratum m odel (Spearman) 136 
Tibshirani, R .  J . 237 
Tierney, S. 214 
Tiggem ann, M . 218 
time lags 151 , 177 
top-dow n process models 262 
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trail making test (T M T ) 139 
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trait resilience 2 4 6 - 2 4 7 , 2 4 7  
trait vs. state measures 152 
transitivity 2 7 2 - 273 
triadic processes 272 
triangulation o f  methods 219

t-tests 112 , 2 0 2 , 2 2 6 , 227 , 228 
Tvedt, S. D. 179 
Twitter 2 5 - 2 6 , 79
two-level hierarchical structures 260

Ucinet spring-embedder 2 7 5 , 282 
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2 3 - 2 4 , 24 
unidirectional hypothesis 227 
unit missingness 187 
University o f M ichigan 115 
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U.S. Census Bureau data 78 
U.S. Navy career development dataset 78 
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188- 189
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validity 51 

Vandenberg, R . J . 149 
Van de Ven, B. 151 
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variance-covariance m atrix 193 
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Visone 282
visualisation ability 136 
visual processing 136 
visuospatial sketchpad 137 
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experience (V O IC E) 166

Wang, C. 166 
Wasserman, S. 283 
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1 2 4 -  1 2 6 ; challenges o f  1 2 6 - 1 2 9 ; 
content and w ording 1 2 9 - 1 3 0 ; 
coverage and sampling frame 1 2 6 -  1 2 7 ; 
effective 1 2 9 ; form atting  1 3 0 ; In ternet 
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